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ABSTRACT Data breach attacks are unique, especially when attackers exfiltrate data from their target’s
systems. Furthermore, as data breaches continue to increase in frequency and severity, they pose a grow-
ing risk to society and organizations. Unfortunately, no prior research focused on predicting exfiltration
occurrence based on a sequence of tactics identified from low-level logs. In addition, integrating low-level
logs with a high-level conceptual framework presents a critical challenge. The need for automation in the
mapping process and advanced methods to assist defenders in analyzing the occurrence of exfiltration within
their systems is urgent. In this paper, we focus on developing a machine learning (ML) model to predict the
occurrence of data exfiltration by analyzing the sequence of tactics employed by an attacker. We propose two
main contributions, including addressing the gap level between low-level logs and high-level data breach
conceptual steps and integrating collected event logs and ML models to predict exfiltration tactics. Our
dataset for theMLmodel is created based on tactics identified in threat reports, cleaned to obtain ten features,
and balanced using the SMOTE+ENN technique. The prediction is made using tactics identified from low-
level logs that serve as input to the ML model to determine whether the events lead to the occurrence of
exfiltration. We benchmarked three resampling methods, five feature selection techniques, and five ML
algorithms to achieve optimal ML model performance. A new dataset, comprehensive techniques used to
develop the ML model, and the proposed prediction method represent the key contributions of this study
compared to existing research. In addition, to demonstrate the effectiveness of our proposed method, we
present case studies using event logs from real-world incidents. The investigation shows that our proposed
method effectively predicts the occurrence of exfiltration with higher accuracy than existing studies.

INDEX TERMS data exfiltration, event logs, machine learning, tactics mapping, threats report.

I. INTRODUCTION

DATA breaches have become a critical issue globally due
to their significant impact on various aspects of society

[1], organizations [2], [3], and individuals [4]. These breaches
involve unauthorized access to confidential, protected, or
sensitive data, resulting in data loss, including financial [5],
health [6], and personal information [7]. According to the
Identity Theft Resource Center, 2023 marked a notable year
for data breaches, with 3,205 incidents disclosed, affecting
approximately 353,027,892 people. This represents a 78% in-

crease compared to 2022 [8]. Furthermore, IBM reported that
46% of the breaches in 2024 involved personally identifiable
information (PII) of consumers [9] and according to Verizon,
86% of data breaches involved the use of stolen credentials
[10].

Moreover, as data breaches continue to increase in fre-
quency and severity, they pose a growing risk to society
and organizations [11]. The ongoing threat of data breaches
requires continuous efforts to improve cybersecurity mea-
sures and mitigate risks [12]. Mitigating risk in cybersecurity
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involves the use of specific technologies and processes to
prevent adversaries from achieving their tactical goals [13],
[14].

In particular, the exfiltration phase is a key reference point
for detecting or investigating breaches, providing indicators
and patterns that can be monitored and analyzed to jus-
tify the existence of data breaches [15]. However, cyber-
attacks are becoming more sophisticated, making detection
of data exfiltration challenging for organizations [16], [17].
Signature-based detection requires human assistance to create
and update signature rules, which can be time-consuming
and require adaptation to new threats or signature patterns
[18]. To address this issue, we need to develop flexible and
efficient mechanisms to respond intelligently and update poli-
cies. These mechanisms require analyzing large amounts of
cybersecurity data from various sources, identifying insights,
and creating automated tools [19]. The data from various
sources, including external threat reports and diverse logs
from the system’s internal environment, are analyzed, and
insights are identified through automated processes supported
by machine learning techniques.

Threat reports are crucial in strengthening an organiza-
tion’s security posture by providing actionable insights into
emerging threats, adversary tactics, and vulnerabilities [20].
These reports can substantially improve an organization’s
capacity to identify, avert, and address cyber threats [21].
On the other hand, leveraging low-level logs to detect on-
going attacks and investigate incidents is a crucial aspect
of modern cybersecurity practices. These logs can provide
detailed information on system activities, helping identify
anomalies and potential security breaches. Integrating threat
reports and low-level logs for incident response and threat
hunting offers significant advantages by enhancing incident
detection, analysis, and mitigation.

However, integrating threat reports with low-level logs
presents several challenges, such as the complexity of the
data, the need for accurate parsing, and an automated pro-
cess. In addition, data breach investigation frameworks are
typically high-level concepts that serve as a guide to conduct
investigations step by step [22], while the logs collected for
analysis are low-level information. Therefore, the investiga-
tion process has a level gap between low-level logs and high-
level conceptual frameworks.

In this paper, we propose a novel method that integrates
threat reports and event logs to assist defenders or investiga-
tors in analyzing the occurrence of exfiltration within their
systems. To address the challenge of the level gap in this
integration, we use the Adversarial Tactics and Techniques
and Common Knowledge (ATT&CK) from MITRE [23] as
an intermediate level. Furthermore, the main contribution of
this study is the automated integration process, where data ex-
filtration analysis is no longer based on manual examination
but is instead enhanced by machine learning-based predictive
models.

In developing thismachine learning (ML)model, we utilize
tactics data extracted from threat reports as features to predict

exfiltration as the output variable. Furthermore, event logs
collected from the system are mapped to various tactics ac-
cording to the event IDs recorded in the logs. The sequence of
tactics resulting from this mapping serves as the input for the
prediction model, which processes the query and produces a
prediction of whether exfiltration has occurred in the system.
By using our method, organizations can enhance decision-
making in detecting or investigating data exfiltration in amore
time-efficient manner.
This paper is structured into five sections. Section II dis-

cusses previous studies, particularly those relevant to devel-
oping advanced methods utilizing the MITRE ATT&CK la-
beling from different data sources. We also provide a compar-
ative analysis of these advanced methods. Section III explains
our comprehensive process in developing our ML-based pre-
diction model, including the approaches we employed to
address the imbalance within the dataset, features selection,
and evaluation process. Section IV introduces our proposed
method, detailing each step, including usage scenarios and
case studies. Finally, we offer our conclusions in Section V.

II. RELATED WORK
In this section, we present a summary of selected studies
concerning the extraction and mapping of MITRE ATT&CK
tactics from diverse information sources. This review high-
lights the potential to leverage tactics extraction from ex-
isting studies to create a new dataset aimed at predicting
the occurrence of exfiltration. A detailed discussion of our
new dataset creation process is presented in Section III-A.
Furthermore, this section also includes a review of selected
methods used for predicting adversarial tactics and attack
goals in cyber-attacks. These methods were selected based on
their alignment with the objectives of this study, which predict
exfiltration as an attacker’s objective based on the sequence of
tactics identified within the system. Additionally, we provide
a comparative analysis of the objectives, approaches, and
algorithms employed by these methods.

A. MITRE ATT&CK MAPPINGS
In this subsection, we summarize existing models that lever-
age the mapping of Tactics or Techniques from the MITRE
ATT&CK for purposes such as detecting, investigating, or
predicting cyber-attacks. Our review focuses on the devel-
oped models, the algorithms employed, the datasets used,
performance based on the metrics applied, and other key
findings.
The paper [24] investigates the implementation of

transformer-based models for the automatic mapping of
Common Vulnerabilities and Exposures (CVEs) to MITRE
ATT&CK tactics, with the objective of enhancing cyber-
security comprehension and defense strategies. The re-
search employs a comprehensive dataset comprising 9985
entries and incorporates security auditing tools to establish
connections between CVEs and MITRE ATT&CK tactics.
The models that demonstrated superior performance in-
clude SecRoBERTa, SecBERT, CyBERT, and TARS, with
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SecRoBERTa attaining the highest weighted F1 score of
78.88%. A primary limitation of the study is the inherent
difficulty in interpreting certain vulnerabilities due to the
conceptual associations between tactics.

The study in [25] automates the labeling of malware threat
reports using feature selection techniques and word embed-
dings to improve the prediction of MITRE ATT&CK tactics.
The method uses Mutual Information (MI) and Chi-squared
statistics (CHI) for feature selection, improving previous
studies. The F.5-score metric showed a 6% increase in perfor-
mance when utilizing feature selection techniques to predict
MITRE ATT&CK tactics. However, the paper acknowledges
limitations, such as the lack of metadata connecting sentences
to specific tactics and techniques, making it difficult to divide
texts into blocks for analysis.

A system that uses a deep learning model and ontology
knowledge to extract MITRE techniques from unstructured
CTI reports called MITREtrieval is proposed in [26]. The
system addresses sparse data and implicit TTPs by leverag-
ing deep learning and ontology. The system demonstrated
F2 scores of 58%, 62%, and 69% in multi-label technique
identification across 113, 46, and 23CTI reports, respectively.
These results not only exceeded established benchmarks but
also enhanced the efficiency of CTI analysis. This innova-
tive approach overcomes the limitations of machine learning-
based methods, which often overlook crucial words, impact-
ing technique identification.

In their 2024 study, Gabrys et al. [27] introduced a novel
methodology that employs Large Language Models (LLMs)
to establish a connection between Intrusion Detection System
(IDS) rules and attacker tactics, techniques, and procedures
(TTPs) as outlined in the MITRE ATT&CK framework. This
research utilizes a dataset containing 972 labeled IDS rules to
generate descriptive narratives and predict TTPs. The authors
leverage ChatGPT to generate structured textual summaries
of these IDS rules and develop a pipeline that transforms
existing IDS rulesets into efficient data representations using
BERT. Additionally, they train an algorithm to effectively
classify observed attacker behaviors into MITRE ATT&CK
Enterprise technique IDs. The study evaluates various classi-
ficationmethods, identifying that the Support VectorMachine
exhibits superior performance, achieving accuracy rates of
approximately 99% for T10 and 90% for T5. Nevertheless,
the expansion of this approach is limited by the scarcity of
suitably labeled datasets.

The authors in [28] use NLP techniques to map Linux com-
mands to MITRE ATT&CK techniques and sub-techniques.
The study uses cosine similarity scoring to extract the top-
n ATT&CK Techniques and Sub-Techniques for each com-
mand, evaluating performance using recall at n metrics. The
aim is to enhance the mapping between Linux commands
and MITRE ATT&CK for cybersecurity purposes. The study
focuses on one-to-many mapping based on text similarity
performance, measured using recall at n metrics. The algo-
rithm used is Cosine similarity scoring, which measures the
similarity between Linux commands and MITRE ATT&CK

descriptions, aiding in the mapping process. This innovative
approach in cybersecurity research aims to improve the map-
ping between Linux commands and MITRE ATT&CK for
cybersecurity purposes.
The paper [29] presents a dataset of 1813 Computer Vision

Errors (CVEs) annotated with MITRE ATT&CK techniques
and proposes models to link CVEs to techniques using BERT-
based language models. The study addresses the imbalance
in the training set with data augmentation strategies based on
TextAttack, achieving an F1-score of 47.84%. The methodol-
ogy involves building a labeled corpus of CVEs by manually
mapping each CVE to tactics and techniques from theMITRE
ATT&CK Enterprise Matrix. The performance of the models
is measured using the F1-score metric.
From the review of existing studies, it was found that their

methods primarily focus on extracting MITRE ATT&CK
tactics or techniques from various sources such as CVE, threat
reports, CTI, and IDS rules. However, none of the studies have
processed the extracted data from these sources to examine
the characteristics of the sequence of tactics leading to a
specific attacker goal. Therefore, we processed the extracted
data from threat reports into a sequence of tactics that serve
as predictors for determining whether an attack leads to ex-
filtration as the attack’s objective. The detailed process of
constructing our dataset is explained in Section III-A.

B. SELECTED EXISTING PREDICTION METHODS
In line with the objective of this study, which is to develop
a predictive method for identifying the occurrence of exfil-
tration, we reviewed selected articles that similarly proposed
predictive methods for attack tactics, attack techniques, and
attack goals. We highlight the objectives, primary methods,
key findings, and limitations of each study.
The paper [30] proposes a method to extract ATT&CK

techniques from Sysmon logs, improve incident response
efficiency, and create a prediction system for lateral move-
ments. It proposes two proposals: one to automatically extract
ATT&CK techniques and another to develop an efficient
prediction system. The first involves creating a database to
record the relationship between ATT&CK techniques and at-
tack commands, while the second uses Quantification Theory
Type 3 and device activity logs to visualize attackers’ move-
ments and detect lateral movements. However, themethod has
limitations due to limited ATT&CK techniques from Atomic
Red Team log data.
The study in [31] uses the Bayesian ATT&CK Network

model to predict attack techniques and attacker goals, using
previously detected attacks as evidence. It suggests defense
techniques to counter these goals and enhances APT predic-
tion and defense strategies through a data-driven approach.
The BAN model effectively predicts advanced persistent
threat (APT) attacks and defenses, with a high F1-score.
The study highlights four limitations in existing studies on
predicting APT attacks, including insufficient use of data-
driven methodologies, atypical attack modeling, high system
reliance, and unavailability of practical datasets.
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FIGURE 1. Supervised ML process model.

The research conducted by Liu et al. [32] seeks to develop
a composite learning approach, referred to as CL-AP 2, to
predict cyberattack techniques by analyzing real-time system
logs and employing MITRE ATT&CK tactics. This approach
generates a Temporal Attack Knowledge Graph (TAKG) and
utilizes the Soft Actor-Critic algorithm for predictive model-
ing. The study undertakes a comparative analysis of CL-AP 2
against established attack prediction methodologies, utilizing
anonymized Windows audit logs. The findings emphasize
the importance of incorporating advanced NLP models and
pertinent threat information to enhance the accuracy of at-
tack predictions. However, the study also notes that existing
models may exhibit limitations in generalizing to diverse
scenarios due to the specificity of attack patterns and the
unstructured nature of real-time logs.

A cooperative system for predicting DDoS attacks us-
ing early warning signals from preparation phases called
COOPRED DDoS is developed by Neira et al. [33]. The
system collects network traffic attributes and uses machine
learning techniques like Ada-boost andMultilayer Perceptron
to improve prediction accuracy. Four experiments were con-
ducted using two widely used datasets. The paper highlights
the limitations of internet data for DDoS attack predictions,
the need for knowledge of botnet communication methods,
and the challenge of identifying attack preparation signals due
to attackers’ concealment.

Almomani et al. in [34] evaluates Denial-of-Service (DoS)
attack detection in the IoT environment using ML classifiers
with the UNSW-NB15 dataset. The research aims to identify
the most effective classifier, improve detection accuracy, pre-
cision, and sensitivity, and address IDS limitations. The Ran-
dom Forest classifier outperformed other classifiers, achiev-
ing 99.48% accuracy, precision, sensitivity, and F-measure.
However, the study may overlook other types of DoS attacks
and suggests future research should use modern datasets and
advanced techniques.

The novelty of our study resides in the prediction of exfil-
tration based on a sequence of tactics identified from event
logs. This prediction is facilitated by the selection of the
most effective machine learning model, determined through
a comprehensive comparison of three resampling methods,
five feature selection techniques, and five machine learning

algorithms. Furthermore, we processed threat report datasets
to extract relevant tactics and techniques, thereby creating a
new dataset that incorporates ten tactics as features, with ex-
filtration designated as the target variable. To distinguish our
proposed method from existing approaches, we conducted
an extensive comparison encompassing objectives, method-
ologies, algorithms, metrics, and the performance of each
method.

III. MACHINE LEARNING MODEL DEVELOPMENT
This section offers a comprehensive description of our ML
model development. In our proposed method, we leverage
the significant potential of supervised ML to predict attack
tactics, especially Exfiltration. Fig.1 illustrates the common
process model of supervised ML. Given the ML model’s
capacity to analyze extensive datasets and recognize patterns,
we employ a supervised ML model to provide predictions
based on the tactic’s patterns identified from event logs, using
a dataset of tactics extracted from threat reports. Furthermore,
we provide a detailed explanation of creating, addressing
imbalanced, and optimizing the feature space of our dataset.
Moreover, we offer a comparative analysis of five ML algo-
rithms’ performance for our model. The ML model with the
best performance will then be employed to predict whether
exfiltration has occurred based on the event log data.

A. CREATING DATASET BASED ON IDENTIFIED TACTICS IN
THREAT REPORTS
During the data acquisition process, we obtained a dataset
from [25], [35] containing descriptions of threat reports from
various sources, along with labeled tactics for each row of
threat report descriptions. The data cleaning process involved
removing rows with incomplete tactic labels. In this study,
we excluded two tactics, Reconnaissance, and Resources,
because these tactics are primarily conducted on the attackers’
side. We utilized the first tactic, Initial Access, as it describes
how attackers gain access to the target environment.
Therefore, in this study, we used ten tactics as features: (1)

Initial Access, (2) Execution, (3) Persistence, (4) Privilege
Escalation, (5) Defense Evasion, (6) Credential Access, (7)
Discovery, (8) Lateral Movement, (9) Collection, and (10)
Command and Control. Exfiltration was used as the target
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TABLE 1. Tactics Occurrence in Cleaned Dataset

Feature Tactics #Occurrence
Feature_1 Initial Access 158
Feature_2 Execution 396
Feature_3 Persistence 480
Feature_4 Privilege Escalation 321
Feature_5 Defense Evasion 635
Feature_6 Credential Access 234
Feature_7 Discovery 267
Feature_8 Lateral Movement 269
Feature_9 Collection 165
Feature_10 Command and Control 304
Target Exfiltration 86

TABLE 2. Comparison of Datasets Size and Ratio

Resampling #Rows Ratio (%)
Initial (without resampling) 1284 93:37
Undersampling 301 71:29
Oversampling 2036 59:41
Hybrid sampling (SMOTE+ENN) 1139 85:15

variable. The fundamental idea behind using this dataset is
to observe the patterns that emerge from the ten tactics and
determine whether the occurrence of these ten tactics leads to
exfiltration.

As a result of the data cleaning process, we obtained a
dataset consisting of 1284 rows and 11 columns, with 10
columns representing features and 1 column representing the
target variable, along with the composition of each tactic, as
presented in Table 1. The table shows that the Exfiltration
tactic has 86 labels with a value of "1," while 1198 labels
have a value of "0." This clearly indicates that the cleaned
dataset is imbalanced. Therefore, in Section III-B, we applied
resampling methods to address this imbalance.

Next, we performed feature selection in Section III-C to
identify the most influential features for prediction outcomes.
We proceeded with feature selection based on these calcula-
tions using filter and wrapper methods. We applied various
techniques for the filter method, including Mutual Informa-
tion (MI), Pearson Correlation, Feature Importance, and Chi-
square. On the other hand, we utilized Recursive Feature
Elimination (RFE) for the wrapper method.

B. ADDRESSING IMBALANCED DATASET USING
RESAMPLING APPROACHES
The cleaned dataset from the previous stage is clearly im-
balanced, with the majority class outnumbering the minority
class by a ratio of 93%:7%. The tactics leading to exfiltration
are scarce, which challenges the effectiveness of the ML
model in detecting and classifying exfiltration. To address
this imbalance, we applied three techniques including random
undersampling, the Synthetic Minority Over-sampling Tech-
nique (SMOTE), and SMOTEwith Edited Nearest Neighbors
(SMOTE+ENN).We then compared the performance of these
methods using a Random Forest classifier, and the best-
performing resampling technique was selected for further
model development.

Table 2 compares the initial dataset characteristics with-
out resampling and the three datasets generated from each
resampling method. The table displays the number of rows
for each dataset and the ratio of majority to minority class in
percentages. Notably, the oversampled dataset has the largest
number of rows and the most balanced ratio. However, this
does not guarantee optimal model performance. Therefore,
we evaluated the model’s performance across the resampled
datasets to determine which method yielded the best results.
Additionally, the number of identified tactics in each column
across all datasets is presented in Table 3.
We employed random undersampling to address the class

imbalance in our dataset. Random undersampling is a simple
technique that decreases the quantity of samples in the major-
ity class [36]. In terms of our dataset, this involves reducing
the number of samples with a value of 0 in the target column,
Exfiltration. This process resulted in a new dataset of 301
rows, with a majority-to-minority class ratio of 71% to 29%.
Moreover, we employed the Synthetic Minority Oversam-

pling Technique (SMOTE), a prevalent strategy for address-
ing imbalanced datasets by creating synthetic samples for
the minority class [37]. The oversampling process resulted
in a new dataset with 2,036 rows, achieving a majority-to-
minority class ratio of 59% to 41%.
Finally, the third resampling method we applied was a

hybrid approach that combines SMOTE with Edited Nearest
Neighbors (ENN). The SMOTE used in this process is the
same as in the oversampling stage but is combined with
ENN. This SMOTE+ENN combination effectively addresses
dataset imbalance by generating synthetic samples for the mi-
nority class and then removing noisy samples. This approach
not only improves accuracy but also reduces complexity [38],
leading to optimal model performance [39]. As a result,
the process yielded a new dataset with 1,139 rows, with a
majority-to-minority class ratio of 85% to 15%.
Fig.2 presents the performance measurements of the un-

dersampling, over-sampling, and hybrid-sampling methods
using the Random Forest model. The comparison of model
performance across the three resampling methods found that
hybrid sampling achieved the best performance across all
metrics.

TABLE 3. Comparison of identified tactics across feature columns in
both the initial (I) dataset and three resampled datasets;
Undersampling (U), Oversampling (O), and Hybrid sampling (H)

Tactics Occurrence in Database
I U O H

Initial Access 158 45 241 118
Execution 396 113 810 353
Persistence 480 125 855 419
Privilege Escalation 321 80 560 281
Defense Evasion 635 157 1153 547
Credential Access 234 66 516 226
Discovery 267 90 706 223
Lateral Movement 269 89 639 254
Collection 165 58 496 142
Command and Control 304 96 816 245
Exfiltration 86 86 838 163

VOLUME 11, 2023 5

This article has been accepted for publication in IEEE Access. This is the author's version which has not been fully edited and 

content may change prior to final publication. Citation information: DOI 10.1109/ACCESS.2024.3524502

This work is licensed under a Creative Commons Attribution-NonCommercial-NoDerivatives 4.0 License. For more information, see https://creativecommons.org/licenses/by-nc-nd/4.0/



Hakim et al.: Predicting Data Exfiltration using Supervised Machine Learning based on Tactics Mapping from Threat Reports and Event Logs

FIGURE 2. Performance comparison between three resampling techniques, Undersampling, Oversampling, and Hybrid (SMOTE+ENN), based on 5
metrics.

The random undersampling technique results in informa-
tion loss as it randomly removes samples from the majority
class without considering the distribution or importance of
those samples. This has a negative impact on model perfor-
mance [40]. On the other hand, the oversampling method
using SMOTE already produces better model performance
compared to random undersampling, though it is still not op-
timal. Interestingly, for the precision metric, undersampling
outperforms oversampling. SMOTE often struggles with han-
dling noise, class overlap, and small data subsets, which
hinders its classification performance and may even degrade
it further [41]. Based on this performance comparison, we
will continue using the dataset produced by the hybrid sam-
pling method (SMOTE+ENN) in the next stage of model
development.

C. OPTIMIZING THE FEATURE SPACE THROUGH FEATURE
SELECTION
Feature selection aims to identify significantly informative
features while eliminating those less relevant to prediction
outcomes. This results in a reduced feature set with lower
dimensionality than the initial set, improving efficiency when
implementing the chosen model. We explored the character-
istics of the dataset’s features by calculating Mutual Infor-
mation, Pearson Correlation, and Feature Importance. Using
these three methods complementarily enables the identifi-
cation and selection of the most relevant and informative
features, thereby enhancing the accuracy and efficiency of the
predictive model.

1) Mutual Information
We utilized Mutual Information (MI) to measure the depen-
dence or association between two variables in our dataset,
capturing continuous and categorical relationships without
assuming linearity. This approach allows us to uncover non-
linear and complex interactions between features and the

target, enabling the identification of features that provide
the most information about the target. Mathematically, the
Mutual Information between two variables is defined in (Eq.
1) [42]:

I(X ;Y ) =
∑
x∈X

∑
y∈Y

p(x, y) log
(

p(x, y)
p(x)p(y)

)
(1)

Where:

• I(X ;Y ) is the mutual information between feature X and
target Y .

• p(x, y) is the joint probability distribution of X and Y .
• p(x) and p(y) are the marginal probability distributions

of X and Y , respectively.

TABLE 4. Mutual Information of Each Feature from Highest to Lowest

Feature Tactics MI
Feature_9 Collection 0.083
Feature_10 Command and Control 0.076
Feature_8 Lateral Movement 0.056
Feature_7 Discovery 0.049
Feature_6 Credential Access 0.039
Feature_2 Execution 0.026
Feature_4 Privilege Escalation 0.025
Feature_3 Persistence 0.005
Feature_5 Defense Evasion 0.004
Feature_1 Initial Access 0.000

The MI value is always non-negative, ranging from 0 to 1.
A value of 0 indicates that the two features are completely in-
dependent and share no information, while a higher MI value
suggests that more information is shared between the two
variables. For each feature, we measured the MI to determine
whether the feature was highly informative for predicting the
target. Consequently, features with a highMI value relative to
the target are important for the model’s inclusion.
Table 4 shows the MI values for each feature in relation

to Exfiltration as the target variable. It can be observed that
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FIGURE 3. Pearson Correlation of the features in our dataset.

Feature_9, Feature_10, and Feature_8 have the highest MI
values, indicating that these three features provide the most
information and should be prioritized for retention in the
model. We also evaluated the consistency of these three fea-
tures in the subsequent step, Feature Selection.

2) Pearson Correlation
Pearson correlation is a metric that quantifies the intensity
and direction of the linear relationship between two variables.
[43]. We applied this method to identify feature pairs with
strong correlations, aiding in feature selection by considering
the relevance between variables. Mathematically, the Pearson
correlation coefficient (r) is defined in (Eq.2) [44]:

r =

∑n
i=1(Xi − X̄)(Yi − Ȳ )√∑n

i=1(Xi − X̄)2
√∑n

i=1(Yi − Ȳ )2
(2)

Where:
• r is the Pearson correlation coefficient between feature
X and target Y .

• Xi and Yi are the individual sample values of X and Y .
• X̄ and Ȳ are the means of X and Y , respectively.
• n is the number of samples.
The coefficient value ranges from -1 to 1, with the follow-

ing interpretation: a value of -1 indicates a perfect negative
linear relationship between two features, a value of 0 means
there is no linear relationship, and a value of 1 signifies a
perfect positive linear relationship. In Fig.3, we present a
network graph of the Pearson correlation value, with each
node representing each feature and each weighted edge rep-
resenting the correlation value between features. Based on
Fig.3, several features exhibit prominent correlation values,
indicating a strong linear relationship, specifically Feature_7,
Feature_8, Feature_9, and Feature_10. We will examine the
consistency of this characteristic with the results from other
data measurements.

3) Feature Importance
Feature importance analysis is crucial for identifying and
prioritizing significant features in model performance and
computational efficiency by reducing dataset dimensionality
[45]. We analyze feature importance by calculating the rela-
tive importance score of each feature using Random Forest
algorithm [46]. The higher score significantly contributes
to the predictive model by minimizing impurity at decision
nodes. In contrast, the lower score has less impact due to
weaker relationships. Higher scores are crucial for model
performance and features with above-average scores should
be prioritized for selection, while those with lower scores
may be considered for dimensionality reduction. As shown in
Fig.4, Feature_9 was identified as the most impactful, while
Feature_4 was found to be the least impactful. Moreover,
we selected each feature that has a relative importance score
above 10 (mediant point). Therefore, Feature_9, Feature_10,
Feature_6, Feature_7, and Feature_8 are selected based on
their feature importance score.

4) Chi-square
From the previous discussion, we have explored the charac-
teristics of the features within the dataset, including corre-
lations between features, those with the most information,
and the most impactful features for the prediction model.
Moreover, we conducted filter-based feature selection using
Chi-square score calculations. Chi-square is a statistical test
used to determine the independence between two events, and
in the context of feature selection, it assesses the relevance of
features to the target variable while enhancing model perfor-
mance [47], [48].
The results of the Chi-square calculations for our dataset

are presented in Fig. 5 in accordance with Equation 3. The
Chi-square scores for the ten features range from 0 to 175. It
is clear that the top four features exhibit significantly higher
scores compared to the bottom six. We have two options: we
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FIGURE 4. Feature Importance of 10 features in our dataset.

FIGURE 5. Chi-square score of 10 features in the dataset used.

can either select the top four features with the highest scores
or set a threshold of 86, which represents the median score.
In this case, features with Chi-square scores exceeding 100
will be retained for the final model implementation, while
the others will be excluded. This method effectively reduces
the dimensionality of the dataset, thus improving the com-
putational efficiency of the final model. In the next section,
we will compare the performance of the model using the
complete set of ten features with that of the selected reduced
feature set.

χ2 =

k∑
i=1

(Oi − Ei)2

Ei
(3)

Where:

• χ2 is the Chi-Square score for a specific feature in the
dataset.

• Oi is the observed frequency for the i-th class (e.g., the
actual occurrences of a class label given a feature value).

• Ei is the expected frequency for the i-th class (e.g., the
expected occurrences under the assumption of indepen-
dence between the feature and the target variable).

• k is the total number of possible classes.

5) Recursive Feature Elimination (RFE)

Besides the four filter-based methods explained above, fea-
ture selection can also be performed using wrapper-based
approaches. In contrast to filter approaches, which examine
features independently of the model, wrapper methods con-
centrate on evaluating different subsets of features by training
the model on each subset and measuring its performance
to identify the most effective features. [42]. This approach
enables wrapper methods to identify subsets of features that
are more relevant in the context of the model used. One
of the techniques in wrapper methods is Recursive Feature
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FIGURE 6. RFE Feature Ranking of 10 features in dataset used.

Elimination (RFE), which we selected due to its iterative na-
ture of training the model with all features and progressively
removing those with the lowest contribution while evaluating
model performance at each step. Fig.6 illustrates the ranking
of features using RFE, highlighting the top five features:
Discovery, Lateral Movement, Defense Evasion, Collection,
and Command and Control.

Following the feature selection techniques applied, we
identified which features consistently appear across all tech-
niques. Table 5 presents the results of the techniques, where
selected features in each technique are marked with an "S"
to denote their selection. Notably, four features—Discovery,
Lateral Movement, Collection, and Command and Con-
trol—consistently have the "S" mark across all techniques.
Therefore, these four features were selected for use in the
subsequent steps.

TABLE 5. Summary of Feature Selection techniques used in our dataset

Features Tactics Feature Selection
MI PC FI CS RFE

Feature_1 Initial Access - - - - -
Feature_2 Execution - - - - -
Feature_3 Persistence - - - - -
Feature_4 Privilege Escalation - - - - -
Feature_5 Defense Evasion - - - - S
Feature_6 Credential Access - - S - -
Feature_7 Discovery S S S S S
Feature_8 Lateral Movement S S S S S
Feature_9 Collection S S S S S
Feature_10 Command and Control S S S S S

D. DETERMINING OUR FINAL ML MODEL
1) Comparing Ml Algorithms for Optimal Performance
To identify the best-performing model for our proposed
method, we compared five commonly used ML algorithms

on imbalanced datasets. We considered Random Forest (RF)
[49]–[52], Support Vector Machine (SVM) [50], [53], [54],
Logistic Regression (LR) [50], [51], [55], XGBoost [55]–
[57], and Naïve Bayes (NB) [54], [58], [59], as these algo-
rithms are frequently employed for imbalanced datasets. In
this comparative analysis, we utilized a comprehensive set
of metrics, including accuracy, precision, recall, F1-score,
and ROC-AUC, with the results presented in Fig. 7. It is
clear that Random Forest outperforms all other algorithms
across all metrics. Logistic Regression had the lowest perfor-
mance, followed closely by Naïve Bayes, which showed only
amarginal improvement. Support VectorMachine (SVM) and
XGBoost exhibited similar performance levels and delivered
satisfactory results, although both were still inferior to Ran-
dom Forest. Consequently, the Random Forest algorithm was
selected as the final model to be integrated into the complete
workflow of our proposed method, which is detailed in the
next section.

2) Validating our ML model using Cross-Validation and
Repeated Cross-validation
We conducted a thorough validation procedure on our final
model to ensure its reliability and confirm that the perfor-
mance achieved was not coincidental. Additionally, valida-
tion plays a crucial role in assessing the stability of perfor-
mance estimates, especially in studies with limited sample
sizes, where the selection of training and testing samples can
significantly impact the results [60]. Two essential techniques
employed in this validation process are cross-validation (CV)
and repeated cross-validation (RCV).
The CV allows for an unbiased estimate of model per-

formance by partitioning the dataset into training and val-
idation sets, thus ensuring that the model’s performance is
not overly optimistic due to overfitting [61]. K-fold cross-
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FIGURE 7. Comparison of model performance using different ML algorithms.

TABLE 6. Comparison of objectives, approaches, and performance between selected works.

Authors Objective Approach Performance
Okada et al. [30] Detecting targeted attacks Deep learning analysis Accuracy 0.90
Kim et al [31] Predicting attack goal Bayesian network F-1 Score 0.565
Gabrys et al [27] Predicting tactics and techniques SVM, KNN, Naïve Bayes, XGBoost, RF Accuracy 0.92-0.95
Our model Predicting attack goal (exfiltration tactic) LR, Naïve Bayes, SVM, XGBoost, RF Accuracy 0.935, 0.941, 0.988, 0.991, 0.997

validation, where the dataset is divided into K subsets, is
particularly prevalent in ML applications, as it provides a
robust method for assessing model generalization [62]. We
consider conducting the CV of our RF model using 5-folds
and 10-folds, which obtained mean accuracy of 0.991 and
0.998, respectively.

The RCV repeatedly applies the CV technique to reduce
performance estimate variability and stabilize model correct-
ness [63]. Furthermore, the choice of cross-validation tech-
nique can significantly impact the results, emphasizing the
need for careful selection based on the specific characteristics
of the dataset and the model being evaluated [64]. Here,
we utilized 5-folds with 5 repetitions with our RF model,
resulting in 0.9972 mean accuracy. Moreover, we conducted
10-folds with 10 repetitions and obtained a mean accuracy of
0.9974.

Based on the validation results using four different ap-
proaches, including 5-fold cross-validation, 10-fold cross-
validation, repeated cross-validation with 5-folds and 5 rep-
etitions, as well as 10-folds with 10 repetitions, it was found
that the model’s mean accuracy ranged between 0.993 and
0.997. This consistent accuracy range indicates that the model
exhibits highly stable and reliable performance, regardless of
the variation in validation techniques. These results reinforce
the claim that the model not only performs well on train-
ing data but also demonstrates resilience against overfitting.
Therefore, the model can be considered sufficiently general-
izable for use with new data, with a very low potential for
bias.

3) Benchmarking the performance between our model and
the existing studies
Based on the experimental results obtained, we present a
performance benchmark of selected existing studies [27],
[30], [31] that share similar objectives with our research. A
review of these selected studies is provided in Section II-B.
Table 6 summarizes the objectives and approaches of each
study, along with their respective performance outcomes, to
illustrate the benchmarking between studies. It is evident
that our ML model, particularly the one utilizing the RF
algorithm, outperforms the results achieved by the existing
studies.

IV. PROPOSED METHOD
This section offers a comprehensive description of our pro-
posed methodology, outlining each step involved. As de-
scribed in previous sections, our method aims to predict the
occurrence of exfiltration within a system using a machine
learning approach. Benefiting our final ML model in Section
III, we leverage an integration of internal data, specifically
event logs, with our ML model to predict whether identified
tactics observed from event logs lead to exfiltration. We also
highlight a challenge encountered when integrating low-level
logs and ML predictions for identifying data breach steps at
a conceptual level. In this section, we explain the approach
taken to overcome this challenge. Therefore, our proposed
method has two main contributions, including (1) addressing
the gap level between low-level logs and high-level data
breach conceptual steps, and (2) integrating collected event
logs and ML models to predict exfiltration tactics. Further-

10 VOLUME 11, 2023

This article has been accepted for publication in IEEE Access. This is the author's version which has not been fully edited and 

content may change prior to final publication. Citation information: DOI 10.1109/ACCESS.2024.3524502

This work is licensed under a Creative Commons Attribution-NonCommercial-NoDerivatives 4.0 License. For more information, see https://creativecommons.org/licenses/by-nc-nd/4.0/



Hakim et al.: Predicting Data Exfiltration using Supervised Machine Learning based on Tactics Mapping from Threat Reports and Event Logs

Event Logs

Conceptual Framework

Adversarial 
Tactics

High-
level

Intermediate-
level

Low-level

Threats Report 

Adversarial 
Tactics

Automated 
Labelling

FIGURE 8. Adversarial Tactics from ATT&CK as intermediate level to address the gap.

more, we present scenarios to illustrate how our proposed
method operates in real-world cases.

A. ADDRESSING THE GAP LEVEL BETWEEN LOW-LEVEL
LOGS AND HIGH-LEVEL DATA BREACH CONCEPTUAL
STEPS
In our previous study [22], the content analysis process,
particularly the sub-process of mapping artifacts to the Data
Breach Breakdown (DBB) phase, was conducted manually
and relied heavily on the investigator’s expertise. The inves-
tigator needed to identify an artifact, typically low-level logs,
and assess its relevance to the DBB phase, which consists of
high-level data breach conceptual steps, such as Infiltration
(In), Propagation (Pr), Aggregation (Ag), or Exfiltration (Ex).
When a large volume of low-level logs needs to be analyzed
and mapped, this manual approach poses the risk of human
error and inefficiency in terms of time.

Therefore, this paper focuses on developing an automated
method for analyzing low-level logs and mapping them to
the DBB phase. We concentrate on the final DBB phase,
Exfiltration (Ex), as previously explained, which is a cru-
cial determinant of a data breach. The primary challenge
in automating this process is the information relevance gap
between logs and the conceptual steps, which prevents a direct
connection between them. We utilize ATT&CK, specifically
Enterprise Tactics, to address this challenge at an intermediate
level.

We employed a similar approach to integrate relevant data
from threat reports with event logs. These two data sources
are bridged through the perspective of adversarial tactics. The
adversarial tactics from threat reports are obtained through an
automated labeling process. In contrast, the adversarial tactics
from event logs are automatically mapped based on the event
IDs found within the logs. An illustration of this concept can
be seen in Fig. 8.

B. INTEGRATING COLLECTED EVENT LOGS AND ML
MODEL TO PREDICT EXFILTRATION TACTIC
In this section, we provide a detailed explanation of the
proposed method. The final model is employed to make
predictions based on new queries derived from event logs
collected by the system. Furthermore, the intermediate level
is integrated into a unified workflow within the proposed
method, as illustrated in Fig.9.
The process begins with event ID parsing to capture the

event IDs contained within the event logs. These extracted
event IDs are then mapped to their corresponding ATT&CK
tactics based on a lookup table adopted from the mapping
[65]. The lookup table consists of more than 270 EVTX
samples mapped to MITRE ATT&CK tactics and techniques.
When identical event IDs appeared across different samples,
repeated mappings were frequently found in the provided
lookup table. To address this, we cleaned up these redundant
mappings to streamline the process and improve time effi-
ciency. Additionally, as our study focuses on four selected
features, themappingwas also narrowed to include only event
IDs related to these four features. Mappings to other tactics
were removed from our lookup table to enhance the efficiency
of the mapping process further.
Each identified tactic is then encoded into a query of size

{1,4}, where the four columns are filled with 1 or 0, respec-
tively, representing the presence or absence of the detected
tactics. The query is structured as a single row with four fea-
ture columns aligned with the results of the feature selection
process that selected the four most significant features for the
prediction.

C. CASE STUDY
This section presents a case study analysis illustrating the
application of our method in real-world scenarios. For this
purpose, we used three incidents. A, B, and C, that were
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FIGURE 9. Proposed Method: Exfiltration Prediction using Supervised Machine Learning based on Tactics Mapping from Threat Reports and Event
Logs.

TABLE 7. Comparison of objectives, approaches, and performance between selected works.

Incident Tactics Obtained Prediction Analysis
A Discovery, Lateral movement, collection Exfiltration accurate
B Discovery, Lateral movement Non-Exfiltration accurate
C Discovery, Lateral movement, collection, Command and Control Exfiltration accurate

duplicates of actual incidents in a laboratory environment.
Furthermore, we used system and security event logs that
were preserved from each host involved in the respective
incidents. In addition, we considered the composition of two
incidents in which exfiltration occurred and one incident
where no exfiltration took place. This composition ensures
that our method is proven for its ability to accurately predict
both exfiltration and non-exfiltration incidents.

First, incident A involved exfiltration. In this case, the
hacker exploited a vulnerability in an outdated version of the
web application framework, generating suspicious web shell
files in the web directory, which were then used to remotely
access the web server and dump data from the database. Next,
incident C, which also involved exfiltration, occurred when a
hacker remotely controlled the user’s PC after the user ran
malware attached to a downloaded email. The hacker subse-
quently created a domain administrator account in Active Di-
rectory by exploiting the Serologon vulnerability and used the
account to steal files from the File Server. In contrast, incident
B was a ransomware attack that did not involve exfiltration.
This incident occurred when a user’s PC was compromised
remotely via an open RDP port. The weak password on the
PC allowed a brute force attack, enabling the hacker to log in,
copy, and execute ransomware, resulting in file encryption on
the PC.

Table 7 presents the results of tactics extraction from the
automated mapping process and the exfiltration predictions
for the three incidents using our method. Both incidents A
and C were accurately predicted as involving exfiltration.
Similarly, for incident B, our method correctly predicted that

exfiltration did not occur. Through this case study analysis,
our proposed method demonstrates its effectiveness and pre-
cision in predicting the occurrence of exfiltration.

V. CONCLUSION
This study aimed to develop a machine learning (ML) model
designed to predict exfiltration as the objective of an attack,
based on the sequence of tactics employed by the attacker.
These tactics were identified through the automated mapping
of collected event logs, which were subsequently analyzed
using the ML model developed in this research. We cre-
ated a new dataset by processing the identified tactics from
existing threat reports, aligning with the main idea of this
study—predicting exfiltration as the target variable based on
a set of ten tactics used as features. Although the dataset
was imbalanced, the best-performingMLmodel was obtained
through a comprehensive comparison of three resampling
methods, five feature selection techniques (using both filter
and wrapper methods), and five commonly used ML algo-
rithms for imbalanced datasets. The results of this inves-
tigation indicate that hybrid sampling with SMOTE+ENN
was the most effective resampling method, and four fea-
tures—Discovery, Lateral Movement, Collection, and Com-
mand and Control—were consistently selected across all five
feature selection techniques. Furthermore, the Random For-
est model demonstrated superior performance compared to
Support Vector Machine (SVM), Logistic Regression (LR),
Naïve Bayes, and XGBoost in terms of overall performance.
This study further demonstrates the applicability of the pro-
posed method to real-world incidents. Subsequent research
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may investigate the development of generativemachine learn-
ing models utilizing a range of new queries input into
the model. Moreover, advancing the model through trans-
fer learning—where knowledge is transferred not only from
threat reports but also from vulnerability reports and data
breach notification letters—represents a promising direction
for future studies.
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