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ABSTRACT Teacher and student behavior during class is often observed by education professionals to
evaluate and develop a teacher’s skill, adapt lesson plans, or monitor and regulate student learning and other
activities. Traditional methods rely on accurate manual techniques involving in-person field observations,
questionnaires, or the subjective annotation of video recordings. These techniques are time-consuming and
typically demand observation and coding by a trained professional. Thus, developing automated tools for
detecting classroom behaviors using artificial intelligence could greatly reduce the resources needed to
monitor teacher and student behaviors for research, practice, or professional development purposes. This
paper presents an automated framework using a deep learning approach to recognize classroom activities
encompassing both student and teacher behaviors from classroom videos. The proposed method utilizes a
long-term recurrent convolutional network (LRCN), which captures the spatiotemporal features from the
video frames. For evaluation purposes, experiments were carried out on a subset of the EduNet and an
independent dataset composed of classroom videos collected from the internet. The proposed LRCN system
achieved a maximum average accuracy (ACC) of 93.17%, precision (PRE) of 94.21%, recall (REC) of
91.76%, and F1-Score (F1-S) of 92.60% on EduNet dataset when estimated by 5-fold cross-validation.
The system provides ACC = 83.33%, PRE = 89.25%, REC = 83.32%, and F1-S = 82.14% when applied
to independent testing which ensures reliability. The study has significant methodological implications for
the automated recognition of classroom activities and may assist in providing information about classroom
behaviors that are worthy of inclusion in the evaluation of education quality.

INDEX TERMS education, classroom activities, teacher, student, machine learning, LRCN, deep learning.

l. INTRODUCTION

Artificial intelligence (Al) is currently used in a wide range
of aspects of our lives, making it a popular field of research
among researchers worldwide. Al has made significant ad-
vances, and researchers are currently using Al to identify hu-
man actions in many fields, including cooking [1], sports [2],
[3], and everyday activities [4]. The use of mobile devices,
surveillance cameras, and CCTV cameras has increased in
recent years, resulting in large amounts of data in the form
of videos uploaded occasionally to online media platforms
like YouTube. Consequently, Al research has focused on de-
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tecting and recognizing activities within these online videos
and camera feeds, leveraging the capabilities of big data
and digital technologies to advance activity recognition and
analysis.

In recent years, educational psychology and pedagogy re-
searchers have used Al methods to evaluate the quality of ed-
ucation. Information about the student-teacher interaction is
crucial for measuring the quality of education in a classroom.
In addition to reminding students to regulate their behavior,
recognizing classroom action helps teachers improve their
teaching methods. Their behavioral information reflects the

1



This article has been accepted for publication in IEEE Access. This is the author's version which has not been fully edited and

IEEE Access

content may change prior to final publication. Citation information: DOI 10.1109/ACCESS.2024.3518577

Yuvaraj et al.: Classroom activities recognition

classroom atmosphere, which is valuable for determining
students’ learning styles, psychological characteristics, and
personalities and creating better lesson plans. Classroom
behaviors are traditionally recorded through field observa-
tions and questionnaire surveys, but they require much time
and effort. Classrooms nowadays are equipped with CCTV
cameras, which capture massive amounts of video, allow-
ing Al technology to automatically recognize student and
teacher activities and monitor active class participation. Little
progress has been made in the field of automatic student
and teacher action recognition from video, particularly in
the classroom. Automated methods of detecting classroom
behaviors using machine learning algorithms could reduce
the resources required for monitoring teacher and student
behavior for research, practice, or professional development.

To date, most machine learning (ML)-based tools for
video-recorded behaviour recognition have been developed
for analysing actions outside of education contexts [1], [4].
ML tools have rarely been developed or tested for recogniz-
ing classroom behavior by teachers or students. A summary
of recent studies on automatic classroom behavior recogni-
tion from videos is presented in Table 1. Using an end-to-end
system, Sun et al. (2021) found that student’s behavior in the
classroom could be detected, identified, and captioned [5]. A
ResNet-101 network was used to extract spatial and temporal
information about behavior from video frames. Students’
activity recognition system based on deep convolutional gen-
erative adversarial networks (DCGAN) was developed by
[6]. Student classroom behaviors such as standing, sitting,
climbing on the table, writing, using a smartphone, raising
a hand, and gazing out of the window can all be detected
[6]. It achieves an accuracy rate of 98% across all categories.
Using Zernike moment of motion images in combination
with optical flow, Wu et al. (2016) developed a technique
to identify hand-ups, standing-ups, and sitting-downs during
class [7].

A feed-forward learning model combined with an extreme
learning machine (ELM) classifier has been proposed by
Nida et al. (2019) to recognize different instructor behaviors
in the classroom [8]. In their article [9], Ren et al. (2002)
developed an algorithm to recognize human actions within
smart classrooms. In their paper, the authors describe a
system that allows teachers to recognize complex actions. It
locates two shoulders in a silhouette image and uses them
to locate basic motion features, such as elbows, hands, and
faces, using a 2-order B-spline function. Then, detection of
natural context-dependent actions is then performed using
a primitive-based coupled hidden Markov model. Gang et
al. (2021) developed a system to analyze large amounts of
teaching videos using teaching data sets based on teacher be-
havior [10]. In the proposed method, there was an educational
pattern called teacher set, which is described as the area in the
classroom where the teacher should be present. Afterward,
a more advanced behavior recognition algorithm is applied,
which uses 3D bilinear pooling and is capable of representing
3D features more effectively, making it possible to identify
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teachers based on their behavior. A sequential recognition
method based on hidden Markov models (HMM) was pro-
posed by Race et al. (2015) that recognizes five natural
teacher actions in a lecture room: writing, walking, pointing
to the board, pointing to a presentation, and standing, with a
recognition rate of more than 90% [11].

In an effort to develop better classroom models that can
handle the true complexity of classroom environments, lim-
ited studies have attempted to capture teacher and student
behavior together. Chen et al. (2022) propose a system for
teacher-student behavior recognition based on YOLO version
4 and Internet of Things (IoT) [12]. The proposed algorithm
uses the IOT paradigm to obtain classroom data in the per-
ceptron layer and then sends that data to the processing layer
for target detection using DL and Single Shot. A greater than
90% accuracy rate was recorded for identifying sustainable
classroom behaviors. Sharma et al. (2021) implemented a
model combining Inflated 3D (I3D) and ResNet-50 (i.e.,
I3D-ResNet-50), which could automatically recognize 20
unique actions of both teacher and student in live classroom
environments and achieved 72.3% overall accuracy [ [13]].

In [21], the authors used ten CCTV video recordings
of teacher activities for an hour at 25 frames per second.
They have classified 11 different actions of the teachers
in the class, including cleaning, pointing, standing, talking,
writing, presentation cleaning, presentation pointing, presen-
tation standing, presentation talking, presentation writing,
and writing and talking, and achieved a maximum mean
classification rate of 94% using 3D-CNN. Muhammad et.al
also used CCTYV recordings of four activities, namely, class
with the teacher, no class (grouping of students), exam with
the instructor, and no exam (grouping of students in the exam
hall) using CNN [20]. In their study, video frames of various
sizes were analyzed (224 x 224, 128 x 128, 64 x 64, and
32 x 32), and the smaller frame size (32 x 32) resulted in
99% accuracy. However, the authors have not tested their
algorithms against other open-source datasets to benchmark
their performance. In a recent experiment, Wang and his team
used three motion sensors to conduct fourteen classroom
activities on 13 subjects [22]. A combination of recurrent
neural networks (RNN) and convolutional neural networks
(CNN) has been used for classification, including LSTM and
BiLSTM, as well as 1D-CNN and DNN. By using 1D-CNN,
they achieved a maximum mean accuracy of 100%, while by
using BiLSTM, they achieved 99.8% accuracy.

Afsana et.al used voice signals to classify classroom ac-
tivities into three types, single voice signal, multiple voice
signals, and no voice, in 2022 [23]. Their study used both
recurrent neural networks (LSTM) and deep neural net-
works (DNN) as well as convolutional neural networks, and
achieved 100% accuracy using the LSTM. A recent study
by Foster et al utilized their own dataset collected from
classroom activities of elementary school children over a
period of 1000 hours to classify the activities based on an im-
proved Background Suppression Network (Bas-Net+) [24].
A total of four different activities have been considered by the
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TABLE 1. Summary of classroom action recognition studies using ML algorithms from videos. The studies are presented in reverse chronological order.

Author Target Data used No. of | Classroom Actions Methodology Results summary
population classroom
actions
Chenetal. (2022) | Students 500 min videos 9 It includes asking questions, both hand gestures, re- | Improved YOLO-v4 ACC =90% (average)
and teacher ferring to the projection, no hand gestures, guidelines
(classroom) for raising the hand, walking around, writing on the
blackboard, and other similar behaviors.
Sun et al. (2021) Students 128 videos 11 There are a number of behaviors that can be observed | Reconstruction network | ACC =73.50%
(classroom) such as listening attentively, taking notes, using a | (Recent)
mobile phone, yawning, eating, drinking, looking
around, using a computer, and snoring.
Gangetal. (2021) | Teacher 340 videos 8 Interacting with students can be done in a variety of | 3D bilinear pooling net- | ACC =81.00%
(classroom) ways, including asking them questions, pointing to | work
the blackboard, writing on it, cleaning it, using an
interactive whiteboard, inviting them to answer, or
using a calculator.
Sharma et al. Students 7851 videos 20 A classroom argument, clap, eat, introduce the topic, I3D-ResNet-50 ACC =72.30%
(2021) and teacher gossip, raise your hand, hit, hold the book, hold the
(classroom) mobile phone, hold the stick, read the book, sit on the
chair, sit at the desk, slap, sleep, stand, talk, walk in
the classroom, write on the board, and write on your
textbook.
Cheng et al. | Students 400 7 The students are walking, sitting, climbing on the ta- | DCGAN ACC =98.00%
(2020) (simulated) ble, writing, playing with their smartphones, holding
or raising their hands, and looking around.
Nida et al. (2019) | Instructor 100 videos from | 9 Interacting or being idle, pointing to the board or | CNN+ELM ACC =81.25%
(lecture room) TIAVID screen, reading notes, using a mobile phone, using a
laptop, sitting, walking, or writing on the board.
Wu et al. (2016) Students 91 3 Hand-up actions, stand up, and sit down Lucas-Kanade optical flow | ACC = 84.54%
(classroom)
Raza et al. (2015) | Instructor 50 videos 5 Writing, walking, point to board, point to presenta- | GMM + HMM ACC =90.00%
(lecture room) tion, and standing
Ren et al. (2002) Teacher  (smart | 50 videos 7 The act of taking objects from the desk and returning | Motion features + | ACC =90.00%
classroom) them to it, pointing at the blackboard, communicating | PCHMM
with the students, explaining objects, and drinking
water are all part of the teaching process.

DCGAN - Deep Convolutional Generative Adversarial Network; HMM - hidden Markov model; PCHMM - primitive-based coupled hidden Markov model;

GMM - Gaussian mixture model; IAVID - Instructor Activity Video Dataset; ACC — Accuracy.

researchers, such as whole group activities, individual activ-
ities, small group activities, and transitions. Their proposed
methodology resulted in a recognition rate of 88% for whole-
class activities, 84% for small-group activities, 89% for indi-
vidual activities, and 93% for transition activities. Fan Yang
and his team developed one of the largest spatio-temporal
image datasets with 757265 images from kindergarten to
high school classroom videos [25]. There are three behaviors
in the dataset: hand-raising, reading, and writing. Addition-
ally, they developed a multi-model fusion based on slow-fast
algorithms, YOLOvS5, YOLOv7, and YOLOVS to classify
classroom behaviors with an average accuracy of 82.3%.
Jia et.al have recently combined YOLOVS with contextual
attention (CA) mechanisms to accurately recognize student
behavior in the classroom [26]. They collected the samples
from surveillance videos with a maximum duration of 550
minutes, generating a dataset with five different activities
(raising the hand, standing up, writing, and slipping). Fur-
thermore, the CA mechanism was used in conjunction with
VGG-16 networks to improve behavior detection accuracy.
As a result, they achieved an average precision of 82.1%
using the VGG-16 model.

These state-of-the-art investigations illustrate the potential
for ML techniques to automatically capture and recognize
teacher, student, and teacher+student behaviors from video
recordings of realistic classroom activities. However, while
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these few studies provide important advances in ML class-
room behavior recognition, they provide limited validation
and reporting of the computational complexity of the ap-
plied techniques. The development of a robust and reliable
classroom behavior monitoring system remains a valuable
yet challenging problem.

A. THE PRESENT STUDY

The body of research dedicated to developing and apply-
ing machine learning (ML) techniques for human behavior
recognition is indeed extensive, with significant contributions
from studies such as [18], [1], and [19]. These studies have
advanced our understanding of behavior recognition across
various contexts, employing sophisticated ML models to
identify and interpret human actions in diverse scenarios.
In previous works, motion sensors, voice signals, spatiotem-
poral images, and video recordings have been used to dis-
tinguish different classroom activities. The earlier works,
however, used their own datasets, did not compare their
results with open-source data, used a limited number of
subjects (samples), and deep neural networks were the most
preferred types of models. There remains a notable gap in
research specifically focused on applying ML techniques
to behavior recognition within classroom learning environ-
ments for a smaller dataset. This gap is particularly critical
given the unique challenges posed by educational settings,
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where contextual factors such as varying teaching styles,
classroom dynamics, and diverse student interactions play
a significant role in shaping behavior. ML models, while
powerful, often require context-specific training to achieve
optimal performance.

In classroom settings, the models need to be trained on
data that accurately represents the complexity and variety of
classroom interactions. Generic models developed for other
environments may not translate effectively to the classroom
without appropriate adaptation and testing. The current short-
age of research in this area underscores the need for studies
that specifically focus on training and testing ML models
within realistic classroom environments. To address these
gaps the present study draws upon the EduNet dataset [13]
to investigate an automated ML framework for recognizing
several teacher and student behaviors recorded during class-
room lessons (e.g., talking, reading, writing on board, hand-
raising). The core ML model examined in this study is the
long-term recurrent convolutional network (LRCN), which is
mainly used to learn features from both spatial and temporal
information to process sequential data. The LRCN effectively
integrates spatial details with motion-related information,
which is crucial for analyzing long sequences such as videos.
Its capability to handle both types of data enables it to capture
and interpret complex patterns across extended video frames,
making it an appropriate choice for video analysis tasks.

Il. RESEARCH MATERIALS AND METHODS

Here we present a detailed picture of the classroom video
dataset used, the deep learning methodology for recognizing
classroom activities, including pre-processing, as well as the
description of the proposed LRCN model’s structure and key
parameters. We also provide a brief overview of the evalu-
ation process. Fig 1 details the methodological framework
of the proposed automated pipeline for classroom action
recognition.

A. CLASSROOM DATASET

This study analysed a subset of the EduNet dataset obtained
from [13] upon the request of the authors. The characteristics
of EduNet and the datasets used in this study are summa-
rized in Table 2. The EduNet dataset contains 7851 video
clips featuring twenty different teacher and student actions,
respectively. The majority of video clips were recorded in
real classroom environments in twelve schools, while others
were sourced from YouTube. All video clips had a frame
rate (FR) of 30 frames per second (FPS), a resolution of
1280 x 780, and were manually annotated with a class action
label (e.g., hand-raise). For this study, a subset of EduNet
was utilized; this subset, referred to henceforth as the "study
dataset"”, contained 927 video clips with durations ranging
from 1-14 seconds. The study dataset features ten different
action classes, including four teacher actions (holding a
mobile phone, explaining the subject, writing on a board,
and holding a book) and six student actions (arguing, eating,
hand-raising, reading a book, sitting at a desk, and writing
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in a textbook). Examples of teacher and student behaviours
captured in the study dataset are shown in Figure 2.

The performance of the proposed automated framework
was evaluated using an independent dataset comprised
of classroom videos collected from the iStock website
(https://www.istockphoto.com/) [14]. Hereafter, this dataset
is referred as “independent dataset”. Five iStock videos were
collected for each teacher and student action. The videos
ranged from 4-30 seconds long, with a mean FR of 28.37
FPS and a uniform resolution of 640 x 360 pixels. The search
terms used to identify relevant iStock videos were the action
class names in EduNet (e.g., “arguing”) and their synonyms
(e.g., “disagreeing”). All fifty videos identified for evaluation
were watched by the research team to confirm their relevance
to their respective action class. A comparison of the number
of video clips for each action in the EduNet dataset with those
in the study dataset is shown in Figure 3.

B. PRE-PROCESSING

Several pre-processing steps were used to prepare annotated
classroom video data. This included frame extraction, frame
selection, and resizing. In each video, there are a large
number of frames that are almost identical to one another.
Thus, the first twenty video frames are processed per second
with a time interval of 0.66 seconds in this frame selection
step. This reduces computational overhead and maintains
a uniform input to the LRCN, as the videos have varying
durations. OpenCV libraries were used to extract the video
frames [15]. After the frame selection, all action images were
resized to 64 x 64 (width x height) pixels and then passed to
LRCN for training, validation, and evaluation.

C. LRCN DEEP NEURAL NETWORK METHODOLOGY

An LRCN is a machine learning model that combines con-
volutional and recurrent neural networks [16], [17]. The
model analyzes sequential data, such as videos and audio,
by capturing both geographical and temporal patterns. LRCN
has been used to develop several video processing appli-
cations, including voice recognition, captioning, and video
action recognition. The goal of this study was to build
a spatiotemporal deep learning model that recognizes the
actions of students and teachers using CNNs and LSTM:s.
Figure 4 shows the process of developing the classroom
action recognition model. The action image input is denoted
as F; (i = 1,2,3,4,...n), where n represents the frame
numbers. A CNN extracts action features from image sets,
producing a fixed-length feature vector fv; (i=1,2,3,4,.....1).
Deep-learned features are then broken up into sequential
components and passed on to repetitive LSTMs. Finally, the
output is sent to a fully connected layer to recognize class-
room actions. Our deep learning algorithms and analyses
were developed and conducted using the Keras framework
and TensorFlow backend on a computer equipped with a
GeForce 1070 graphics card, 7th generation Intel core, 32GB
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FIGURE 1. Block diagram for our suggested algorithmic pipeline for classroom action recognition.

TABLE 2. Detailed information on EduNet, the study dataset, and the independent dataset.

Specifications of video data EduNet Study dataset | Independent dataset
Number of videos in total 7851 927 50

Number of student action video clips 4228 443 30

Number of teacher action video clips 3623 484 20

Number of classroom actions in total 20 10 10

Number of student actions 9 6 6

Number of teacher actions 11 4 4

Video duration (range in seconds) 3.25t0 12.7 1to 14 4-30

Total duration 12 hours 1.628 hours 11.53 minutes

of RAM, and a CPU of 3.20 GHz running Windows 10 Home
(64-bit).

1) CNN-based feature extraction

In this study, a 2D-CNN was used with input dimensions
of 64 x 64 (width x height). As shown in Table 3, there
are five convolution layers in the CNN. As a first step, we
implemented a 5 x 5 convolution kernel and a 2 x 2 maximum
(max) pooling to preserve significant features. Three other
convolution layers (layers 3,5,7, and 9) have kernel sizes of
3 x 3, strides of 1 x 1, and maximum pooling over a 2 X 2
region. The accuracy of the test improved as there were more
convolution kernels used. The convolution kernels in these
layers are 16, 32, 64, 128, and 256. Each convolution layer
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was normalized using BatchNorm normalization method,
with a leaky ReLU with a coefficient of 0.01. By reducing
neuron distribution variation and increasing the learning rate,
BatchNorm normalizes each small batch to a zero mean and
unit variance [17].

2) Sequential learning by LSTM

The output from the last max-pool was fed to the LSTM
layer. We performed experiments on the LSTM architectures
shown in Figure 5, starting with a single-layer LSTM net-
work and moving to more complex ones. It was found that
LSTM networks with a single layer had a less significant
effect than networks with a double layer. The performance
of the LSTN network improved less when there were more
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FIGURE 3. Amount of video clips for each action class in the EduNet and Study datasets.

layers added. Therefore, we used two layers in the LSTM
network, and 512 units were initially configured. Prior to the
dense layer, a flattened layer was applied as the dense layer
dimensions needed to be one-dimensional. The first dense
layer is composed of 512 neurons, which are then connected
to the dropout layer with a rate parameter of 0.25 to reduce
overfitting. Then, a second dense layer with “n” neurons per-
forms recognition into the different classroom action classes.
The neuron number varies for three different groups: teacher-
centric actions (4 classes), student-centric actions (6 classes),
and student + teacher-centric actions (i.e., classroom) (10
classes). Finally, SoftMax activation is applied to the output.
Table 3 presents the complete details of the proposed LRCN
model layer parameters.

Based on the validation procedure (see section 2.4), hy-
perparameters like epoch numbers and batch size are chosen.
Several combinations of hyperparameters were tested based
on a heuristic approach to determine the most effective
combination to improve the performance. As a consequence
of this process, the hyperparameters selected for this study
included a learning rate of 0.0001, an Adam optimizer with
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momentum equal to 0.9, as well as categorical cross-entropy
as a loss function to train the LSTM model. The model was
trained for 50 epochs in a batch size of four to achieve the
highest classification accuracy.

3) Performance evaluation

The scheme for training, validation, and testing in this study
can be seen in Figure 6. Based on recognition accuracy
(ACC), precision (PRE), recall (REC), and Fl-score (F1-
S), we evaluated the proposed LRCN-based deep learning
framework. In addition, confusion matrices from the test
fold data were used to visualize the model’s correct recogni-
tions and incorrect recognitions. The 5-fold cross-validation
method was adopted in our study to ensure a consistent
recognition performance. During this process, the study
dataset was divided into five equal subsets (almost equal in
some folds) randomly, ensuring consistency in distribution.
Each subset is repeated five times, with one forming the test
set and the other four forming the training set. Each fold
training set used 90% of the data for training the LRCN
model and 10% for tuning hyperparameters. A test fold (final
model) is then made based on the fold that produces the
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FIGURE 4. An overall framework for our proposed classroom action recognition system using LRCNs. Three other convolution layers (layers 3, 5, 7, and 9) have
kernel sizes of 3 x 3, strides of 1 x 1, and maximum pooling over a 2 x 2 region. The accuracy of the test improved as more convolution kernels were used. The
convolution kernels in these layers are 16, 32, 64, 128, and 256. Each convolution layer was normalized using BatchNorm normalization method, with a leaky ReLU
with a coefficient of 0.01. By reducing neuron distribution variation and increasing the learning rate, BatchNorm normalizes each small batch to a zero mean and
unit variance [17].
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FIGURE 6. Comparison of LSTM networks using different layers to recognize
most performance. In order to evaluate the overall classroom ~ C/assroom behavior.
activity recognition performance, the average of the ACC,
PRE, REC, and F1-S was calculated across all folds. A final
analysis of average performance was conducted for three
groups: teacher actions (4 action classes: explaining the sub-
ject, holding the book, holding a mobile phone, and writing lll. RESULTS AND DISCUSSION
on the board), student actions (6 action classes: arguing, In this section, the results of the proposed LRCN model are
eating in the classroom, raising hands, reading books, sitting presented on the study dataset as well as on an independent

at desks, and writing on textbooks), and classroom actions dataset. In Figure 7, ACC is shown during the training phase.

(10 classes).
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TABLE 3. Complete details of proposed LRCN neural network architecture.

Layer No. Hidden layer Filter No. | Kernel size | Stride Others
0 Input (64 x 64) - - - -
1 2DConvl + LeakyReLu + BatchNorm1 16 5x5 1 -
2 Max Pooling1 - 2x2 2 -
3 2DConv2 + LeakyReLu + BatchNorm?2 32 3x3 1 -
4 Max Pooling2 - 2x2 2 -
5 2DConv3 + LeakyReLu + BatchNorm3 64 3x3 1 -
6 Max Pooling3 - 2x2 2 -
7 2DConv4 + LeakyReLu + BatchNorm4 128 3x3 1 -
8 Max Pooling4 - 2x2 2 -
9 2DConv5 + LeakyReLu + BatchNorm5 256 3x3 1 -
10 Max Pooling5 - 2x2 2 -
11 LSTM + BatchNorm 512 - - -
12 LSTM + BatchNorm 512 - - -
13 Flatten - - - -
14 Densel 512 - - -
15 Dropout - - - Rate = 0.25
16 Dense2 - - - n_class

TABLE 4. Classroom action recognition performances obtained using the proposed LRCN model of the study dataset. Best performed fold is highlighted in bold in

each group.

Classroom actions Folds ACC (%) PRE (%) REC (%) F1-S (%)

Teacher Fold 1 85.21 86.52 84.82 85.63
Fold 2 91.68 92.34 90.57 91.77
Fold 3 92.32 93.01 92.17 92.57
Fold 4 89.53 90.51 92.23 89.84
Fold 5 95.37 96.01 94.04 95.52

Average | 90.37+3.77 | 91.68 £3.50 | 90.77+£3.54 | 91.07 £3.66
Student Fold 1 88.25 87.51 89.51 88.25
Fold 2 92.95 90.32 91.74 92.98
Fold 3 91.21 90.44 91.01 91.22
Fold 4 89.42 88.34 90.88 89.44
Fold 5 94.42 94.01 94.99 94.50

Average | 91.26 £2.51 | 90.12+2.51 | 91.63£2.05 | 91.28 £2.54
Classroom Fold 1 91.29 93.03 92.23 91.34
Fold 2 93.87 95.68 92.13 93.35
Fold 3 93.94 94.26 91.96 94.06
Fold 4 90.82 91.94 89.53 90.23
Fold 5 95.91 96.14 92.95 94.00

Average | 93.17+£2.10 | 9421 £1.76 | 91.76 £1.30 | 92.60 +1.72
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FIGURE 9. Confusion matrix on an independent dataset (a) Teacher actions, (b) Student actions, and (c) Classroom actions.

TABLE 5. Computational time cost evaluation of each step averaged over 25
classroom videos.

Task Time cost (s)

Loading video file from hard drive 0.092 +0.028

Loading LRCN model from hard drive | 0.298 +0.201

Video data pre-processing 1.139 £ 0.927

LRCN evaluation (CPU + GPU) 0.163 +0.114
Total computational time 1.692

TABLE 6. Performance evaluation results of LRCN-based classroom action
recognition model on an independent dataset. All metrics are given as %.

ACC
84.00
85.00
83.33

PRE
88.33
90.74
89.25

REC
84.00
85.00
83.32

F1-S
84.38
84.82
82.14

No of actions
10
4
6

No. of video clips for testing
50
20
30

Group

Classroom
Teacher
Student

In Figure 7, we see that the ACC for the model increases
as new epochs are added during training. A rapid increase
in ACC was observed during the early epochs. In general, a
value of approximately 0.8 results in a slower increase in ac-
curacy, but it continues to increase. A teacher’s, students, and
teacher + student’s action is estimated to be approximately
93.00%, 90.00%, and 95.00% accurate in training. In Figure
8, we see a decrease in loss function as training progresses.
There is a direct correlation between the loss function and
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ACC, indicating good recognition results. The first epoch of
training is marked by a rapid decline in values. As the loss
function decreases around 0.3, it reaches its lowest values of
approximately 0.09, 0.09, and 0.02 for teacher, student, and
teacher-student actions, respectively. A decrease in the loss
function implies an increase in accuracy due to a reduction
in errors. It is generally true that accuracy increases as loss
decreases (but not always).

Table 4 displays the performance of the proposed LRCN
model, showing that the model had relatively high perfor-
mance in terms of ACC (> 93%), PRE (> 94), REC
(> 92), and F1-S (> 94%). For the teacher-centric ac-
tions, the LRCN model yielded an average ACC = 90.82%,
PRE = 91.68%, REC = 90.77%, and F1-S = 91.07%. For
student-centric actions, the model delivered an average ACC
= 91.26%, PRE = 90.12%, REC = 91.63%, and F1-S =
91.28%. For the teacher + student actions, an average ACC =
93.17%, PRE = 94.21%, REC = 91.76%, and F1-S = 92.60%
were achieved. Higher ACC, PRE, REC, and F1-S values are
obtained for all the groups. The satisfactory performance of
the LRCN model indicates that a LRCN model can perform
well for small databases. The proposed LRCN model also
delivered performance with the lowest standard deviation
(SD) of accuracy, showing greater consistency. Overall, the
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LRCN achieved higher recognition, and generalization was
also observed in the three groups. Based on the results of
this study (see Table 1), the proposed model is significantly
more effective than other methods currently available in the
literature at capturing spatial and temporal information from
input video frames, in addition to the dynamics within those
frames, compared to other methods.

Table 5 presents the time profiling of the LRCN model for
recognizing a classroom action. The computational time was
obtained after averaging the time computed for 25 videos of
7-second duration from the best performed fold (See Table 4)
of the classroom videos of this study dataset. These 25 videos
were chosen because the maximum number of videos were
present for the 7-second duration in the fold. In total, the pro-
posed LRCN system takes approximately two seconds (on a
CPU + GPU system) to recognize the classroom actions. This
computational speed may be sufficient for online feedback
to understand the classroom behaviour during lessons, which
may be used as feedback to assist students in regulating their
behaviour, help teachers improve or adjust their method of
instruction and potentially evaluate teaching performance.

In order to demonstrate the reliability and potential gener-
alizability of the proposed LRCN approach, an independent
dataset was used for classroom activity recognition. Using
the collected videos, LRCN-based classroom action recog-
nition testing was performed. The results of the classroom
action recognition performances on an independent dataset
are summarized in Table 6. For student-centric actions, it
can be noticed from the table that the LRCN model provides
ACC = 83.33%, PRE = 8§9.25%, REC = 83.32%, and F1-S =
82.14% applied to an independent dataset. For the teacher-
centric actions, the model achieved ACC = 85.00%, PRE
= 90.74%, REC =85.00%, and F1-S = 84.82%. For the
classroom actions, the proposed LRCN model yielded an
ACC = 84.00%, PRE = 88.33%, REC = 84.00%, and F1-
S = 84.38%. These results clearly demonstrate the general-
izability of the proposed approach and might fit well with
the new classroom dataset. Figure 9 displays the confusion
matrix of our result on an independent dataset, where the
developed model recognized almost all the actions (about
83%) correctly, and only a small number of samples were
recognized incorrectly.

A. LIMITATIONS AND FUTURE DIRECTIONS

This study has a few major limitations. First, we utilized
only 20% of the EduNet dataset for our classroom activity
recognition experiments, which may limit the robustness and
generalizability of our proposed scheme. Consequently, our
approach has not been fully validated with the complete
dataset. In future work, we aim to leverage the entire EduNet
dataset to comprehensively validate our methodology. Ad-
ditionally, although our system is designed to recognize
classroom activities effectively, it has not yet been tested in
real-time, online settings within actual classrooms. Moving
forward, we plan to implement and evaluate online recog-
nition of classroom activities, which will provide valuable
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insights into the system’s real-world applicability. We also
intend to expand our research by incorporating a broader
range of classroom actions and analyzing a more extensive
collection of real classroom videos.

Based on the recent works on classroom activities recog-
nition, Muhammad et al. has used different sizes (224 x 224,
128 x 128, 64 x 64, and 32 x 32) of the images to classify
four types of classroom activities and achieved a maximum
mean classification rate at the resolution of 32 x 32 [20].
However, we recognize that using 64 x 64 dimensions for in-
put images is unconventional in traditional recognition tasks,
where higher resolutions are typically employed. Hence, the
use of 64 x 64 images for input images is another limitation
of our study, which is unconventional compared to traditional
recognition tasks that typically use higher resolutions. As a
result of this smaller size, significant details may be lost,
potentially impacting the model’s performance and ability to
capture finer details. In light of our hardware limitations, we
chose this resolution to balance computational efficiency and
processing time. In future work, we plan to evaluate larger
image sizes, such as 224 x 224 or 128 x 128, to overcome
this limitation. As a result, we will be able to understand
the trade-offs between image resolution, computational ef-
ficiency, and recognition performance.

However, to address this limitation, we plan to evaluate
larger image sizes in future work, such as 224 x 224 or 128 x
128. This will help us understand the trade-offs between
image resolution, computational efficiency, and recognition
performance. While our framework demonstrates effective
performance using current deep learning techniques, it has
not been compared directly with Transformer-based models,
which have shown significant advancements in handling se-
quential and complex data. We will incorporate such compar-
isons in future research by utilizing the full EduNet dataset.
Specifically, we intend to explore how Transformer-based
approaches could be integrated or benchmarked against our
existing framework to evaluate potential improvements in
recognition accuracy and overall performance. Finally, the
proposed model’s generalizability across diverse classroom
settings and varying video qualities requires further consid-
eration. The classroom environment, including size, layout,
and teaching style, may affect the model’s predictions, par-
ticularly in contexts not well-represented in the training data.

Additionally, video quality fluctuations—such as lighting
conditions, camera angles, and resolution—may introduce
variability in model performance. Preprocessing methods
like noise reduction or standardization may mitigate some
of these effects, but the model’s sensitivity to lower-quality
inputs poses limitations. Further research should explore
adaptation strategies, such as fine-tuning, to enhance the
model’s robustness and ensure consistent performance across
a wider range of educational contexts. Also, we could analyze
small facial expression variations within a DNN by using a
deep efficient face network [27]. We could also integrate a
hybrid learning mode identification framework into machine
learning for identifying different types of educational envi-
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ronments [28].

While significant advances in Al have enabled human
action detection across diverse domains like cooking, sports,
and daily activities, the application of deep learning (DL)
architectures in classroom environments remains relatively
underexplored. This work presents an initial step in adapting
well-established DL techniques to the unique context of
classroom behavior analysis. Although broader integration
of classroom actions and comprehensive automation are not
fully addressed in this study, the aim was to demonstrate the
feasibility and potential of this approach. Future work will
extend this analysis by incorporating a deeper comparison
with other algorithms on the same dataset and developing
fully automated systems. The outcomes of this paper, there-
fore, contribute to the literature as a foundational approach,
upon which more advanced and holistic methods can be built.

IV. CONCLUSIONS

This study aims to develop a method that uses machine
learning to automatically classify the classroom behaviour
of teachers and students from video recordings taken in
real classroom environments. A deep learning framework
using LRCN was proposed to recognize classroom actions
in an automated way. We evaluated the LRCN model using
EduNet data with annotated classroom videos that featured
typical student and teacher behavior. The model was also
tested on an independent classroom video to ensure its re-
liability and generalizability. For teacher + student-centric
actions, the LRCN model achieved an average maximum
accuracy (ACC) of 93.17%, precision (PRE) of 94.21%,
recall (REC) of 91.76%, and F1-Score of 92.60%. With
this high level of performance, this automated framework
could have significant methodological implications for the
automated recognition of classroom activities and provide
valuable information regarding classroom behaviors that can
be used to evaluate education quality. Furthermore, the sys-
tem might enable teachers to understand student behavior in
classrooms to reveal their learning styles, and track teacher
actions to gain a more holistic understanding of the classroom
environment. The outcomes of this study also provide a
research basis for using Al to solve educational problems,
such as analyzing and developing automated tools, which
is beneficial for related research, e.g., pedagogy and educa-
tional psychology. The major contributions of this work are:
(i) the development of an automated pipeline for classroom
activity recognition using the LRCN deep learning frame-
work, (ii) the achievement of state-of-the-art performance
using the EduNet dataset, (iii) the evaluation of the model’s
performance on an independent dataset of classroom video
footage.
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