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ABSTRACT There has been a significant amount of attention in recent years toward the utilization of
artificial intelligence (AI) in the realm of legal decision-making. This growing pattern reveals a higher
interest among academics and legal professionals in utilizing AI technologies to enhance a number of
legal system components. Artificial intelligence (AI) tools, such as machine learning and natural language
processing, possess the capacity to analyze vast quantities of legal data, extract valuable insights, and
facilitate decision-making processes. The primary aim of this study is to develop a sophisticated framework
for judicial decision-making that incorporates methodologies from artificial intelligence and utilizes the
dataset from the European Court of Human Rights (ECHR). The utilization of this methodology holds
promise in improving the decision-making procedures of legal professionals and reducing the laborious
task of manually analyzing legal documents. As a result, this can lead to the facilitation of more accurate
predictions of court rulings. Our research introduces a hybrid ensemble model designed specifically for
smart court rulings. This innovative approach harnesses the benefits of pre-trained embeddings and large
language models to accurately predict court decisions. By utilizing the power of pre-existing embeddings
and incorporating the capabilities of advanced language models, our proposed model demonstrates enhanced
predictive accuracy and efficiency in the context of court rulings. We also focus on the models’ feasible
interpretability and highlight their ability to determine key factors in legal decision-making. We attain a
notably high accuracy score of around 83%. Our research illuminates how large language models (LLMs)
and advanced deep learning techniques can be utilized to predict legal outcomes.

INDEX TERMS Natural Language Processing, Multimodal Networks, Smart Courts, Deep Learning,
Transformers

I. INTRODUCTION

Researchers in the field of law have used philosophical
research methods for thousands of years. These methods
involve outlining laws, feasible problem-solving, and adding
philosophical comments to legislation and case law [1]. In
contemporary times, numerous courts follow the need to

advance accessibility and reusability of public sector infor-
mation by publishing analyzed cases on the internet, thereby
creating ample opportunities for automated analysis of legal
data. Presently, computers are engaged in the task of auto-
matically summarizing legal information, extracting relevant
information, categorizing legal resources, and performing
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statistical analysis.
The concept of automating and partially automating the

legal field is common [2]. The application of NLP and Image
processing have been a longstanding practice within the field
of criminology, and forensics [3]–[10]. Text classification has
been applied in the field of forensic linguistics. In contrast
to previous eras, wherein manual analysis was conducted as
exemplified by the Unabomber case, contemporary advance-
ments have enabled the automation of numerous analytical
tasks. Recent advancements in technology have led to the
development of AI, and ML, that can accurately identify
various attributes such as gender [11], age [12], personality
traits [13], [14].

Predicting court decisions and analyzing legal texts are of
growing interest among academics as means to improve the
efficiency and accuracy of the legal decision-making process.
In this research, we use artificial intelligence methods to
make predictions about the outcomes of cases heard by the
European Court of Human Rights (ECtHR) [14]. There has
been a lot of interest in using AI in the judicial system as a
decision-making tool in recent years. Predicting court deci-
sions and analyzing legal texts are two areas where artificial
intelligence has been the subject of several investigations.
To anticipate the results of US Supreme Court cases, for
instance, machine learning algorithms were utilized in a
study by Daniel Martin Katz et al. [15], [16].

Manual study and interpretation of legal texts and judg-
ments can be time-consuming and prone to error in tradi-
tional decision-making methods. With the aim of enhanc-
ing accuracy and efficiency, our focus is on implementing
AI-driven technologies to automate and optimize decision-
making procedures. The central objective of this research is
to establish an intelligent framework for judicial decision-
making by integrating artificial intelligence methodologies.
This approach holds the potential to refine decision-making
among legal practitioners, reducing the manual analysis of le-
gal texts and thereby expediting court judgment predictions.
The research presents an advanced multimodal system that
incorporates language models and pre-trained embeddings,
aimed at enhancing the predictive accuracy of the model. The
key contributions of this paper are

1) This study presents an innovative method to improve
the decision-making procedures within the court sys-
tem by harnessing text-based case data within an intel-
ligent framework. The system is carefully designed to
improve decisions by using advanced computer meth-
ods and analyzing relevant text information.

2) This research introduces an innovative hybrid en-
semble network known as the Cross-Domain Neural
Knowledge Fusion System (CDKF). The label "cross-
domain" signifies the incorporation of diverse com-
ponents within the design, incorporating a pre-trained
embedding module alongside a comprehensive lan-
guage model module. These elements engage with text-
based data using distinctive approaches, and the at-
tributes extracted from each element are amalgamated

through a process known as feature fusion. As a result,
the CDKF model produces final court rulings.

3) In this study, we conduct a comparative analysis using
different LLMs, namely BERT, ALBERT, RoBERTa,
and Distilled BERT. We also perform a comparative
analysis with pre-trained embeddings. This compar-
ison helps us analyze the performance of different
models individually.

The main goal of this paper is to utilize different state-
of-the-art language models and pretrained embeddings to
predict court rulings. In this research, we propose a new
and novel system called the Cross-Domain Neural Knowl-
edge Fusion System (CDKF) for court rulings prediction in
smart courts. The system is based on an ensemble learning
approach that uses both LLMs and pretrained embeddings.
Firstly, we utilize pretrained embeddings to predict the prob-
abilities of court rulings. We use four different embeddings:
50D, 100D, 200D, and 300D. After fusing all the features
generated by these embeddings, we predict the outcomes of
court cases. In the second phase, we employ LLMs, specif-
ically four language models, to predict the probabilities.
After obtaining the predictions, we combine the results of
both language models and pretrained embeddings. The use
of the ensemble approach and feature fusion enhances the
efficiency of the model.

By leveraging state-of-the-art big language models and
pre-trained language embeddings, this study seeks to im-
prove the efficiency of legal decision-making processes. The
development of a smart court decision-making system, in-
spired by AI, has the potential to assist legal practitioners and
enhance the accuracy of court judgment predictions.

The rest of the paper is organized as follows. Section
II describes the existing studies related to smartcout and
natural language processing applications. Section IV briefly
describes the proposed methodology and techniques used in
the study. Section V shows the results of the proposed study
and Section V-D illustrates the comparison of results with
existing studies. Finally, Section VI concludes the findings
of the paper.

II. RELATED WORK
In this section, we will review the existing techniques for AI
on ECHR and SCOTUS. [17], presents a study on predicting
rulings in the European Court of Human Rights using only
documented text data. The study formulates a binary classi-
fication task, where the input is the textual content extracted
from a case, and the target output is the judgment regarding
the violation of human rights. By utilizing N-grams and
topics to represent textual information, the models achieve
an average accuracy of 79%.

In the domain of predicting judicial decisions, [18], con-
ducted a comparative analysis involving different ML algo-
rithms. Through their experiments, they discovered that the
SVM model, with an accuracy of 79.5%, outperformed the
other models across various settings. The study emphasized
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the crucial role played by the semantic information extracted
from case texts in feature selection for the predictive models.

In this study by [19], machine learning models were de-
veloped to predict violations of Articles in the Convention
on Human Rights based on judgments from the European
Court of Human Rights (ECHR). Textual features from
ECHR Judgment documents were used, including N-grams,
word embeddings, and paragraph embeddings. Models were
constructed using auto-sklearn for 12 Articles, achieving an
overall test accuracy of 68.83%.

[1], conduct a study to use big data analysis, statistical
analysis and machine learning to analyze texts of court
proceedings for automatic prediction of judicial decisions.
They achieved an average accuracy of 75% in predicting vi-
olations of 9 articles of the European Convention on Human
Rights. In another study, Deep Learning and NLP is applied
for judgments prediction in the European Court of Human
Rights (ECHR) [20]. State-of-the-art NLP techniques and
pre-trained/custom trained Word Embedding text represen-
tations are used. CNN models achieve an average accuracy
of 82%, outperforming SVM models (75%). Specifically,
CNN models for four out of nine Articles achieve statisti-
cally significant higher accuracy than SVM models. [15],
present a novel approach in the field of judicial prediction
by constructing a time-evolving random forest classifier to
forecast the behavior of the United States Supreme Court in
a generalized, out-of-sample context. The model achieves an
accuracy of 70.2% at the case outcome level and 71.9% at the
justice vote level.

A novel approach in political science by combining two
data sets and employing an AdaBoost decision tree regressor
was introduce by [21]. Their research demonstrates that their
AdaBoosted approach outperforms existing predictive mod-
els of Supreme Court outcomes that rely solely on a single
data source or simpler modeling strategies. The improved
predictive success, with an accuracy of 74%. The author dis-
covered that Word score and Wordfish may produce judicial
positions based on word recurrence in the text, enabling him
to identify the text’s characteristics [22]. There are several
studies that use text mining to analyse court case arguments.
able to predict decisions from the retrieved data by auto-
matically analysing legal language and identifying arguments
[23], [24].

One of the most popular uses for text classification is
natural language processing, which automatically classifies
email, recognises spans of text, and classifies sentiment.
By categorising and identifying the object, CNN has been
demonstrated to be significant in the image processing area,
but it is also extremely practical to use CNN in NLP domains.
Robots are becoming closer and closer to humans thanks to
NLP; by recognising human traits via feedback and process-
ing it using a neural network, a robot would get the ability
to think for itself. A vector is used to represent the complete
text when CNN is used in text processing [25]. A document
encoded as a matrix serves as the input for NLP jobs, and
a convolutional layer will find any patterns before infor-

mation is uniformly divided into each level. Convolutional
neural networks are more powerful than traditional machine
learning since they are comparable to the human brain. CNN
has so produced significant advancements in NLP, including
sentiment analysis, translation, and text prediction. Since the
India Court is concentrated on, since it has the most extensive
judicial legislation. We have a difficult problem in integrating
this much data and predicting a decision that complies with
the Indian constitution’s laws and regulations. As a result, we
begin our study by applying NLP and CNN methods with all
of the available data and investigating how we may steadily
increase their accuracy so that in the future 100% accurate
judgements can be anticipated.

Akshay Khatri et al. proposed new technique just for
the twitter [26]. These embeddings are obtained through
unsupervised learning techniques, which enable us to acquire
vector representations of words. They opted to employ the
GloVe Twitter sentence embeddings to train our models.
This choice was motivated by the fact that these embeddings
capture the overall meaning of a sentence while occupying
a relatively smaller amount of memory. Consequently, each
input provided generated a list of size 200. Once they ob-
tained the sentence embeddings, we combined the context
and response in a specific manner. The context was placed
before the response to ensure appropriate sequencing. It is
worth mentioning that the context embeddings were gener-
ated independently of the response. By decoupling them in
this way, we aimed to prevent the sentiment of the response
from influencing the sentiment of the context.

To enhance learning results, these circumstances entail
progressively optimising quantities. To address this, re-
searchers use approaches that frame the issue as a generic
constrained optimisation problem [27]. The goal is to min-
imise the objective function of a particular job, such as ma-
trix factorization, while simultaneously taking into account
additional constraints that reflect more information.

Researchers utilize the GloVe objective function and in-
corporate an extra condition in the training process to achieve
this objective. This condition aims to enhance the similarity
between the embedding vectors of individual words and the
weighted average of their immediate "neighbors" within a
semantic lexicon [28]. they make sure that related words
have comparable embedding vectors by include this extra
information while maintaining the distributional representa-
tions of the initial embedding job. They tested their method’s
performance against baseline and cutting-edge word vector
models like GloVe [28], Retrofitting (Rf) [29], and Mittens
in order to determine how effective it was.

A strategy for recommending laws based on the fusion
of information in the area of judicial law is put out by
Min Zheng et al. The suggested approach incorporates law
rule extraction, law rule suggestion, and BERT training [30].
In order to collect legal knowledge, the legal knowledge
extraction layer pulls keywords from the knowledge in the
judicial data. Based on the Skip-RNN, the BERT model
conducts semantic representation of legal knowledge. Con-
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sequently, it is possible to extract the semantic representation
vector. The attention mechanism serves as the foundation for
the integration layer for legal rule knowledge. The fusion
of case description and legal knowledge features may be
accomplished using the legal rule knowledge layer.

Although the BERT concept has been extensively applied
in various domains such as text categorization and named
entity identification, its potential in the field of legal advice
remains largely untapped. To bridge this gap, the LawRec
framework proposed in this research leverages the power of
BERT, along with the Skip-RNN models. The framework
aims to integrate legal knowledge with case descriptions,
employing BERT to learn from the case description text and
legal knowledge separately [30]. Through this integration, the
LawRec framework is able to generate insightful suggestions
and recommendations regarding laws and rules for specific
instances, thereby offering valuable guidance in the realm of
legal advice.

Furthermore, H Zhong et al. [31] investigated the use of
big language models, including BERT and ROBERTA, in
predicting judicial decisions. Their research demonstrated
that these models outperformed traditional machine learning
approaches and achieved high accuracy in predicting the out-
comes of Italian Supreme Court cases. These findings align
with the conclusions drawn in our research, which emphasize
the superior performance of BERT and ROBERTA models in
court decision prediction.

During the COVID-19 pandemic, online trials have be-
come widespread through the implementation of smart
courts. These smart courts utilize internet platforms to trans-
form offline litigation activities into online processes. By
conducting trials online, there is a reduction in the need for
in-person presence, ensuring the continuity of trials [17].
The Supreme People’s Court issued a notice to strengthen
and standardize online litigation, creating a comprehensive
framework for courts to conduct proceedings through smart
courts. Clear regulations have been established for tasks such
as online court hearings, electronic service, identity authenti-
cation, and material submission. Statistical data during the
pandemic period showed a significant increase in online
cases, court sessions, mediations, and electronic services,
demonstrating the successful adoption of online litigation.

To improve trial efficiency, a collaboration between Zhe-
jiang Higher People’s Court, Zhejiang University, and Al-
ibaba Group has resulted in the development of a full-process
intelligent trial system (FITS). This system supports the
construction of smart courts and has played a crucial role in
financial and private lending cases. FITS enables the court
procedures to be conducted on a network platform, providing
judges with comprehensive case information and assisting
in judicial decision-making [32]. The intelligent trial system
performs various tasks, including extracting essential infor-
mation from legal documents, summarizing key points from
court debates, verifying evidence, recommending questions
to judges, retrieving similar cases from historical data, and
generating well-structured judgment documents. Researchers

from Zhejiang University and Alibaba Group have conducted
extensive research on these judicial tasks, proposing models
and techniques such as named entity recognition, graph con-
volution, legal dispute judgment prediction, and controversy
focus-based debate summarization [33], [34].

Another effort has been made by [35] to develop a
Roberta-based model for determining the rhetorical function
of a phrase for Judgemental. To obtain the text embedding,
the authors applied the Roberta model. The Macro-F-scores
for the three systems that the authors supplied were 0.468,
0.457, and 0.452, respectively.

III. METHODOLOGY
IV. PROPOSED METHOD
In this section, we delve into the details of the proposed
model, its components, and the methodology of the devel-
oped architecture. The architecture is a hybrid and ensemble
approach that incorporates various language models such
as BERT, ALBERT, ROBERTA, and Distilled BERT, along
with pre-trained embeddings like GloVe embeddings. The
proposed model, known as CDKF (Cross-Domain Neural
Knowledge Fusion), leverages these techniques and methods
to extract informative features from the text data and fuse
the results at the end. These fused features are then fed into
a classifier for prediction. The working methodology of the
proposed model is illustrated in Figure 1.
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FIGURE 1. Proposed CDKF (Cross-Domain Neural Knowledge Fusion
System)
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The proposed Cross-Domain Neural Knowledge Fusion
(CDKF) system is designed to enhance smart court rul-
ings by integrating pre-trained embeddings and advanced
transformer models. The architecture follows a hybrid and
ensemble-based approach, combining models such as BERT,
ALBERT, ROBERTA, and Distilled BERT, along with em-
beddings like GloVe. The primary aim of CDKF is to extract
informative features from text data and fuse these features
through multiple channels, ultimately leading to robust pre-
dictions.

The process begins with data preprocessing. The input text
data T is tokenized and converted into numerical represen-
tations using vectorization. We denote the embedding matrix
as Γ, where Γ is initialized using pre-trained embeddings,
such as GloVe. For a given input text sequence T , the
corresponding embedding ET is retrieved from Γ. Once the
embeddings are generated, the data is split into batches of
size 128, followed by a train-test split to ensure a balanced
evaluation.

The CDKF architecture processes the text through two dis-
tinct phases. In the first phase, pre-trained GloVe embeddings
of four different dimensions (50D, 100D, 200D, and 300D)
are employed. Let Γ(50), Γ(100), Γ(200), and Γ(300) represent
the four embedding matrices corresponding to each dimen-
sionality. The text data is passed through these four parallel
embedding layers, extracting features via 1D convolutional
layers. For each embedding dimension d, the output feature
map after applying convolution is represented as:

Φd = Conv1D
(
Γ(d)

)
where Φd is the feature map for the d-dimensional embed-
ding. Max pooling is then applied to reduce the dimensional-
ity:

Ψd = MaxPool (Φd)

The features from all four pathways are concatenated, yield-
ing the fused feature map:

F = Concat (Ψ50,Ψ100,Ψ200,Ψ300)

Dense and dropout layers are applied to the concatenated
features to prevent overfitting, and a binary classifier is
employed for the final prediction.

In the second phase, the architecture leverages
transformer-based models, denoted by MBERT, MALBERT,
MROBERTA, and MDistilBERT. These models process the same
text data and generate label predictions YM for each respec-
tive model:

YM = M(T )

where T is the tokenized text input, and M represents the
respective language model. Once predictions are obtained
from both phases, the final label is determined using a vot-
ing mechanism, which combines the results from both the
embeddings-based classifier and the transformer models. Let
ŶCDKF be the final predicted label:

ŶCDKF = Mode (YM1
,YM2

,YClassifier)

The CDKF system incorporated a combination of static
and dynamic embedding strategies, leveraging both GloVe
and advanced large language models such as BERT, AL-
BERT, RoBERTa, and Distilled BERT. This hybrid ensem-
ble approach combines the strengths of traditional embed-
dings with modern transformer-based architectures to im-
prove the accuracy and robustness of predictions in smart
court ruling applications. GloVe embeddings are inherently
static, providing a global co-occurrence-based representation
of words. In our approach, we initialized the model with
GloVe embeddings and retained these embeddings as fixed
during the early training stages. This allowed the model to
use global semantic knowledge without altering the word
vectors. However, as the embeddings are static and do not
account for contextual information, we complemented them
with dynamic embeddings from large pre-trained language
models. For the dynamic embeddings, we employed BERT,
ALBERT, RoBERTa, Distilled BERT, where specific layers
of the pre-trained models were unfrozen. This allowed the
model to adjust the pre-trained embeddings gradually by
using backpropagation based on the task-specific data.

To control the extent of changes during fine-tuning, we
carefully tuned the learning rate to a low value, which pre-
vented significant deviations from the original embeddings
while allowing the model to adapt to the nuances of our
dataset. For GloVe embedding’s, which are static, we em-
ployed embedding’s pre-trained on large-scale datasets such
as the Common Crawl or Wikipedia + Gig word corpus. For
the dynamic embedding’s from BERT, ALBERT, RoBERTa,
and Distilled BERT, these models were pre-trained on diverse
datasets like BookCorpus and English Wikipedia.

Through this combined use of static GloVe embeddings
and fine-tuned dynamic embeddings from large language
models, we effectively captured both global word associa-
tions and context-dependent relationships, resulting in a more
powerful model tailored to our task’s specific needs. The
entire architecture is illustrated in Figure 1 (included in the
PDF file), which visually depicts the data flow and integration
across various embedding pathways and model architectures.

A. GLOVE EMBEDDINGS
Word embeddings that are specifically made to represent
words as vectors are called GloVe Embeddings [28]. By
storing the ratio of co-occurrence probabilities as vector
differences, these embeddings are able to reflect the statistical
link between words. We commence with a straightforward
illustration that demonstrates how specific aspects of sig-
nificance can be derived directly from probabilities of co-
occurrence. Observing that the proportion Pik/Pjk relies
on three words i, j, and k, the most comprehensive model
assumes the structure,

F (wi, wj , w̃k) =
pik
pjk

(1)

Although F might potentially entail a complex function
defined by parameters such as a neural network, adopting this
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TABLE 1. Detailed Explanation of the Methodology Steps

Step Name of Step/Phase Explanation of Steps Mathematical Equation Symbol Explanation
1 Data Preprocessing Text-to-number conversion using

vectorization and embedding ini-
tialization

ET = Γ(T ) T : text input, Γ: embed-
ding matrix, ET : embed-
ding vector

2 Data Splitting and Batching Data is split into training and testing
sets, and batch size is set to 128 for
training

B = Batch(T , 128) B: data batches, 128:
batch size

3 Embedding Pathways Text data is passed through four
embedding layers with different di-
mensions

Γ(d) d ∈ {50, 100, 200, 300} Γ(d): embedding matrix
for each dimension

4 Feature Extraction 1D Convolution and Max Pooling
are applied to extract features from
each pathway

Φd = Conv1D(Γ(d))Ψd = MaxPool(Φd) Φd: convolutional output,
Ψd: pooled features

5 Early Fusion Features from all Glove pathways
are concatenated for further pro-
cessing

F = Concat(Ψ50,Ψ100,Ψ200,Ψ300) F : fused feature map

6 Dense and Dropout Layers Dense and dropout layers are ap-
plied to prevent overfitting before
classification

D = Dropout(Dense(F)) D: output of dropout layer

7 Binary Classifier A binary classifier is used to gen-
erate the output labels for the first
phase

ŷclassifier = Sigmoid(D) ŷclassifier: predicted label
from the classifier

8 Transformer Models Text data is passed through BERT,
ALBERT, ROBERTA, and Distilled
BERT to generate labels

YM = M(T ) M: transformer model,
YM: predicted label

9 Late Fusion with Transformers Features from BERT, ALBERT,
ROBERTA, and Distilled BERT

FL = Concat(Ψ,YM) FL: late fused features,
YM: transformer model
output

10 Ensemble Voting Results from the classifier and
transformer models are fused using
the mode function

ŶCDKF = Mode(YM, ŷclassifier) ŶCDKF: final predicted la-
bel, Mode: voting mecha-
nism

approach could obscure the linear framework we intend to
capture. To address this concern, we can initially perform the
dot product of the arguments.

F
(
(wi − wj)

T
.w̃k

)
=

pik
pjk

(2)

To maintain consistency in this exchange, we should not
only swap w ↔ w∼ but also X ↔ XT . Our final model
should exhibit invariance under this relabeling, even though
Equation 3 currently does not.

F
(
(wi − wj)

T
.w̃k

)
=

wT
i .w̃k

wT
j .w̃k

(3)

To reduce the discrepancy between the logarithm of their
co-occurrence counts and dot product of word vectors, GloVe
uses a weighted least squares goal function.

J =

V∑
i,j=1

f(Xi,j)(ω
T
i ω̃j + bi + b̃j − logXij)

2 (4)

Where ωi and bi represent the word vector and bias,
respectively, of the word i, ω̃j and bj represent the word j
context word vector and bias, Xij represents the number
of times the word appears in the context, f represents a
weighting function that give less weight to infrequent and
frequent co-occurrence’s. The figure 2 shows a sample Glove
Embeddings based LSTM model for smart court decision
prediction.

LSTM LSTM

LSTM LSTM

LSTM LSTM

LSTM LSTM

Embedding 
Layer BiLSTM Layer

Max-Pooling 
Layer

Dense 
Layers

R
e

LU

So
ft

m
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Output 
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FIGURE 2. Illustration of Sample Glove Embedding Integrated LSTM Models

Unlike methods that focus solely on local context like
Word2Vec, GloVe combines both the frequency of word
pairs occurring together and the probabilities of their co-
occurrences. It constructs a matrix representing word co-
occurrences and then factorizes this matrix to generate word
embeddings that effectively encode semantic relationships.
GloVe embeddings have demonstrated their effectiveness in
various NLP tasks due to their ability to capture rich linguis-
tic information.

1) Semantic Information: GloVe embeddings encode se-
mantic relationships.
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FIGURE 3. BERT architecture for text classification

2) Efficiency: GloVe pre-computes co-occurrence statis-
tics, making training faster and requiring less memory.

3) Contextual: GloVe considers both local and global
context, offering a balanced view of word meaning.

4) Limitations: Limited Context: GloVe relies on co-
occurrences within a specific context window, missing
more distant relationships.

5) Out-of-Vocabulary: Rare words or new terms not in the
training corpus may not have accurate embeddings.

6) Fixed Size: GloVe embeddings are of fixed dimensions,
which might not capture all nuances of words.

In the phrase "The sun sets behind the mountains," GloVe
computes the likelihood of co-occurrence. If "sun" and "sets"
frequently occur together across various texts, their vectors
become alike, capturing their connection. In essence, GloVe
embeddings provide an effective and streamlined method
to depict semantic links among words, yet they could miss
certain nuanced contextual aspects due to their fixed dimen-
sionality.

B. BERT
Bidirectional Encoder Representation from Transformers
(BERT) [9], is an advanced tansformer model that enhances
ordinary Transformers by eliminating the uni-directional
constraints through the adoption of a masked language model
(MLM) pre-training target. The primary objective of the
MLM is to accurately predict the original identity of masked
words by leveraging the contextual information provided
by the surrounding tokens. Unlike traditional left-to-right
language models, the MLM approach allows the deep bidi-
rectional Transformer to effectively capture both the left and
right contexts within its representations.

In addition to the MLM, BERT also utilizes the next
sentence prediction task to enhance its understanding of
text pairs during pre-training. By combining the MLM and
the next sentence prediction, BERT is able to generate ro-
bust representations for text, empowering it with strong text
comprehension and representation capabilities. The Figure 3
shows the BERT architecture for text related tasks.

BERT is a popular transformer model for NLP tasks.
It comprises several self-attention layers and feedforward
neural networks. The fundamental equation governing self-
attention in BERT can be depicted as follows:

Attention(Q,K, V ) = softmax
(
QKT

√
dk

)
V (5)

Here, Q, K, and V are matrices representing queries, keys,
and values, respectively. The attention mechanism calculates
the relevance between each query and all keys to obtain an
attention distribution. The numerator of the attention scores,
QKT , represents the dot product of queries and keys, and
the division by

√
dk scales the scores to prevent them from

becoming too large.
The softmax function is applied element-wise to the scaled

scores, converting them into probabilities that sum up to 1.
These probabilities are then used to weigh the values, which
are linear combinations of the original input embeddings. The
result is a weighted sum of values, capturing the contextual
information relevant to each query.

In the BERT model, since the transformer architecture
does not inherently consider the order of words, positional
information needs to be incorporated explicitly. This is
achieved using positional encodings:

PosEnc(pos, 2i) = sin
( pos

100002i/d

)
(6)

PosEnc(pos, 2i+ 1) = cos
( pos

100002i/d

)
(7)

Here, PosEnc(pos, 2i) and PosEnc(pos, 2i + 1) are the
positional encodings for the even and odd dimensions of the
input embeddings. pos represents the position of the word in
the input sequence, i denotes the dimension index, and d is
the dimensionality of the embeddings.

By adding these positional encodings to the word embed-
dings, BERT can capture the sequential order of words and
incorporate position-based information into its representa-
tions, enabling the model to understand the context of words
within the input sequence.

Layer normalization is a technique used in BERT to en-
hanced the training stability and improve convergence. The
equation for layer normalization is as follows:

LayerNorm(x) =
x− µ

σ
⊙ γ + β (8)

Here, x represents the input tensor to the layer normaliza-
tion, µ and σ are the mean and standard deviation calculated
across the feature dimensions, γ is a learnable scaling factor,
and β is a learnable bias term.

Layer normalization normalizes the activations within a
layer, ensuring that they have a consistent mean and vari-
ance. This helps mitigate the vanishing gradient problem
and accelerates convergence during training. The scaling and
bias terms γ and β allow the model to learn the optimal
normalization for each feature.
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BERT, a revolutionary transformer-based model in NLP,
leverages multi-head self-attention for context understand-
ing. It compensates for the transformer’s disregard of word
order through positional encodings that capture position-
dependent information. Additionally, layer normalization
stabilizes training. This approach empowers BERT to grasp
nuanced context, making it a pivotal tool for diverse language
tasks.

C. ALBERT

ALBERT is a Transformer design that enhances BERT while
lowering the number of parameters greatly [36]. It uses two
ways to reduce the parameters. The first method is param-
eterized factorised embeddings. The expansive vocabulary
embedding matrix is divided into two more manageable
matrices using ALBERT. The size of the hidden layers might
be different from the size of the vocabulary embedding
because to this division. As a result, it becomes simpler
to raise the concealed size without noticeably growing the
vocabulary embeddings’ parameter size. This aids in lower-
ing the model’s total parameter count. Sharing parameters
between layers is ALBERT’s second method. This method
makes sure that the parameters don’t increase along with the
network’s depth. ALBERT significantly lowers the amount
of parameters needed in the model by sharing parameters
between layers. The visual working flow of the ALBERT
model is depicted in Figure 4.

ALBERT, which stands for A Lite BERT, is a special
case of the BERT paradigm developed to overcome the
efficiency and scalability issues of BERT. Although BERT
has excelled in natural language processing tasks, its scale
makes it difficult to use in resource-constrained settings or
situations requiring real-time predictions.

To make the BERT architecture more lightweight and
economical without compromising performance, ALBERT
includes a number of significant changes. The adoption of
parameter-sharing methods, notably cross-layer parameter
sharing and embedding parameterization, is one of the main
innovations in ALBERT [37]. These methods considerably

lower the model’s memory footprint and processing needs,
improving its suitability for real-world use.

ALBERT introduces a novel training objective known as
Sentence-Order Prediction (SOP), which replaces BERT’s
Next Sentence Prediction (NSP) task. The equation utilized
to compute the SOP loss is as follows:

LSOP = −
N∑
i=1

log softmax(WSOP ·Hi) (9)

Here, N is the number of sentence pairs, Hi represents
the hidden representation of the i-th sentence in the pair, and
WSOP is the SOP task-specific weight matrix. The softmax
function normalizes the predictions across possible sentence
orders. The SOP objective encourages ALBERT to predict
the correct order of sentences within a pair, helping the model
capture more coherent context representations and improving
the utilization of training data.

ALBERT uses layer parameter sharing for efficiency and
effectiveness. The formula used to calculate a shared param-
eter matrix is as follows:

Eℓ
shared =

1

L

L∑
k=1

Eℓ
k (10)

Here, Eℓ
k represents the embedding matrix of the k-th

layer at depth ℓ, and L is the total number of layers. Cross-
layer parameter sharing involves averaging the embeddings
of all layers within the same depth ℓ. This strategy reduces
the number of parameters and enables ALBERT to learn
more efficiently, making it an effective solution for resource
constraints.

ALBERT utilizes the Masked Inter-Sentence Objective
(MISO) approach to enhance its modeling of relationships
between sentences. The formula that computes the MISO loss
is as follows:

LMISO = −
N∑
i=1

log softmax(WMISO ·Hi) (11)

Here, the notation is similar to the SOP loss equation.
WMISO is the MISO-specific weight matrix, and Hi repre-
sents the hidden representation of the i-th sentence pair.

The MISO objective guides ALBERT to predict whether
a sentence pair is consecutive or non-consecutive, enhancing
the model’s ability to understand and capture complex rela-
tionships between sentences.

Because of its effectiveness and scalability, the ALBERT
model is a good fit for applications in the field of smart court
prediction. The smart court prediction system can efficiently
analyse and handle massive amounts of legal documents,
including court cases, rulings, and precedents, by utilising
the power of ALBERT.
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FIGURE 5. ROBERTA Architecture (enhanced variant of BERT)

D. ROBERTA
RoBERTa is a development of BERT that modifies the pre-
training process [38]. The changes consist of:

• No NSP objective
• Training on longer sequences
• Training with larger batches.
• To more effectively account for training set size effects,

the authors additionally gather a sizable new dataset that
is equivalent in size to existing used datasets.

Unlike BERT, RoBERTa employs dynamic masking and
omits the Next Sentence Prediction (NSP) task. In RoBERTa,
dynamic masking is utilized during pretraining. The equation
12 defines the probability distribution Pdynamic(t) for select-
ing tokens to be masked during training. If a token is already
masked, its probability of being chosen is 0.1. For unmasked
tokens, their probability is calculated as 0.9 divided by the
sequence length minus 1. Additionally, RoBERTa differs
from ALBERT by not using parameter sharing, leading to
a more parameter-intensive model. The core equations (12)
underlying RoBERTa’s architecture are as follows:

Pdynamic(t) =

{
0.1 if token is masked
0.9/(n− 1) otherwise

(12)

Here, Pdynamic(t) represents the probability of each token
being selected for masking, and n is the sequence length.
The figure 5 shows the visual mechanism of ROBERTA
architecture.

In RoBERTa, the "Pretraining" phase involves training the
model on a large text corpus. During this stage, RoBERTa
learns to predict masked words within sentences, enhancing
its ability to understand context. By exposing the model
to diverse language patterns, structures, and relationships,
the Pretraining phase equips RoBERTa with a foundational
understanding of language, which is further fine-tuned for
specific tasks in subsequent stages of training.

Lpretrain = −
N∑
i=1

L∑
j=1

logPdynamic(tij) · CE(tij , t∗ij) (13)

This equation 13 represents the pretraining loss Lpretrain
for RoBERTa. It sums over all sentences (N ) and all tokens
(L). For each token, it calculates the negative log likelihood
of predicting the masked token (tij) according to the dy-
namic masking probability and compares it to the true token
(t∗ij) using cross-entropy loss (CE). This loss function is
important to learn efficient feature vectors.

A new type of loss function is used in RoBERTa called
Masked Language Model (MLM) Loss. In MLM, some input
text is randomly masked, and the model’s task is to predict
the masked text with the help of overall context of text.

LMLM = −
N∑
i=1

L∑
j=1

logPMLM(tij |t∗ij) (14)

In equation 14, LMLM represents the MLM loss used in
RoBERTa. It sums over all tokens, similar to the pretraining
loss. This loss helps RoBERTa capture contextual informa-
tion and fill in masked tokens.

The Sentence Order Prediction (SOP) Loss in RoBERTa
refers to a training objective that helps the model understand
the sequential order of sentence pairs. By optimizing this
loss, RoBERTa learns to accurately predict whether sentence
pairs are in the correct order. This contributes to RoBERTa’s
ability to capture meaningful relationships and coherence
between sentences, making it more effective in various lan-
guage tasks.

LSOP = −
N∑
i=1

log softmax(WSOP ·Hi) (15)

This equation 15 represents the Sentence Order Prediction
(SOP) loss LSOP for RoBERTa. It sums over all sentence
pairs (N ) and calculates the negative log likelihood of pre-
dicting the correct sentence order using the softmax of the
weighted hidden representation (Hi) and the SOP-specific
weight matrix (WSOP). Unlike BERT, RoBERTa uses this
loss to ensure coherent relationships between sentence pairs.
RoBERTa boasts improved performance through dynamic
masking and a larger training corpus, yielding nuanced lan-
guage understanding. However, its resource-intensive nature
demands substantial computational resources.

E. DISTILBERT
DistilBERT is a compressed version of the BERT model
that aims to preserve performance while providing a smaller,
quicker, and lighter alternative [39]. Hugging Face created it
in 2019, and since then, it has grown in popularity among
software programmes that use natural language processing.
In order to make BERT acceptable for resource-constrained
situations like mobile and edge devices, DistilBERT’s main
goal is to decrease the model’s parameters and training time
while maintaining its efficacy. The figure 6 shows the fully
functional working of Distilled BERT architecture.

DistilBERT achieves a large parameter reduction of about
66% when compared to the basic model BERT-base. The
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model’s lower size and higher efficiency are both a result of
the parameters’ decrease. Although it has fewer parameters
than BERT, DistilBERT aspires to perform at a level that is
comparable to BERT.

DistilBERT employs knowledge distillation to compress
the knowledge from a larger "teacher" model (such as
BERT) into a smaller "student" model, while optimizing
task-specific performance. The equation 16 represents the
distillation loss, where CE is the cross-entropy loss. Equation
17 defines the teacher and student representations Zi and Hi

for each input xi. The final equation 18 combines the task-
specific loss with the distillation loss, where α balances their
contribution.

Ldistill =

N∑
i=1

CE(softmax(Zi/T ), softmax(Hi/T )) (16)

Zi = teacher(xi) and Hi = student(xi) (17)

Loverall = Ltask + α · Ldistill (18)

DistilBERT uses the concept of knowledge distillation,
which involves transferring knowledge from a large pre-
trained model like BERT into a more compact model. This
results in a smaller and faster model suitable for deployment
on resource-constrained devices. Unlike ALBERT, Distil-
BERT doesn’t modify the model architecture or use param-
eter sharing. It differs from RoBERTa by focusing on model
compression rather than larger-scale training.

In our study, we opted for transformer-based models
from the BERT family over larger language models like
LLaMA and Claude due to several reasons. First, the task at
hand—semantic classification of legal texts—does not neces-
sitate the extensive text generation or reasoning capabilities
of models like LLaMA. Instead, our objective is to capture
the semantic nuances of legal language, which BERT-based
models are specifically designed to do efficiently. Second,
models like LLaMA, while state-of-the-art, are computa-
tionally expensive and require large-scale infrastructure for
training and inference, making them impractical for real-
time or large-scale applications in resource-constrained en-
vironments. Moreover, our architecture employs a multi-
modal approach by incorporating different pre-trained em-
beddings (GloVe) and transformer models (BERT, ALBERT,
ROBERTA, Distilled BERT) to enhance the model’s ability
to capture both syntactic and semantic nuances from the
text. This multimodal strategy enables us to extract richer
features from the legal texts without the need for excessively
large models. Thus, we believe our approach offers a more
pragmatic solution that balances performance, interpretabil-
ity, and computational feasibility.

V. RESULTS AND DISCUSSION
In this section, we conduct a comparative analysis of the
techniques utilized in this research. We analyze the effect of
different dimensional pre-trained embeddings on the overall
results, as well as compare the performance of various large
transformer models. The experimental results presented in
tables allow us to analyze the performance of each model
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in terms of different classes. Furthermore, the following
sections provide detailed information about the dataset used,
a thorough comparative analysis of the pre-trained embed-
dings, a comparison of transformer models, and a comparison
with state-of-the-art models. Table 2 presents the details of
the parameter configurations and other essential information
regarding the techniques employed in the training process.

Table 3 displays the text sequence lengths used in the
training and testing of transformer models such as BERT,
ALBERT, ROBERTA, and Distilled BERT. Since the data
processing varies between the embedding phase and the
transformer phase, the feature vector lengths differ for each
phase, as indicated in Table 2 and 3.

A. DATASET

We make use of the ECtHR’s publicly available data [14].
The European Convention on Human Rights (ECHR) created
the ECtHR as an international court in 1959. Its duty is
to decide on complaints made by people or independent
nations that the Convention’s civil and political rights have
been violated. In order to protect human rights in European
democracies that maintain the ideals of the rule of law, the
ECHR serves as an international accord. The Council of
Europe Treaty, which was first drafted in 1950 by the ten
founding member states, now includes 47 members, with a
combined population of around 800 million people. Being a
party to the Convention is a requirement for joining the Coun-
cil of Europe, and all new members are required to ratify the
ECHR as quickly as feasible. In its own right, the Convention
went into force in 1953. The Court has been in operation as a
permanent judicial body since 1998, and individuals have the
right to approach it directly if they can show that they have
used all domestic legal systems’ available legal remedies to
address their human rights complaints before national courts.

A typical judicial decision rendered by the ECtHR consists
of several key components, including:

1) Introduction: This section provides the title of the case
(e.g., Lawless vs. Ireland), the date of the decision, the
Chamber responsible for the case, and the composition
of the Court, including the judges, president, and reg-
istrar involved.

2) Procedure: The procedure section outlines the se-
quence of events from the initial lodging of the appli-
cation to the final judgment by the Court. It covers the
various stages and processes involved in the case.

3) Facts (Circumstances): This part provides relevant
background information about the applicant and the
events or circumstances that prompted them to seek
justice, claiming violations of their rights under the
European Convention on Human Rights (ECHR).

4) Facts (Relevant Law): This part includes references to
legal provisions from documents other than the ECHR.
Typically, these provisions encompass domestic laws,
European treaties, and international agreements that
are pertinent to the case.
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FIGURE 7. Illustrating the PCA and TSNE-transformed features obtained
from the final layers of the model (Violation vs Non-Violation)

5) Law: In this section, the Court presents its legal argu-
ments. Each alleged violation is discussed separately,
and the Court provides its reasoning and analysis for
each claim.

6) Judgment: The judgment section contains the Court’s
decision regarding each alleged violation. It states
whether the Court finds a violation of the rights pro-
tected by the ECHR or if the application is dismissed.

7) Dissenting or Concurring Opinions: This part includes
additional opinions expressed by individual judges.
Concurring opinions explain why judges support the
majority decision, while dissenting opinions outline
the reasons why judges disagree with the majority’s
ruling.

It’s important to note that the structure and content of a
judicial decision may vary depending on the specifics of the
case and the preferences of the Court. Table 4 illustrates the
overall data distribution.

In this section we perform comparative analysis on smart
court decision data. We use different pre-trained embeddings
and deep transformer models. We experiment with different
dimensional embeddings for example 100D and 200D. We
also compare proposed model with previous state of the art
presented models.

B. VISUALIZATION OF EXTRACTED FEATURES
After training the models, we extract features from them by
accessing the second-to-last layer in the model architecture.
These features are represented in a 128-dimensional space,
and to visualize them effectively, we employ both the TSNE
and PCA techniques. Figure 7 illustrates the visualization of
the reduced-dimensional features.

Following the visualization of PCA and TSNE-
transformed features, we further employed a heatmap to
depict the inter-feature correlations. The heatmap, displayed
in Figure 8, offers insight into the correlation structure among
all the features.

C. COMPARATIVE ANALYSIS
The objective of our work with respect to this topic is to
carefully analyze a variety of court articles in order to provide
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TABLE 2. Overview of the Hyper-Parameter Configuration

CDKF System Configuration

Utilized Techniques BERT, ALBERT, ROBERTA, Distilled BERT and Pre-trained embed-
dings

Phase -1: Trainable Parameters of Pre-trained embeddings network 299794
Non-Trainable Parameters of Pre-trained embeddings network 13001300
No of epochs of Pre-trained embeddings network 100
No of epochs for other transformer models 10
Learning rate for embeddings models Deafult
Learning rate for transformer models 1e-5

TABLE 3. Preprocessed Input Sequence Length for Each Transformer Model

Transformers Train
Sequence
Mean

Train sequence
95 percentile

Train sequence
99 percentile

Train Sequence
Mean

Train sequence
95 percentile

Train sequence
99 percentile

BERT 11034 25743 45537 11199 30323 48620
ALBERT 11034 25743 45537 11199 30323 48620
ROBERTA 11034 25743 45537 11199 30323 48620
Distilled BERT 11034 25743 45537 11199 30323 48620

TABLE 4. Dataset Distribution

Training Dataset Total

Article Title Violation cases Non-Violation
cases

Training Data Testing Data

2 Right to life 57 57 114 398

3 Prohibitito torture 284 284 568 851

5 Right to Liberty and secu-
rity

150 150 300 1118

8 Right to respect for private
and family life

229 229 458 496

10 Freedom of expression 106 106 212 252

13 Right to an effective rem-
edy

106 106 212 1060

14 Prohibition to discrimina-
tion

144 144 288 44

a thorough comparison study. That was already indicated, the
aim is to predict human rights court verdicts using a variety
of artificial intelligence techniques. In particular, in section I
of our research, we compare various pre-trained embeddings
applied for the purpose of predicting court decisions. These
embeddings have been thoroughly labelled as "violation"
or "non-violation," allowing us to evaluate how well they
predict the results of human rights-related court cases. We
evaluate memory-based deep transformers for smart court
decision prediction in section II. In part III, we conduct a
comparative analysis of cutting-edge architectures that have
been cited in the literature.

1) Comparison Between Pre-trained Embeddings on Each
Articles
This section’s main objective is to evaluate the performance
of several pre-trained embeddings on a per-article basis. We
want to evaluate their effectiveness and examine whether

they are appropriate for the purpose of our research. It is
important to note that some articles might not have enough
data to properly train our models. To ensure the validity and
accuracy of our conclusions, we thus exclude these specific
articles from our examination.

When considering the classification of violation and non-
violation, we are able to clearly observe distinct variations
in the performance of different embeddings across various
articles when looking at the Table 5 above. Using Glove
200D embedding, we achieve a highest accuracy of 88.10%
for Article 13. The highest accuracy levels, on the other hand,
are 83.33% (with Glove 300D), 78.53% (with Glove 100D),
72.88% (with Glove 300D), 72.03% (with Glove 200D),
71.43% (with Glove 50D), and 70.00% (with Glove 200D)
for Articles 13, 13, 3, 3, 13 and 5.
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TABLE 5. Performance (%) outcomes after training pretrained embedding on individual articles

Method Measure Article2 Article3 Article5 Article8 Article10 Article13 Article14

4*Glove 50D Accuracy 56.25 64.64 70.00 62.07 52.38 71.43 58.33
Recall 53.12 71.19 75.00 58.62 57.14 78.57 56.25
Precision 54.84 68.85 63.38 61.82 53.33 73.33 65.85
F1-Score 53.77 70.00 68.70 60.18 55.17 75.86 60.67

4*Glove 100D Accuracy 68.75 60.17 66.67 62.01 57.14 78.53 83.33
Recall 78.12 57.63 65.00 62.07 66.67 83.33 83.33
Precision 65.79 60.71 67.24 61.01 58.33 71.43 80.00
F1-Score 71.43 59.13 66.10 61.54 62.22 76.92 83.63

4*Glove 200D Accuracy 59.38 72.03 70.00 53.45 59.52 88.10 75.00
Recall 50.00 63.56 80.00 37.93 40.48 88.10 85.42
Precision 57.14 72.82 64.86 56.41 60.71 86.05 63.08
F1-Score 53.33 67.87 71.64 45.36 48.57 87.06 72.57

4*Glove 300D Accuracy 59.38 72.88 66.67 58.62 57.14 83.33 60.42
Recall 40.62 72.88 58.33 70.69 64.29 95.24 72.92
Precision 61.90 73.50 67.31 52.56 56.25 76.92 58.33
F1-Score 49.06 73.19 62.50 60.29 60.00 85.11 64.81
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FIGURE 8. Illustrating Heatmap of features obtained from the final layers of
the model (Violation vs Non-Violation)

2) Comparison Between Transformers on Each Articles

After looking at pre-trained embeddings for classifying vio-
lations in the articles, we now turn our focus towards evaluat-
ing the effectiveness of various pre-trained transformer mod-
els in the context of smart court decision classification. Four
unique transformer variants are utilized into account in this
analysis: BERT, ALBERT, Distilled BERT, and ROBERTA.
Table 6 provides a comprehensive performance analysis of
transformers for individual articles.

Examining the provided table indicates several patterns
and trends regarding the effectiveness of various transformer
model types on various articles. Notably, when used for
expressing article 13, the Distilled BERT model shows amaz-
ing accuracy of 88%. Additionally, Distilled BERT performs
well in regard to Articles 2 and 3. While ROBERTA achieves

the maximum accuracy of 66% for article 8, ALBERT seems
to be very effective in the case of article 5. It is notable that
Distilled BERT again shows impressive results for articles
10 and 14, reaching accuracy rates of 62% and 77%, respec-
tively.

Tables 5 and 6 show the results of each approach on
specific articles. On the other hand, in table 7 below, we
compare the effectiveness of embeddings and transformers
across all articles as a whole. In order to distinguish between
violations and non-violations, it is necessary to aggregate all
the articles and perform a decision classification of court. By
looking at this combined study, we may learn more about
how well various algorithms handle the classification task
over the full dataset.

It is clear from the presented table that the Transformer
base models outperform the pre-trained embeddings in terms
of performance. When comparing the Transformer base mod-
els to the pre-trained embeddings, it is clear from the pre-
sented table that the Transformer base models perform better.
In particular, using the BERT model, we achieve the maxi-
mum accuracy of 82.14%. The performance of the proposed
CDKF system is consistently strong and stable across various
performance measures.

D. COMPARISON WITH STATE OF THE ART MODELS
ON EACH ARTICLES
We perform a comparative analysis in this section, compar-
ing our suggested CDKF and BERT model which achieves
the best accuracy—to cutting-edge architectural designs that
may be found in published literature. A comprehensive eval-
uation of the performance of several models on the dataset
for smart court classification is provided in Table 9.

It is clear from the conclusions drawn from the Table 7
that our proposed CDKF and BERT model for smart court
decisions has performed exceptionally well. Table 8 presents
the overall performance of the proposed CDKF model in
terms of violation and non-violation cases. Additionally, in
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(c) Visualization of Glove200D embedding
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FIGURE 9. Visualization the performance of all embedding across all articles

TABLE 6. Comparing Transformer Models: Analyzing Each Individual Article

Method Measure Article2 Article3 Article5 Article8 Article10 Article13 Article14

4*BERT Accuracy 62 70 67 57 45 74 65
Recall 63 69 67 61 45 74 65
Precision 62 73 67 61 43 74 65
F1-Score 62 69 67 57 41 74 65

4*ALBERT Accuracy 50 73 63 59 60 76 62
Recall 50 73 63 57 60 76 64
Precision 50 73 63 58 60 76 63
F1-Score 49 73 63 57 60 76 62

4*Distilled BERT Accuracy 67 70 62 59 62 88 77
Recall 69 70 62 59 62 88 77
Precision 69 70 62 59 62 88 77
F1-Score 67 70 62 59 62 88 77

4*ROBERTA Accuracy 50 69 58 66 36 74 60
Recall 56 70 61 65 50 73 61
Precision 56 70 61 66 18 75 61
F1-Score 50 69 58 65 26 73 60
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TABLE 7. Comparative Analysis: Transformers vs Pre-trained Embeddings across All Articles

Pre-Trained Embeddings Transformers

Techni-
ques

Glove
50D

Glove
100D

Glove
200D

Glove
300D

BERT ALBERT ROBERTA Distilled
BERT

Proposed
CDKF

Accuracy 64.96 60.95 67.52 65.33 82.14 75.00 78.57 71.43 76.28

TABLE 8. Comprehensive Performance Analysis of the Proposed CDKF
Models

Proposed Model Accuracy Recall Precision F1-Score

CDKF 76.28 81.02 74.00 77.35

Classification Report
Violation 76.28 72.00 79.00 75.00
Non-Violation 76.28 81.00 74.00 77.00

Table 8, we conduct a thorough class-wise analysis of the
CDKF model’s performance, providing a deeper insight into
its efficiency.

Legal texts are often contextually rich, and small linguistic
differences can significantly alter outcomes. Therefore, we
employed a hybrid model that integrates multiple embed-
dings and transformer-based architectures (BERT, ALBERT,
ROBERTA, and Distilled BERT). These diverse techniques
help capture different aspects of the legal language, allow-
ing for a more robust representation of the input text. By
introducing early and late fusion mechanisms, we ensure that
features from both pre-trained embeddings and transformers
are utilized to their full potential. This approach allows us
to compare the performance of various models, yielding a
more accurate and comprehensive prediction of court rul-
ings. Our architecture is specifically designed to address the
inherent complexity of legal language and improve model
interpretability and performance.

VI. CONCLUSION
Artificial intelligence has found use in many areas of life
today, including the legal sector. In this study, we want to
predicted court decisions using machine learning strategies.
The dataset consists of many articles on human rights, clas-
sifying the rulings as violations or non-violations. In this
study, we introduce a novel CDKF system designed for pre-
dicting court rulings. The system incorporates advanced pre-
trained embeddings and state-of-the-art transformer mod-
els. It follows a hybrid and ensemble approach, leveraging
multiple techniques from different domains to enhance the
accuracy of court ruling predictions. By integrating these
diverse methods, the CDKF system offers a comprehensive
and robust framework for decision-making in legal contexts..
To find the most efficient method, we trained a variety
of transformers and pre-trained embeddings and conducted
comprehensive analysis and comparison. Our findings show
that CDKF, BERT and ROBERTA, with accuracy rates of
76.28, 82.14% and 78.57%, respectively, had the highest

performance. Although the proposed model exhibits slightly
lower accuracy, it demonstrates higher confidence due to its
multiple decision-makings and ensemble approach. On the
other hand, the performance of BERT and ROBERTA models
may fluctuate depending on the data. Nonetheless, this work
holds significant value for future researchers in the smart
court domain, providing a foundation for further exploration
and study.
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