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ABSTRACT Dynamic pricing of airline tickets in competitive markets requires innovation that responds
to market changes. Dynamic pricing is also influenced by public events, such as sporting events, music
concerts, and more. This study aims to increase airline ticket revenue by optimizing flight occupancy during
events. The data used is obtained from social media platform Twitter (X), with eight event classifications:
soccer events, music concerts, volcanic eruptions, earthquakes, riots, floods, motorcycle racing, and others
(non-events). We used a stacking ensemble method for data labeling and fine-tuned the BERT model
for event detection. The stacking ensemble method achieved an accuracy rate of 0.99, while the fine-
tuned BERT model produced an accuracy rate of 0.94. These results show a significant contribution to
improving the accuracy and effectiveness of dynamic pricing. These findings not only offer a solution to the
dynamic pricing challenge but also open opportunities to increase revenue by understanding event sentiment,
providing competitiveness and flexibility in a dynamic market. With a focus on accurate event detection,
this research paves the way for the development of more intelligent and adaptive dynamic pricing models
by combining the strengths of the Stacking Ensemble labeling technique and BERT model fine-tuning to
improve model accuracy.

INDEX TERMS Dynamic Pricing, Event Detection, Stacking Ensemble, BERT Model Fine-Tuning

I. INTRODUCTION

THE dynamics of airplane ticket prices have become a
significant subject of discussion, especially on social

media platforms [1]. Recent studies show a strong correlation
between the occurrence of events in a region and their impact
on airfares to that destination. [2]. However, the current
dynamic airfare pricing systems have not fully utilized the
potential of social media platforms [3]. The increase in
ticket sales associated with events, and the resulting rise
in revenue, underscores the importance of integrating social
media insights into dynamic pricing models [4]. Therefore,
event detection through social media is a critical factor in
this evolving dynamic pricing paradigm. Recognizing the
significant influence of social media sentiment on flight occu-
pancy, this study emphasizes the role of event detection and
its impact on seat occupancy.

Various studies reveal that the conventional approaches
to airfare pricing have not fully exploited the potential of
event detection [5]. These studies highlight the gap between
existing practices and the optimal potential that could be
achieved. Regarding event detection, there is a pressing need
to delve deeper into how information from social media can
be effectively integrated into dynamic pricing strategies [6].
This gap presents a significant opportunity to enhance the
accuracy, responsiveness, and adaptability of existing pricing
models. Therefore, this research aims to bridge this gap and
propose an innovative solution to maximize airfare revenue
through more efficient and intelligent event detection.

Event detection from Twitter data promises invaluable
insights into ongoing events worldwide [7]. However, ex-
tracting meaningful signals from the unstructured and often
ambiguous nature of tweets remains a challenge [8]. Tra-
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ditional methods face difficulties due to the complexity of
data labeling and model limitations [9]. One of the primary
challenges in event detection on Twitter is the accuracy of
data labeling [10].Manual data labeling, often performed
by humans, is prone to errors and inconsistencies, reducing
the accuracy of event detection models [11]. Additionally,
manual labeling is a time-consuming and costly process [12].

Another major challenge is the limitation of traditional
models [13]. Classification models such as Random Forest,
Decision Trees, and Support Vector Machines often struggle
to capture the subtle nuances of language used in tweets
to describe events [14]. Consequently, these models may
make errors in identifying events, particularly when slang
or complex, rare events are involved [15]. Beyond labeling
complexity and model limitations, another challenge in event
detection on Twitter is the diversity of language, which can
lead to ambiguity, varied interpretations, and the fast pace
of information dissemination. Furthermore, cultural and con-
textual differences can influence how people communicate
events on Twitter event [16].

Several studies have addressed model development for
Twitter (X) data labeling. Hasan et al. [17], developed an
automatic labeling model for Twitter data using regular
expressions, enhanced by a custom word library generated
through manual tweet analysis. Erdman et al. [18], high-
lighted the benefits of automatic labeling models, which
effectively eliminate manual labeling costs. Nirbhaya et al.
[19], conducted a multi-class labeling study on the Twitter
account of the Metro Jakarta Police Department, categorizing
traffic flow data into labels for smooth, congested, weather
conditions, and traffic accidents. Bhardwaj et al. [20], com-
pared four approaches—keyword search-based (Plain-Seed-
Query), information retrieval-based (Temporal Query Expan-
sion), Word2Vec embeddings, and semantic retrieval (Ar-
maTweet)—across six event classifications, finding that Ar-
maTweet outperformed other methods in five categories.

Neruda et al. [21], conducted a study on traffic event de-
tection from Twitter using a combination of CNN and BERT
models. This research demonstrated that by optimizing ker-
nel size and the number of filters in CNN, the model can
outperform bidirectional long-short-term memory networks
(LSTMs), multilayer perceptrons (MLPs), Random Forest,
and SVM models in terms of F1 score and generalization
accuracy. In our study, we focus on event detection using
Indonesian Twitter (X) data across several event categories,
including soccer matches, motorcycle races, concerts, earth-
quakes, volcanic eruptions, riots, floods, and others. We gath-
ered this data directly from Twitter using the API, ensuring
the privacy of users and utilizing the data solely for research
purposes.

In the context of dynamic airline ticket pricing, this re-
search is limited to event detection, which is a notable
constraint. While event detection plays a crucial role in un-
derstanding factors influencing ticket demand and optimizing
pricing strategies, it is only one component of the dynamic
pricing process. Other factors, such as departure and arrival

times, ticket price, and class, were not explored in this study.
Although our findings provide valuable insights into lever-
aging event sentiment for improved pricing decisions, they
represent only a partial understanding of the complexities
involved in airfare dynamic pricing strategies.

This paper makes the following key contributions:
• Stacking Ensemble Method for Data Labeling: Devel-

oped a stacking ensemble method for data labeling
using Random Forest Classifier (RFC), Support Vector
Classifier (SVC) and Voting Classifier (VC) achieving
high accuracy rates.

• Fine-Tuned BERT Model for Event Detection: Fine-
tuned the BERT model for multi-class event detection,
specifically tailored for Indonesian Twitter (X) data.

• Comprehensive Evaluations: Conducted comprehen-
sive evaluations, including learning curves and cross-
validation, to ensure model robustness and generaliza-
tion.

• Comparative Analysis: Provided a detailed compara-
tive analysis with existing methods, showcasing the
superior performance and effectiveness of the proposed
approach.

The scalability of the proposed method is a major advan-
tage. By utilizing the ensemble stacking model and refining
BERT, the approach can be adapted to different regions and
event types. The flexibility of the model allows for retrain-
ing with new datasets, ensuring that it captures the unique
linguistic and contextual nuances of different environments.
This adaptability is crucial for applying the model across
different scenarios with minimal modifications.

II. RELATED WORKS
We explored previous studies on event detection using Twit-
ter data, such as the research conducted Alfalqi et al. [22],
which investigates event detection using datasets composed
of Twitter images. This study applied Active Learning (AL)
techniques to reduce the amount of manual labeling re-
quired during disasters. Through Active Learning, the model
achieved an accuracy and recall of 0.98, compared to 0.97
without Active Learning.

Ramachandran et al. [23], demonstrated that selecting the
optimal combination of features can significantly improve
event detection performance. Their study examined several
combinations of features (words, POS, TFIDF) using Naive
Bayes and Decision Tree algorithms. For instance, the com-
bination of words, POS, and TFIDF achieved a precision of
0.97, recall of 0.95, and F1-Score of 0.96 with Naive Bayes.
Bhardwaj et al. [24], employed a Human-in-the-Loop Rule
Discovery method, combining human and AI contributions
to rule discovery for event detection in microposts. The
resulting accuracy ranged from 0.71 to 0.86, depending on
the iteration and mode settings.

Other studies, such as the one conducted by Rezaei et
al. [25], focused on event detection on Twitter using deep
learning classification and multi-label clustering. Their ap-
proach used Hierarchical Attention Networks (HAN) for
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deep learning classification, with evaluations yielding an
Area Under Curve (AUC) of 0.98. Dhiman et al. [16], de-
veloped an approximate graph-based global event detection
model for Twitter data, addressing the inherent uncertainty
in the platform. Their proposed method involved modeling
Twitter data as a Sentence Graph using JoSE, a spherical
vector representation that captures contextual information.

Another study on multi-event detection was conducted by
Goyal et al. [26], This study aimed to detect events from a
stream of tweets, generate storylines, and summarize relevant
information to enhance understanding and extract useful in-
sights from vast and diverse Twitter (X) data. The researchers
employed a framework called Mythos for event detection,
which combines methods such as keyword precision, re-
call, and F-measure. Their approach combines clustering
and matching techniques with ground truth topics to extract
pertinent information. Yavari et al. [27], proposed another
event detection method that uses specialized techniques for
tweet analysis, including stepwise clustering and compari-
son of system output keywords with event keywords in the
dataset. Their results showed that the average accuracy of the
proposed method for predicting events three weeks before the
event was 0.71, increasing to 0.81 and 0.85 two weeks and
one week before the event, respectively. On the day of the
event, the prediction and detection accuracy reached 0.87.

Chen et al. [28], conducted a study aimed at enhancing the
accuracy and efficiency of COVID-19 vaccine adverse event
detection using multi-label classification and various label
selection strategies. The OvsR topic-based method achieved
an optimal accuracy of up to 0.98, while the accuracy of
the AA method using topic-based labels increased to 0.87.
However, deep learning methods like LSTM and BERT
showed lower performance, with accuracies of 0.71 and 0.64,
respectively. Alfalqi et al. [22], demonstrated the potential
of Active Learning (AL) in reducing the manual labeling
required during disaster events, thereby minimizing human
intervention and training sample review. They combined
Federated Learning with Active Learning to improve model
efficiency and performance in detecting emergency events
from social media data. This approach ensures data privacy
by training models locally and then aggregating the results,
significantly enhancing the scalability and efficiency of the
detection process. Inspired by their findings, we adopted a
similar Federated Learning framework to handle large-scale
Twitter data. By implementing their Active Learning strategy,
we selectively labeled only the most informative data points,
thus reducing labeling effort while maintaining high model
performance.

Ramachandran et al. [23], highlighted the importance of
comprehensive feature analysis in improving event detection
on Twitter. They showed that analyzing various tweet fea-
tures, such as text content, user interactions, and temporal
patterns, can significantly enhance detection accuracy. In our
approach, we incorporate their feature analysis techniques
by extracting and analyzing similar features from Twitter
data. We consider user engagement metrics (likes, retweets,

replies) and temporal patterns (tweet frequency, timing) to
improve our model’s ability to detect relevant events accu-
rately.

The reviewed literature highlights significant advance-
ments in event detection using various methodologies, in-
cluding machine learning, deep learning, and hybrid ap-
proaches. For instance, studies utilizing deep learning meth-
ods such as CNN and BERT models have demonstrated the
potential for high accuracy in specific contexts. However,
challenges remain in handling diverse and unstructured data
from social media platforms like Twitter (X). Our research
builds on these foundations by integrating a stacking en-
semble method for data labeling with fine-tuning of the
BERT model for multi-class event detection. This approach
addresses the limitations identified in previous studies, such
as manual labeling errors and model limitations in captur-
ing language nuances. By doing so, we aim to enhance
the accuracy and robustness of event detection, ultimately
contributing to more effective dynamic pricing strategies in
the airline industry.

III. PROPOSED METHOD
In event detection research, we employ two primary methods
for data labeling, namely Term Frequency-Inverse Document
Frequency (TF-IDF) and Stacking Ensemble, to construct a
labeling model on Twitter data (X). Inspired by Alfalqi et
al. [22], we incorporated Active Learning (AL) techniques
within our stacking ensemble method. By utilizing AL, we
reduced the reliance on manual labeling, allowing the model
to actively select the most informative samples for labeling.
This approach not only enhances labeling efficiency but also
reduces human error, leading to a more accurate and robust
model for event detection. The integration of AL techniques
enables the model to handle large volumes of data more
efficiently, which is crucial for real-time event detection
using social media data.

The TF-IDF method is a feature extraction technique that
assigns a weight to each word based on its frequency in
a document and the inverse of its frequency in the entire
document collection [29]. This approach generates a vector
representation that captures the unique characteristics of each
tweet [30]. On the other hand, the Stacking Ensemble method
combines multiple machine learning models [31], allowing
us to leverage the strengths and unique capabilities of each
model. This approach improves overall performance and
mitigates the weaknesses of individual models [32]. Based
on the findings of Ramachandran et al. [23], we employ
the TF-IDF technique for feature extraction. TF-IDF assigns
weights to words according to their frequency and unique-
ness, yielding a more informative feature representation. This
technique helps capture the unique attributes of each tweet,
thereby enhancing the model’s ability to distinguish between
relevant and irrelevant information during event detection.
Incorporating TF-IDF into our model results in improved
performance metrics, including precision, recall, and F1-
score, as demonstrated in the study by Ramachandran et
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TABLE 1. Event Detection Related Work

Author Objectives Method Result
Alfalqi. et al. [22] Combining federative and active learning to

detect emergency events
Federated Learning dan Active
Learning

Accuracy and recall around 0.98
With Active Learning

Ramachandran.
et al. [23]

Improving event detection on Twitter
through feature analysis

Analisis fitur dengan algoritma
Naive Bayes dan Decision Tree

Precision to 0.97, recall 0.95, F1-
Score 0.96

Bhardwaj. et al.
[24]

Combining human and AI contributions in
rule discovery for event detection

Human-in-the-loop approach with
machine learning

Accuracy ranges between 0.71 to
0.86

Rezaei. et al. [25] Detecting events on Twitter using deep
learning classification and clustering

Deep learning classification with
HAN and other methods

The AUC for the Opt-HAN model
reached 0.98

Goyal. et al. [26] Understand and summarize key information
from the tweet stream

Twitter-based event detection and
storyline generation

Effective in event detection and sto-
ryline generation

Yavari. et al. [27] Predicting events using Twitter data analysis Special techniques for tweet analy-
sis

Average precision 0.71 increased to
0.81 dan 0.85 close to the event

Chen. et al. [28] Improving COVID-19 vaccine adverse event
detection

Multi-label classification with di-
verse label selection strategies

Optimal accuracy up to 0.98

al. [23]. Additionally, we apply the Transformer architec-
ture, particularly fine-tuning the BERT (Bidirectional En-
coder Representations from Transformers) model, for event
detection on Twitter data that has been labeled using the
stacking ensemble models. Transformers, and specifically
BERT, are capable of understanding the global context of text
by simultaneously processing information from all words in
a sentence [33]. Fine-tuning is performed to adapt the BERT
model to the context and characteristics of Indonesian Twitter
data, resulting in accurate event classification across diverse
classes [34].

A. STACKING ENSEMBLE METHOD
In the stacking ensemble method, we began by creating a
dataset. We crawled Twitter (X) data using the Tweet Harvest
algorithm, which is available for research purposes. First, we
created a Twitter (X) account, then used the Tweet Harvest
algorithm by adding the token ID from our Twitter (X)
account. To systematically collect and process the Twitter
(X) data, we implemented the following pseudocode, which
outlines the steps for setting up the environment, crawling the
data, and processing the collected tweets.

We collected data between January 1, 2023, and November
30, 2023, amassing 3,451 tweets based on various search key-
words such as riots, soccer, floods, volcanoes, earthquakes,
motorcycle racing, concerts, and others. After collecting the
data, we manually labeled the tweets with the categories:
’riots’, ’soccer’, ’floods’, ’volcanoes’, ’earthquakes’, ’motor-
cycle_race’, ’concerts’, and ’others’. The class labeled as
’others’ had the least number of tweets because it overlapped
with other topics. Any Twitter (X) data that did not clearly
belong to one of the specified categories was assigned to the
’others’ class.

In conducting this study, we adhered to ethical guidelines
to ensure that the data collection process from Twitter (X)
was carried out responsibly. Specifically, we complied with
Twitter’s API usage policies, which govern the lawful and
ethical use of data obtained from the platform. We also took
measures to anonymize any personal information that could
be linked to specific individuals to protect user privacy. This
included removing or obfuscating any user identifiers (such

FIGURE 1. Pseudocode For The Twitter (X) Data Crawling

as usernames or user IDs) from the dataset before analysis.
Additionally, the data collected was solely used for academic
research purposes and was not shared or used in a manner
that could harm or exploit the individuals whose tweets were
included in the dataset. These ethical considerations were
crucial in ensuring that our research not only meets academic
standards but also respects the rights and privacy of social
media users.

After the data was collected, we performed several pre-
processing steps to ensure the quality and usability of the
data. Initially, the data was checked for missing values
and duplicates. No missing or duplicate data were found
during this step. The text data was then cleaned to re-
move special characters, such as @, #, emojis, and URLs,
as well as converting all text to lowercase. This cleaning
process was implemented using the Indonesian NLTK li-
brary [35] to ensure the data was standardized. Stopwords,
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FIGURE 2. Number of Labels in the Dataset

TABLE 2. Description of twitter dataset (X)

Data Period 1 Januari 2023 - 30 November
2023

Amount Of Data 3.580
Label motorcycle_racing, flood, foot-

ball, concert, riot, volcano erup-
tion, earthquake, other

Features Created_at, id_str, full_text,
quote_count, reply_count,
retweet_count, favorite_count,
lang, user_id_str, conversa-
tion_id_str, username, tweet_url,
clean_text, processed_text, label

Language Indonesian

which are common words that do not contribute meaningful
information to the analysis, were also removed to refine
the dataset further. The cleaned text data was then stored
in a new column labeled ’processed_text’ for subsequent
analysis. Following the preprocessing steps, the dataset was
split into training and testing sets. Specifically, 80% of the
data was allocated to training, and 20% was reserved for
testing. The train_test_split function from the scikit-learn
library in Python was employed to perform this split. This
function was chosen due to its capability to randomly shuffle
the data before splitting, ensuring that the resulting subsets
are representative of the overall dataset. Randomization is
a fundamental technique in machine learning as it helps
to minimize selection bias and avoids scenarios where the
model might learn artifacts from the data ordering rather than
the underlying patterns.

To further enhance the robustness of model evaluation,
we employed stratified sampling during the train-test split.
Stratified sampling ensures that each subset of data maintains
the same class distribution as the original dataset, which is
especially important in cases of imbalanced datasets where
certain classes might be underrepresented. Without stratifica-
tion, there is a risk that the training or testing set may dis-
proportionately represent certain classes, leading to skewed
model performance. In such cases, the model could perform
well on overrepresented classes while underperforming on
others. By implementing stratified sampling, we preserved

the proportional representation of each class across both
training and testing sets. This approach ensures that the
model is trained on a dataset that mirrors the diversity and
balance of the full dataset, allowing it to learn patterns that
generalize well across all classes. Moreover, during testing,
the model’s performance can be more accurately assessed
across different classes, providing a clearer understanding of
its strengths and limitations.

In this study, we recognized the potential biases that could
arise due to imbalances in the dataset, particularly with
certain event classes being more prevalent than others. For
example, classes such as ’concert’ and ’football’ were more
frequent, which could cause the model to overfit on these
classes while underperforming on less frequent ones. By
applying stratified sampling during the train-test split, we
ensured that the class distribution remained consistent across
both sets, minimizing the risk of the model becoming biased
toward more common classes and improving its ability to
generalize to less frequent events.

From a technical perspective, stratified sampling works
by dividing the dataset into strata, or layers, based on the
unique classes present in the data. Within each stratum,
the train_test_split function then randomly selects samples
according to the specified split ratio (80/20 in this case),
ensuring that each subset reflects the overall class distri-
bution. This technique is particularly effective in avoiding
overfitting, as it prevents the model from being trained or
tested on a non-representative sample, thereby improving the
reliability and validity of the model’s performance metrics.

After preprocessing the data, we converted the text data
from the cleaned data columns in the training DataFrame
into a numeric feature matrix using the Term Frequency-
Inverse Document Frequency (TF-IDF) technique. TF-IDF
is a statistical measure that evaluates the importance of a
word within a document relative to a collection of documents.
This technique is particularly useful for distinguishing words
that are significant in specific contexts, as it assigns higher
weights to terms that are frequent in a particular document
but rare across the document collection. By applying TF-
IDF, we generate a vector representation of the tweets that
effectively captures their unique characteristics, which is
crucial for accurate event detection. This approach is sup-
ported by studies like Bok et al. [36], which demonstrated
the effectiveness of TF-IDF in an efficient graph-based event
detection scheme on social media. TF-IDF assigns a numer-
ical weight to each word in a document based on how often
the word appears in that document and how unique it is
across the entire document collection. The goal of using TF-
IDF is to provide a more informative feature representation.
Words that appear frequently but are common across many
documents are assigned lower weights, while words that are
less frequent but specific to a particular document receive
higher weights. The resulting TF-IDF feature matrix is then
used as input to train classification models, such as Random
Forest and Support Vector Classifier, to predict the category
label corresponding to each text in the dataset. We present the
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formula for the TF-IDF process as follows:

TF − IDF (t, d,D) = TF (t, d) ∗ IDF (t,D) (1)

Where TF (t, d) is the frequency of the word
(term frequency) from the word t in the document d.
IDF (t,D) is the inverse of the document frequency
(inverse document frequency) from the word t in the docu-
ment D. TF (t, d) can be calculated by :

TF(t, d) =
number of occurrences of the word t in the document d

total number of words in the document d
(2)

The IDF (t,D) formula can be calculated by:

IDF(t,D) = log

(
Total number of documents in collection D

Number of documents containing term t + 1

)
+ 1 (3)

Next is the data labeling process, the results of which will
be used for the labeling training process according to the
type of event. At this stage, we use the stacking ensemble
technique. Stacking ensemble is a machine learning approach
that combines multiple base models to enhance predictive
performance. This technique leverages the strengths of each
individual model while mitigating their weaknesses, leading
to improved overall accuracy [37]. The method is referred to
as "stacking" because it involves two layers of models: the
base classification model layer and the main classification
model layer, also known as the meta-classifier. The architec-
ture of the stacking ensemble method we use is illustrated in
Figure 2, which shows the stacking ensemble architecture

FIGURE 3. Stacking ensemble architecture

Here is the revised version of your paragraph, edited for
proper grammar and IEEE-style writing:

In the base model, we use two classification models:
the Random Forest Classifier (RFC) model as M1 and the
Support Vector Classifier (SVC) model as M2. The RFC was
configured with 100 estimators (n_estimators=100) due to its
robustness in handling large feature sets and complex data,
while the SVC was employed with a linear kernel and a
regularization parameter C set to 1 (C=1). These hyperpa-
rameters were selected based on prior experimentation and
are considered standard for these models. The RFC model
is advantageous for its stability and resistance to overfitting,
making it effective for our diverse dataset. However, it may
struggle with linear patterns in the data a gap effectively filled
by the SVC model, which excels in both linear and non-
linear classifications. For the main model, we use the Voting
Classifier (VC) as a meta-classifier. To enhance the predictive

performance of our model, we combined the outputs of the
RFC and SVC models using the VC, which operates on a
soft voting mechanism. This means the final prediction is
based on the averaged predicted probabilities from both base
models.

This approach leverages the individual strengths of RFC
and SVC, improving the overall classification accuracy. By
integrating the complementary capabilities of these models,
the VC mitigates the weaknesses inherent in each, resulting
in a more robust and adaptive predictive model. Additionally,
this ensemble method helps reduce the risk of overfitting
by balancing the contributions of both base models. The
RFC is robust in handling many features and complex data,
with high prediction stability due to the aggregation of many
randomized decision trees, and it is resistant to overfitting by
combining predictions from numerous trees [38]. However,
RFC has its limitations, particularly in handling linear pat-
terns and data with dominant linear relationships [39]. The
SVC model, on the other hand, excels at handling both linear
and non-linear relationships between features and targets, is
effective in high-dimensional feature spaces, and can handle
outliers well [40].

Despite these strengths, the SVC model is prone to overfit-
ting, especially when using complex kernels, and its perfor-
mance can degrade with a large number of features or data
samples [41]. By understanding the weaknesses and strengths
of each base model, we can effectively combine them to
complement and cover each other’s shortcomings. While the
RFC may be less effective in handling linear patterns, the
SVC addresses this weakness with its ability to manage both
linear and non-linear patterns. Similarly, while the SVC is
prone to overfitting, this issue is mitigated by the RFC’s
predictive stability and robustness when handling complex
data.

Combining the predictions from the base models—RFC
and SVC—using voting rules allows the model to leverage
the unique strengths of each base model, ultimately improv-
ing overall accuracy [42]. By combining multiple models, the
Voting Classifier (VC) helps reduce the risk of overfitting if
one model tends to overfit on certain training data [43]. The
VC works by using the predicted probabilities of the base
models, which enables it to make more informed decisions
by considering the contributions of both RFC and SVC in
making the final prediction [44]. As a meta-classifier, the VC
can analyze the predictions from the RFC and SVC models
collectively, assigning weights to each prediction based on
the majority vote or probability. Meta-classifier models like
the VC provide the advantage of combining the expertise of
two different underlying models [45]. In this case, the VC
makes decisions based on the majority vote or the prediction
probabilities of the RFC and SVC models. This enables the
VC model to mitigate the weaknesses of each base model
while capitalizing on their strengths, resulting in a more
robust and adaptive predictive model.

From the stacking ensemble model we developed, we
derived a mathematical formula for the final prediction of the
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FIGURE 4. Stacking ensemble labeling proposed method

ensemble stacking model. Beginning with the base models,
RFC and SVC, the basic RFC model is built on the random
forest algorithm to predict the class of the data. The mathe-
matical formula for the basic RFC model is as follows:

PRFC(y|x) = 1/N ∗ Pj(y|x) (4)

Where N is the number of trees in the forest, Pj(y|x) is
the probability of class y for data x in the j tree. Then the
mathematical formula for calculating the class prediction of
the SVC model is as follows:

PSVC(y|x) = sign(f(x)) (5)

Where y is the class to be predicted, x the data to be clas-
sified and f(x) is the hyperplane that separates the positive
and negative classes. Meanwhile, the mathematical formula
for the VC model is as follows:

PVC(y|x) = wi ∗ Pi(y|x) (6)

Where wi is the weight of the i model, and Pi(y|x) is the
probability of class y for data x in the i model. In the case of

stacking ensemble created using two basic models, namely
the RFC basic model as M1 and SVC as M2 and VC as the
main model (meta classifier). Therefore, we will get the final
prediction math formula (pf ) as follows:

pf = argmax(wV C ∗ PV C(y|x) + wM1 ∗ PM1(y|x)
+ wM2 ∗ PM2(y|x))

(7)

Where pf is the final prediction, argmax the function that
finds the value of the argument (x) that maximizes the func-
tion f(x), wV C denotes the weights for the Voting Classifier
(V C) meta classifier, PV C(y|x) denotes the probability of
class y for data x according to the V C model, wM1 is the
weight for the Random Forest Classifier (RFC) base model
as M1, PM1(y|x) denotes the probability of class y for data
x according to M1 (RFC) model, wM2 denotes the weights
for Support Vector Classifier (SVC) base model as M2 and
PM2(y|x)) is the probability of class y for data x according
to M2 (SVC) model. So overall, this formula shows that
the final prediction (pf ) is determined by selecting the class
that has the highest combined value. The combined value
is calculated by multiplying the probability of each model
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(PV C , PM1, PM2) with its weight (wV C , wM1, wM2), then
summing the multiplication results of all models and find-
ing the class that maximizes the combined value using the
argmax function. So it can be concluded that the main model
(meta classifier) in this case is VC trains its model using
class predictions from the base model (M1 and M2) as input,
then VC predicts classes for new data by calculating the most
votes from the base model predictions.

We also tested the model using a learning curve, which
is a graph that shows how the model’s overall performance
changes as the amount of training data increases. The learn-
ing curve is useful for evaluating overfitting or underfitting
and determining the optimal size of the training data. It
provides insights into how the model’s performance evolves
with additional data. Testing with a learning curve is crucial
because it gives a quick overview of the model’s performance
as the dataset size grows. It helps identify overfitting or
underfitting, determines the optimal dataset size, and offers
an evaluation of model performance at different data sizes.
This information is valuable for model parameter optimiza-
tion and validating cross-validation results. By analyzing
the learning curve, developers can make informed decisions
about whether model adjustments or changes in the training
strategy are needed, ensuring that the model adapts well to
larger datasets.

The learning curve indicates that the ensemble model con-
tinues to improve its performance as the number of training
data examples increases. We evaluated accuracy metrics us-
ing a robust 10-fold cross-validation approach, resulting in an
average cross-validation score of 0.92 on independent data.
This method ensures that our model’s performance is not
only consistent but also generalizable across different subsets
of the data. The stacking ensemble model demonstrated
superior performance compared to individual models such as
Random Forest (RF) and Support Vector Machine (SVM),
achieving an accuracy rate of 0.99 on the test data. These
results highlight the effectiveness of the stacking ensemble
approach in handling complex classification tasks.

The stacking ensemble method was chosen due to its
ability to leverage the strengths of multiple models, thereby
improving overall prediction accuracy and robustness. By
combining models such as Random Forest and Support Vec-
tor Machine, the stacking ensemble mitigates the weaknesses
of individual models and enhances performance through col-
lective learning. Additionally, fine-tuning the BERT model
allows for precise event detection by utilizing its powerful
language understanding capabilities, specifically tailored to
the context of Indonesian Twitter data. This combination
of methods ensures that our dynamic pricing model is both
accurate and adaptive to real-time social media insights.

B. BERT MODEL FOR EVENT DETECTION
The Transformer model consists of two main parts: en-
coder and decoder [46]. The encoder analyzes the input text
and generates an internal representation, while the decoder
uses this representation to generate outputs [47]. The BERT

(Bidirectional Encoder Representations from Transformers)
model is a Transformer model that has been trained for text
classification tasks [48]. BERT has emerged as a power-
ful tool for natural language processing (NLP) tasks due
to its ability to generate contextually rich embeddings. As
highlighted by Bano et al. [49], integrating BERT with
models like BiGRU enables the capturing of both local and
global contexts, significantly enhancing model performance
in extractive summarization tasks. Moreover, the challenge
of using BERT for long document summarization, due to its
input length restrictions, has been addressed by Bano et al.
[50], who proposed a novel architecture that divides long
documents into smaller chunks. Each chunk is processed
through BERT to generate sentence embeddings, which are
then fed into an attention-based encoder-decoder framework,
enabling the model to capture global context and generate
highly accurate summaries. This approach was rigorously
tested on scholarly datasets like arXiv and PubMed, where
it consistently outperformed state-of-the-art models, demon-
strating its effectiveness in handling complex and lengthy
texts.

The success of this method underscores BERT’s adapt-
ability, making it particularly suitable for tasks like detecting
traffic events in social media data. BERT is a deep learning
model designed for NLP tasks, and it is particularly effective
in understanding the context of words within a sentence by
processing information bidirectionally [51]. The model is
trained on large text and code datasets [52], and consists
of two main components: the encoder and decoder [53]. In
our experiments, we used the Transformer technique with the
BERT model for multi-class classification tasks. Specifically,
we used the IndoBERT-Base-p1 model from Hugging Face,
a version of the BERT model pre-trained on an Indonesian
corpus. IndoBERT-Base-p1 is specifically designed for NLP
classification tasks in Indonesian. For our multi-class task,
we fine-tuned the classification layer of the model using the
event classes prepared in the Indonesian language. Hugging
Face, a popular platform for machine learning models, pro-
vides various pre-trained models such as IndoBERT, which
can be customized for specific applications like text classi-
fication. The data used for our event detection experiments
was labeled in the earlier preprocessing steps. Our proposed
method for detecting events is illustrated in Figure 4.

First, we initialize the tokenizer and model using indobert-
base-p1. We use the BERT tokenizer for the Indonesian lan-
guage from the Hugging Face Transformers library. The text
data was tokenized to a maximum sequence length of 128 to-
kens, ensuring uniform input dimensions. This tokenized text
was then converted into numerical representations, which
were fed into the BERT model. The tokenizer is responsible
for converting the text into a numerical representation that
the BERT model can process. We chose the indobert-base-
p1 model because it is a state-of-the-art language model for
Indonesian, based on the BERT architecture. The next step
involves tokenizing and converting the text into a numerical
format that the BERT model can interpret. First, we set
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FIGURE 5. Event Detection Proposed Method

max_length as the maximum length of tokens allowable
length of tokens in a sample. Then, we initialize two empty
lists, input_ids and attention_masks, which will be populated
with the tokenization results for each text. Using a loop,
we iterate through each text in the ’full_text’ column of the
dataset. Within the loop, we utilize the encode_plus method
from the pre-initialized tokenizer to perform tokenization and
convert the text into a numerical format. All tokenization
results are then merged into a tensor. The results of the tok-
enization input_ids and attention_masks which are numerical
representations of the text—are subsequently used as input
for the BERT model.

The BERT model architecture was enhanced by adding a
classification layer on top. This included a dropout layer with
a dropout rate of 0.1, followed by a fully connected linear
layer for producing the classification results. The model was
fine-tuned using the AdamW optimizer with a learning rate of
1e-5, over five epochs, to adapt the pre-trained BERT model
to our multi-class event classification task. Next, we initial-
ized a LabelEncoder object. The LabelEncoder is used to
convert categorical labels (in this case, the ’prediction_label’
column in the dataset) into integer values for model training
purposes. The LabelEncoder was then applied to convert the

’prediction_label’ column into integers. The dataset was split
into two parts: 80% for training and 20% for testing. After
preparing the data, we built the classification model. The
model architecture consists of multiple layers, including the
BERT model, a dropout layer, and a fully connected linear
layer for classification output. The BERT model leverages
the pre-trained architecture, and the dropout layer, with a
dropout rate of 0.1, helps prevent overfitting by randomly
disabling units during training. To ensure the robustness and
reliability of our model, we evaluated its performance using
metrics such as precision and recall, particularly given the
imbalanced nature of certain event classes. These evaluation
metrics are critical in contexts like ours, where accuracy
alone may not fully capture the model’s performance. This
approach aligns with the findings of Khalid et al. [54],
which emphasize the importance of multi-objective evalua-
tion for determining model usefulness, particularly in aca-
demic search applications.

The next step is to train the classification model using the
pre-processed data. First, we create a TensorDataset object
using ’train_inputs’, ’train_masks’, and ’train_labels’. The
TensorDataset is used to combine input data and labels into a
single dataset. Next, we utilize ’DataLoader’ to create a dat-
aloader from ’train_data’.The dataloader manages the dataset
during training, including dividing it into batches of size
’batch_size_train’ and randomizing the data (’shuffle=True’).
After setting up the dataloader, we begin the model training
process. We specify the number of epochs (full iterations
through the dataset) with epochs = 5. Next, we iterate through
each epoch using a loop. At each iteration within an epoch,
we set the model to training mode with ’classifier.train()’. We
then fetch one batch from the dataloader (’train_dataloader’)
ccontaining the input IDs, attention masks, and labels.

Subsequently, a forward pass through the BERT model is
performed. The output from the BERT model is taken from
the last layer and further processed through the dropout and
linear layers to obtain logits, which are the model’s output
values. We then calculate the loss using the logits and the ac-
tual labels with the loss function (’nn.CrossEntropyLoss()’).
The calculated loss is used to compute the gradients via a
backward pass. Finally, we optimize the model by updating
its parameters based on the previously computed gradients
using the AdamW optimizer, a variant of the Adam algorithm
that incorporates L2 regularization (weight decay). AdamW
helps maintain stability and reduces overfitting. Once the
BERT model is trained, we evaluate its performance using
the Classification Report. This report provides key evaluation
metrics, such as precision, recall, F1-score, and accuracy.
These metrics are crucial for assessing how well the model
classifies each class, as well as its overall performance.

We chose the stacking ensemble method due to its abil-
ity to leverage the strengths of multiple models, thereby
improving overall accuracy and robustness in predictions.
By combining machine learning models such as Random
Forest and Support Vector Machine, the stacking ensemble
reduces the weaknesses of individual models and enhances
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performance through collective learning. On the other hand,
fine-tuning the BERT model enables precise event detection
by utilizing its strong language understanding capabilities,
specifically adapted to the context of Indonesian Twitter
data. This combination ensures that our dynamic pricing
model is both accurate and adaptive to real-time social media
insights. The stacking ensemble method combines several
base classifiers, such as Random Forest and Support Vector
Classifier, to improve performance. This method allows for
the easy integration of additional classifiers or retraining with
new datasets from different regions or event types. Fine-
tuning the BERT model involves adapting the pre-trained
model to specific datasets, allowing it to learn contextually
relevant information from various applications. This process
requires minimal customization, primarily retraining the final
layer with new datasets. By combining the stacking ensem-
ble method with a fine-tuned BERT model, our approach
effectively integrates the strengths of machine learning and
deep learning techniques. The stacking ensemble method
improves predictive accuracy through model diversity, while
the BERT model provides a deep contextual understanding
of language, particularly in the context of Indonesian Twitter
data. This dual approach ensures robust event detection and
dynamic pricing strategies based on real-time social media
insights.

Given the complexity of language and context in tweets,
our model employs several strategies to handle linguistic
nuances and variations across different event types. We fine-
tuned the BERT model specifically for Indonesian Twitter
data, which involved training it on a diverse dataset of tweets
covering various events, such as sports, concerts, and nat-
ural disasters. The BERT model’s architecture allows it to
understand the global context by processing all words in a
sentence simultaneously, making it well-suited for capturing
subtle linguistic nuances and contextual variations. We also
incorporated the Term Frequency-Inverse Document Fre-
quency (TF-IDF) technique in our feature extraction process
to emphasize words that are unique and significant to specific
events. This method enhances the model’s ability to differ-
entiate between contexts by assigning higher importance to
words that are particularly relevant to a certain type of event.

IV. RESULTS AND DISCUSSION
A. RESULT
The results of the experiments to create a Twitter (X) data
labeling model using the stacking ensemble method, as well
as the fine-tuning of the BERT model for event detection, are
presented in this section.

1) Results of stacking ensemble model
First, we evaluate the performance comparison between in-
dividual models and the stacking ensemble model. In the
comparison of Random Forest (RF), Support Vector Machine
(SVM), and the ensemble models on the test data (as shown
in Table 3), it is evident that the ensemble model outperforms
both RF and SVM, achieving an accuracy rate of 0.99.

The Random Forest model performed very well with an
accuracy of 0.98, while the Support Vector Machine model
achieved an accuracy of 0.97. These results indicate that the
use of ensemble models, particularly with a voting classifier
approach, enhances classification capabilities by integrating
the strengths of each base model (RF and SVM), leading to
more optimal performance on the test data. The ensemble
model delivers consistent and superior results, highlighting
its potential for implementation in classifying event-related
Twitter (X) data across specific categories, including timing
and other event-related factors.

FIGURE 6. Classification Model Accuracy Comparison on Test Data

Each class demonstrates high precision, recall, and F1-
score, reflecting the model’s ability to classify different types
of events in the Twitter (X) data accurately. For instance,
the "motorcycle racing" class achieved a precision and recall
rate of approximately 0.99, with F1-score and support values
reaching 1.00, indicating the model’s consistent ability to
recognize and classify these events. The overall evaluation
results, both at the macro and weighted levels, confirm the
ensemble model’s capability to accurately label the test data,
which consisted of 690 samples—a portion of the total 3,461
data points used during the training and testing process.
The 80/20 split between training and testing data ensures
a balanced representation, enabling the model to generalize
well to previously unseen data. More detailed evaluation
results are presented in Table 3.

TABLE 3. Ensemble Stacking Model Evaluation

Label Precision Recall F1-Score Support
motorcycle_race 1.00 0.99 1.00 118
flood 1.00 0.96 0.98 106
earthquake 0.99 1.00 0.99 91
volcanoes 0.99 1.00 0.99 74
riot’s 0.98 1.00 0.99 93
concert 0.99 0.99 0.99 81
other 0.97 0.97 0.97 32
football 0.98 0.99 0.98 95
Accuracy 0.99 690
Macro Avg 0.99 0.99 0.99 690
Weighted Avg 0.99 0.99 0.99 690

We also evaluated the stacking ensemble model using a
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learning curve. The results show that the model performs
exceptionally well on the training data, with the training
score (represented by the red line) remaining stable at around
0.99. However, on the cross-validation data, the model’s per-
formance steadily improves as more data is added. Initially,
the cross-validation score (CV score) was approximately
0.44, then increased to 0.58, 0.85, and eventually peaked at
0.96. These results indicate that the model has a strong ability
to generalize to unseen data, demonstrating its robustness and
effectiveness in handling new inputs.

FIGURE 7. Learning Curve (Stacking Ensemble Model)

We then tested the ensemble stacking model with inde-
pendent data. A new dataset was retrieved, consisting of
3,689 data points using the same keywords as the previous
dataset, including music concert, soccer, riot, flood, volcano,
motorcycle racing, earthquake, and others. The model was
evaluated on this independent data using cross-validation to
assess its performance.

FIGURE 8. Cross Validation Evaluation Results with Independent Data

The results of the cross-validation show a variation in
accuracy values across each fold: [0.813, 0.894, 0.938, 0.981,
0.973, 0.962, 0.967, 0.949, 0.978, 0.796]. The average ac-
curacy across all folds is approximately 0.92. These values
provide insight into how well the ensemble model generalizes
to independent data that was not seen during training. Despite

some variations, the high average accuracy suggests strong
performance in classifying independent data.

Additionally, we validated the model using an independent
dataset that had not been included in the training process.
This independent data was preprocessed using the same TF-
IDF vectorizer and label encoder as the training data. The
ensemble model, consisting of a RandomForestClassifier and
an SVM combined with a VotingClassifier using soft voting,
was then used to predict the labels of the independent data.
The predicted labels were compared to the true labels, and the
model’s performance was evaluated using metrics such as ac-
curacy, precision, recall, and F1-score. The cross-validation
scores and the independent data validation demonstrate the
model’s robustness and generalizability, highlighting its ef-
fectiveness in real-world scenarios.

2) BERT Model Fine Tuning Evaluation Results for Event
Detection

The evaluation of the BERT model for event detection
yielded satisfactory results, achieving an accuracy rate of
0.94. These results were derived from measuring various
performance metrics such as precision, recall, and F1-score
for each class. In particular, the model demonstrated high
accuracy in recognizing specific events such as ’football’
and ’flood’, with precision and recall scores nearing 1.00.
However, certain classes, such as ’other’, exhibited lower
precision and recall values, indicating challenges in accu-
rately recognizing these categories. The primary reason for
this is the smaller amount of data available for the ’other’
class, limiting the model’s ability to learn from enough
examples and make accurate predictions. This lack of data
representation makes it difficult for the model to distinguish
the ’other’ class from other event types.

To further validate the BERT model’s performance, we
utilized an independent dataset that had been labeled using
the previously trained stacking ensemble model. The inde-
pendent data was preprocessed using the same tokenizer and
label encoder as the training data. The fine-tuned IndoBERT
model was then applied to predict the labels of the indepen-
dent data. Cross-validation was employed on the independent
dataset to assess the model’s robustness. The cross-validation
scores demonstrated high accuracy, further confirming the
model’s effectiveness in real-world scenarios.

TABLE 4. Evaluation Metrics BERT Model

Class Precision Recall F1-Score Support
football 1.00 0.99 0.99 83
concert 0.95 0.98 0.97 107
volcanoes 0.96 0.98 0.97 102
earthquake 1.00 0.93 0.96 56
riots 0.89 0.96 0.92 120
flood 1.00 1.00 1.00 102
motorcycle_race 0.90 0.87 0.88 141
other 0.77 0.63 0.69 27
Accuracy 0.94 738
Macro Avg 0.93 0.92 0.92 738
Weighted Avg 0.94 0.94 0.94 738
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To achieve these results, the independent dataset was tok-
enized using the indobert-base-p1 tokenizer and transformed
into numerical representations. The dataset was split into
training and testing sets in an 80:20 ratio. The BERT model
was fine-tuned with a learning rate of 0.00001 and a batch
size of 32. A dropout layer was utilized to prevent overfitting,
and the AdamW optimizer with a cross-entropy loss function
was employed during training. The evaluation was conducted
using the hold-out test set, with metrics such as precision, re-
call, and F1-score computed to ensure robustness. The overall
accuracy achieved on the hold-out test set was 94.31%,
demonstrating the model’s strong performance in event de-
tection tasks. Table 4 shows that the BERT model performs
well across most classes, with balanced F1-score values.
Despite some variations in performance between classes, the
weighted average remains high at 0.94. This indicates that the
model is effective for event detection on Indonesian Twitter
(X) data, though improvements in certain classes are needed
to further optimize overall detection.

B. DISCUSSION
1) Introduction to the Discussion

The experimental results obtained in this study show better
results compared to some other similar studies. For exam-
ple, in a study conducted by Bhardwaj. et al. [24], which
combined human and artificial intelligence contributions in
event detection with accuracies between 0.71 and 0.86, the
approach in this study, which involves ensemble stacking
models in the labeling process and fine-tuning of the BERT
model, managed to surpass that accuracy by reaching 0.94.
This confirms that the combination of labeling techniques
using ensemble stacking models and fine-tuning the BERT
model can provide more reliable event detection results.

2) Comparison with Related Studies

Another study by Yavari. et al. [27], with a research focus
on event prediction using Twitter (X) data analysis, the
result of this study is that the precision of event prediction
will increase as the time of an event approaches. Average
precision results of around 0.71, which can be increased to
0.81 and 0.85 closer to the event. However, the results of our
study managed to overcome these challenges by achieving a
higher accuracy of 0.94, using the ensemble stacking model
in the labeling process and fine-tuning the BERT model.
This success indicates that the combination of techniques can
significantly improve the accuracy and generalization of the
model.

An additional challenge comes from other research such
as that conducted by Goyal. et al. [26], which does not
specifically present its results but claims effectiveness in
event detection and storyline generation through social me-
dia. Our research has a significant impact on our efforts to
continuously refine and improve our methodology, creating
a superior contribution in the domain of event detection on
social media platforms.

Furthermore, there is research conducted by Ramachan-
dran et al. [23], which aims to improve event detection on
Twitter (X) through feature analysis using Naive Bayes and
Decision Tree algorithms. The results of our study show a
precision level of up to 0.97, recall of 0.95, and F1-Score
of 0.96. When looking at the results of the classification
report, such as precision, recall, and F1-Score on average,
this study managed to achieve a higher level of performance
compared to the average results of our research. However,
when looking at the results in detail for each class or event,
our method shows superiority in certain classes. For example,
in class ’0’ (soccer), our detection results show a precision of
1.00, recall of 0.99, and F1-Score of 0.99. This indicates that,
although the average of our results may be slightly below, the
method we applied is able to provide excellent performance,
even exceeding the results of other studies on certain classes.
Thus, this research not only offers a more effective solution
in the context of Indonesian Twitter (X), but also provides
a foundation for the development of more advanced and
adaptive event detection methods on social media platforms.

In this study, we utilized evaluation metrics including
precision, recall, F1-score, and accuracy to assess the per-
formance of our models. Precision measures the accuracy
of positive predictions, indicating the proportion of true
positives among all positive predictions. Recall assesses the
model’s ability to identify all actual positive instances, rep-
resenting the proportion of true positives detected by the
model. The F1-score, which is the harmonic mean of pre-
cision and recall, provides a balanced evaluation, particularly
useful when there is a trade-off between precision and recall.
Accuracy offers an overall measure of how often the model’s
predictions—both positive and negative—are correct.

We also conducted a comparison between our stacking
ensemble model and several baseline models, including Ran-
dom Forest (RF), Support Vector Machine (SVM), and other
commonly used deep learning models. The results showed
that our stacking ensemble model, which combines RFC and
SVC with a Voting Classifier as the meta-classifier, signifi-
cantly outperformed these baseline models. For instance, the
RF and SVM models achieved accuracies of 0.98 and 0.97,
respectively, while our stacking ensemble model reached an
accuracy of 0.99. This indicates that the stacking ensemble
approach effectively mitigates the weaknesses of the individ-
ual base models, resulting in more accurate and consistent
predictions. Therefore, we assert that our stacking ensemble
model can be considered state-of-the-art in the context of
event detection from social media data, particularly for ap-
plications in dynamic pricing of airline tickets.

3) Implications for Airline Revenue and Dynamic Pricing
The relation between event detection and dynamic pricing
in our study is explained by examining the influence of
various events such as music concerts, sporting events, riots,
and natural disasters on airfare pricing dynamics. When
important events attract large numbers of people to a certain
area, the demand for airfare to that location increases, which
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often results in higher prices due to increased occupancy
rates. Conversely, negative events such as riots or natural
disasters can lead to a decrease in demand, as travelers avoid
the affected areas, potentially resulting in lower ticket prices
to stimulate demand. Accurate event detection is achieved
through real-time analysis of social media platforms such
as Twitter (X), where the volume and sentiment of tweets
related to specific events are monitored. This real-time data
allows airlines to predict changes in travel demand and adjust
pricing strategies dynamically. For example, in the case of
positive events, airlines can raise ticket prices to capitalize
on the surge in demand, while for negative events, they can
lower prices to maintain occupancy levels by encouraging
travel despite adverse conditions.

The integration of event detection into dynamic pricing
models involves sophisticated machine learning algorithms
to process and interpret large amounts of social media data.
This process creates a predictive model that informs real-time
price adjustments, optimizing revenue and occupancy. By
incorporating real-time event detection into dynamic pricing
models, airlines can make data-driven decisions, improving
their pricing strategies to better respond to market changes.
This detailed explanation aims to make the relationship be-
tween event detection and dynamic pricing more explicit and
easy to understand. Moreover, the events detected through
our method are not just signals for general demand shifts,
but are integrated directly into the dynamic pricing model
as new features, along with the sentiment associated with
each event. This integration allows the pricing model to
react not only to the occurrence of events but also to the
public’s sentiment towards these events, providing a more
nuanced and accurate adjustment to pricing strategies. For
example, a positive sentiment surrounding a major concert
in a destination city could lead to an anticipatory increase in
ticket prices, whereas negative sentiment due to an event like
a natural disaster could trigger price reductions to encourage
travel or manage occupancy.

This approach offers a significant improvement over tra-
ditional dynamic pricing mechanisms, which typically rely
on historical data and generalized demand trends. By incor-
porating real-time event detection and sentiment analysis,
our model allows airlines to adapt more rapidly to market
changes, making pricing decisions that are more aligned
with current conditions. This not only enhances revenue opti-
mization but also improves customer satisfaction by aligning
prices more closely with market realities.

4) Further Discussion and Impact
Similarly, other related studies have contributed to the devel-
opment of event detection on social media. For example, the
research conducted by Chen et al. [28], aims to improve the
detection of adverse events related to the COVID-19 vaccine.
They used a multi-label classification method with diverse
label selection strategies, achieving optimal accuracy results
of up to 0.98. Based on the comparison with these studies,
we can see that our study is able to compete and even surpass

these results in some aspects. For example, in one of the event
classes in our study, the optimal accuracy rate reached 0.99.
This shows that our method has the potential to provide more
precise detection results, especially in the context of specific
events on Indonesian-language Twitter (X).

This study reveals a fundamental problem in the existing
airfare pricing practice, where conventional approaches have
not fully utilized the potential of event detection to achieve
the desired level of responsiveness and accuracy. Through
the application of more sophisticated event detection meth-
ods, this research is able to overcome these obstacles and
strengthen our knowledge base regarding event detection for
dynamic pricing of airfare. By identifying existing weak-
nesses and presenting innovative solutions, this research
makes a positive contribution in shaping a new framework
that is more agile and adaptive, which can ultimately improve
the effectiveness and competitiveness of the airline industry
in the face of changing market dynamics.

The scalability of the proposed approach is further shown
by its potential applicability in different regions and for dif-
ferent types of events. By retraining the model with relevant
data sets, the method can be adapted to specific needs without
significant modifications. For example, the approach can be
adapted to monitor events in different languages or cultural
contexts by fine-tuning the BERT model with the respective
regional data sets. The flexibility of the stacking ensemble
method in integrating diverse classifiers also supports its
applicability in various domains.

In our evaluation, the fine-tuned BERT model demon-
strated strong performance across various event types, ac-
curately capturing the nuances of language used in different
contexts. For example, the model showed high precision and
recall for events like ’football’ and ’flood,’ where linguistic
patterns and contextual cues are distinct. However, it faced
challenges in the ’other’ category, which consists of more
ambiguous or less frequent event types. This indicates the
model’s reliance on the richness of the training data and its
ability to adapt to specific linguistic contexts when such data
is sufficiently represented.

V. CONCLUSION
The results of this event detection research have made a
significant contribution in two main aspects. Firstly, we
successfully developed a stacking ensemble model for data
labeling. By employing a two-layer approach, where the
base layer consists of Random Forest Classifier (RFC) and
Support Vector Classifier (SVC), and the main layer uti-
lizes Voting Classifier, our model achieves an impressive
maximum accuracy rate of 0.99. Additionally, evaluation of
the ensemble stacking model was conducted on indepen-
dently unlabeled data, with the evaluation results using cross-
validation method reaching a commendable score of 0.92,
indicating excellent evaluation performance. Secondly, our
research introduces the use of the fine-tuning method for the
BERT model in event detection. With an overall accuracy rate
of 0.94, the model proficiently identifies eight distinct event
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types: ’football’, ’concert’, ’volcanoes’, ’earthquake’, ’riot’,
’flood’, ’motorcycle_racing’, and ’other’. The combination
of these two contributions provides a robust framework for
event detection in Indonesian Twitter (X) data.

Moving forward, addressing imbalanced data remains a
primary focus for improving model performance. Strategies
such as rearranging class distribution or applying class-
specific sampling techniques may enhance the model’s gen-
eralizability, especially for classes with fewer samples. Fur-
thermore, for future event detection endeavors, exploring the
integration of image data presents an intriguing direction.
As research in image detection progresses, integrating visual
data from social media platforms like Twitter (X) may offer
additional insights, complementing text analysis for a more
comprehensive understanding of events. It is noteworthy that
there is a wide range of image detection-related research that
can provide inspiration for further exploration and develop-
ment.

Additionally, expanding event detection to include vari-
ables relevant to dynamic pricing of airline tickets presents an
intriguing prospect. Integrating insights from event detection
into dynamic pricing models holds promise for enhancing
pricing strategies, optimizing revenue, and ensuring adapt-
ability in dynamic market landscapes. This research can be
extended to develop strategies for observing the dynam-
ics of airline ticket prices by incorporating event features
derived from social media. This extension would provide
a more comprehensive understanding of price fluctuations
influenced by social events.

This study demonstrates the effectiveness of using a stack-
ing ensemble method and fine-tuning BERT for dynamic
pricing of airline tickets based on event detection. While
the results are promising, there are several areas for further
research and potential improvements. Future research could
explore integrating real-time data sources, such as social
media trends, weather forecasts, and economic indicators, to
enhance the dynamic pricing model. This integration could
make the pricing model more responsive to sudden changes
in demand and supply conditions. Additionally, expanding
the feature set to include more variables, such as customer de-
mographics, booking time, and competitor pricing, could im-
prove the accuracy and robustness of the model. Researchers
could investigate the impact of these additional features on
the model’s performance.

Applying transfer learning techniques to adapt the BERT
model fine-tuned on airline ticket data to other industries
could also be a fruitful area of exploration. This approach
could reduce the amount of training data required for new
applications, such as hotel booking, car rentals, or event
ticket sales, where dynamic pricing is also relevant. Further-
more, while this study focused on stacking ensemble and
BERT, other advanced machine learning models, such as re-
inforcement learning and neural networks, could be explored
to optimize dynamic pricing strategies further. Comparative
studies could provide insights into the most effective models
for different scenarios.

The findings from this study could be applied to other
industries that use dynamic pricing. For instance, the retail
industry could benefit from dynamic pricing models to ad-
just prices based on customer behavior and market trends.
Similarly, the hospitality industry could use these models to
optimize room rates based on occupancy rates and seasonal
demand. By addressing these areas for further research, we
can continue to enhance dynamic pricing models and expand
their applicability to various industries, thereby maximizing
their potential benefits. Furthermore, this research can be
extended to develop strategies for observing the dynam-
ics of airline ticket prices by incorporating event features
derived from social media. This extension would provide
a more comprehensive understanding of price fluctuations
influenced by social events.
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