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ABSTRACT Any condition that damage or impedes the normal operation of the lungs is classified as
a lung disease, and failure to identify and address it early on can potentially lead to false outcomes. To
address this challenge, two innovative techniques are proposed for lung disease classification, supporting
medical professionals to diagnose and provide preventive measures at an early stage. The Proposed Model
1 integrates a custom MobileNetV2L2 architecture, that builds upon the MobileNetV2 framework through
fine-tuning and customization. This model incorporates a ridge or L2 regularizer within its dense layer
to enhance its performance. The Proposed Model 2, custom CNN2 built on CNN as its foundational
block, is fine-tuned with ELU as the activation function, replacing ReLU, and incorporates the ridge or L2
regularization technique. The proposed research utilizes two publicly available datasets: DS1(Data Set1),
which is the Lung Disease 5-class dataset, and DS2(Data Set2), which is the Lung Disease 4-class dataset
and are collected from Kaggle. The results from the Proposed Model 1 provide better performance than
state-of-the-art techniques like EfficientNet B0, InceptionV3, ResNet, and InceptionResNetV2. It achieved
a training accuracy of 99.53%, validation accuracy of 100%, and test accuracy of 95.51%. The proposed
Model 2 provides outstanding performance, with a training accuracy of 96.79%, validation accuracy
of 91.56%, and testing accuracy reaching 99.26% The proposed research serves as a valuable tool for
Pulmonologists, providing a secondary opinion in the diagnostic process.

INDEX TERMS Convolutional Neural Networks, Contrast Limited histogram equalization technique,
DenseNet, InceptionV3, InceptionResNetV2. MobileNetV2, L2 Regularizer

I. INTRODUCTION

The third most significant cause of death worldwide, accord-
ing to statistics, is lung disease [1]. The function of the lungs
is to take oxygen inside and remove carbon dioxide. If any
part of the lung is not working correctly, lung diseases arise.

Modalities used by radiologists to detect lung diseases
are X-ray and Computed Tomography(CT) techniques, but
X-ray is more economical than CT scans; thus, radiologist
suggests X-ray more frequently for primary diagnosis of
lung disease [2]. Artificial Intelligence (AI) aims to replicate
human cognitive processes, catalyzing a transformative shift
in healthcare. This evolution is due to increased analytics
tools and abundant healthcare data, facilitating automated
diagnoses across various diseases such as cancer, COVID-19,

and pneumonitis. Numerous models have recently emerged
in response to this trend [3] Artificial intelligence in the
health area happened for the first time in 1950 when re-
searchers utilized computers to improve disease diagnosis. In
recent times, the use of AI in the medical field has increased
due to high computing power machines and a vast amount of
data available in digital form [3] The increased volume of im-
age data presents new demands for analysis and processing.
Convolutional neural networks were specifically developed
to address these challenges. Their robust image classification
and identification capabilities have found widespread appli-
cations across various image classification systems [7].

The main aim of the proposed research work is to cre-
ate an automated deep-learning framework application for
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quick and precise identification and categorization of lung
diseases such as Tuberculosis, Viral Pneumonia, COVID-19
and Bacterial Pneumonia. The proposed research utilizes two
publicly available data sets to achieve this aim. Dataset 1,
DS1 includes 10,000 X-ray images of five classes of lung
diseases, such as regular X-rays with Viral Pneumonia, Tu-
berculosis, COVID-19, and Bacterial Pneumonia. Dataset 2,
DS2 includes 8,107 X-ray images of three lung diseases, such
as regular X-rays with COVID-19, Pneumonia and Tubercu-
losis. Two deep-learning models are proposed here to create
an automated deep-learning framework. The first proposed
deep learning model (MobileNetV2L2) provides denoising
of the raw image datasets using the Contrast limited image
enhancement technique (CLAHE) and then the MobileNetV2
transfer learning technique provides categorization of the
specified lung diseases. To enhance the model performance
and to avoid overfitting L2 or Ridge regularization tech-
nique is added to this framework. This proposed model
is also compared with other existing models namely Shal-
low CNN, VGG19, EfficientNetB0, InceptionV3, ResNet50,
DenseNet121, Xception, MobileNet and InceptionResNetV2
. The second Proposed deep learning model framework con-
sists of three convolutional layers and three dense layers
with ELU as an activation function. To enhance the model
performance and to provide categorization of specified lung
diseases, the proposed framework applies dropout and Ridge
or L2 Regularizer in its dense layer.

The remaining part of the paper consists of a detailed
literature review described in Section II and the methodology
proposed in Section III. The research result and analysis are
in Section IV followed by the conclusion and the future scope
of the work in Section V.

II. LITERATURE REVIEW
Deep learning algorithms have recently gained popularity
because they can identify anomalies in chest X-ray images
[1]. Studies have shown consistent and effective results when
artificial intelligence is used to assist in diagnosis [3]. In the
task related to lung disease multi-classification, a lot of work
happened using various transfer learning techniques [1], [11]
, [14], [16]. In the paper [1] lung diseases multi-classification
of 10 lung diseases ( Effusion,COVID-19, Tuberculosis,
Lung Opacity,Pneumonia Mass, Nodule, Pneumothorax, and
Pulmonary Fibrosis, along with the Normal class) is done
using the LungNet22 model which is built upon performing
ablation study on basic building blocks of VGG16 archi-
tecture after pre-processing the dataset with contrast limited
adaptive histogram equalization (CLAHE) and eight aug-
mentation techniques, LungNet22 achieved a nice accuracy
of 98.89% [1]. In the paper [16] KarNet framework by itiliz-
ing transfer learning models is proposed to classify COVID-
positive and COVID-negative classes using computed tomog-
raphy images. The KarNet framework is developed using pre-
trained models of DenseNet201, VGG16, ResNet50V2, and
MobileNet as its basic blocks. The KarNet framework with
DenseNet201 showed nice performance with the accuracy of

the test dataset as 97% [16]. Few papers [1], [7] provided
image pre-processing in the form of either denoising the
image or applying any image enhancement techniques before
applying the dataset to deep learning models and achieved
commendable results. In the paper [7] author proposed image
enhanced model using k-symbol Lerch transcendent func-
tions which enhances the images based on image pixel prob-
ability. After the image enhancement step, the customized
CNN architecture and two pre-trained CNN models AlexNet,
and VGG16 are developed. The proposed model classifies
Pneumonia, Normal, and COVID disease X-ray and CT
scan images showing classification accuracy, sensitivity, and
specificity of 98.60%, 98.40%, and 98.50% for the X-ray
image dataset respectively, and 98.80%, 98.50%, 98.40% for
the CT scans dataset, respectively [7]. In [2] author proposed
a unique deep-learning model to provide a classification
of lung diseases. Here image pre-processing is performed
using optimal filtering, Feature extraction is performed using
2DCNN, and the classification of the lung diseases is per-
formed by classifying the CNN features using the different
machine learning classifiers such as AdaBoost, Support Vec-
tor Machine (SVM), Random Forest (RM), Backpropagation
Neural Network (BNN), and Deep Neural Network (DNN).
Propose model Hybrid deep learning algorithm framework
provides better results [2]. Many researchers explored binary
classification of lung-related diseases. In the paper [9] re-
search work is carried out to provide an efficient Tuberculosis
disease detection framework. This proposed framework uti-
lizes transfer learning techniques with and without segmen-
tation techniques. It is shown that segmented X-ray images
are performing better with the DenseNet201 transfer learning
technique. The classification accuracy, precision, and recall
of Tuberculosis disease classification without segmentation
are 96.47%, 96.62%, and 96.47% and with segmentation
are 98.6%, 98.57%, and 98.56% respectively. It is seen here
that the image segmentation technique is improving perfor-
mance [9], [25]. Few paper are providing customized CNN
to classify lung diseases [12] In paper [12] author proposed
customized CNN approach naming the model as DarkCovid-
Net for binary classification of COVID or non COVID and
multiclass classification of COVID, Normal and Pneumonia
disease is performed. The classification accuracy of 98.08%
for binary class and 87.02% For multi-classification case is
achieved in this work [12]. In paper [26] author utilized a
hybrid deep-learning framework to classify lung diseases.
Here hybrid deep learning framework which is a combi-
nation of VGG, data augmentation, and spatial transformer
network (STN) with CNN which is named VDSNet [26].
Few papers [47], [52], [56] are showing the significance of
MobileNet transfer learning techniques In paper [52] Mo-
bileNetV2 architecture significance is discussed. Introduced
“Exponential linear unit” activation function to implement
faster and more accurate deep learning models [57]. Using
the identity for positive values, ELU eliminates the vanishing
gradient problem. ELU has got negative values which helps
mean unit activation nearer to zero. ELU activation function
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is also becoming beneficial in a few applications as per the
literature survey [57] The literature gap that is identified with
this literature survey is as follows:

• Many papers have neglected to explore certain image
pre-processing techniques for the specified dataset

• There are very few works available that specifically
utilize the DS2 dataset.

• Few of the works have included validation accuracy as
one of their performance metrics.

• No work on the specified dataset has employed regular-
izers to avoid the risk of model overfitting.

So a generalized automated framework for providing classi-
fication of lung disease is proposed for the rapid and accu-
rate diagnosis and classification of lung diseases, including
COVID-19, Tuberculosis, Bacterial pneumonia, Viral pneu-
monia, and healthy cases. The objectives of our work are as
follows:

• To develop innovative techniques for accurate lung dis-
ease classification, assisting medical professionals in
early diagnosis and preventive measures

• To propose Model 1, which integrates a custom Mo-
bileNetV2L2 architecture built upon the MobileNetV2
framework with fine-tuning, customization, and the in-
corporation of a ridge or L2 regularizer within its dense
layer to enhance performance

• To propose Model 2, which is built on a convolutional
neural network (CNN) as its foundational block, fine-
tuned with the Exponential Linear Unit (ELU) activa-
tion function replacing ReLU, and incorporating the
ridge or L2 regularization technique

• To evaluate the proposed models using two publicly
available datasets: DS1 (Lung Disease 5-class dataset)
and DS2 (Lung Disease 4-class dataset) collected from
Kaggle

• To achieve superior performance in lung disease clas-
sification compared to state-of-the-art techniques like
EfficientNet B0, InceptionV3, ResNet, and Inception-
ResNetV2

• To provide a valuable tool for pulmonologists, offer-
ing a secondary opinion in the diagnostic process by
leveraging the proposed models’ accurate classification
capabilities

III. PROPOSED METHODOLOGY
This section comprises of four modules as shown in Figure. 1
such as Image dataset, Image Pre-processing, Deep Learning
models, and Hyperparameter tuning. The description of each
part is given below.

A. IMAGE DATASET
The dataset utilized for the proposed work is the lung dis-
ease dataset which is collected from the Kaggle website
[62], [63]. Dataset 1, DS1 includes 10,000 X-ray images of
five classes of lung diseases, such as regular X-rays with
Viral Pneumonia, Tuberculosis, COVID-19, and Bacterial

Pneumonia. Dataset 2, DS2 includes 8,107 X-ray images of
three lung diseases, such as regular X-rays with COVID-
19, Pneumonia and Tuberculosis. The images included in
the dataset comprise of similar size and are categorized into
train, test, and validation folders. DS1 dataset is divided into
6054 images as training, 2025 images as testing, and 2016
images as validation as shown in Figure. 2. As illustrated
in Figure.3, the DS2 dataset is split into 4861 images for
training, 1625 images for testing, and 1620 images for vali-
dation. The visualization of the number of images in training,
validation and testing folders for DS1 are shown in Figure. 4,
Figure. 5 and Figure.6. The distribution of images across the
training, validation, and testing datasets for DS2 is visually
represented in Figure 7, Figure. 8 and Figure. 9.

B. IMAGE PRE-PROCESSING TECHNIQUES
1) Image Resize
The images are resized to 224 × 224 dimensions for the deep
learning model to maintain uniformity in input dimensions.
This helps ensure consistency and facilitate the model’s pro-
cessing.

2) Image Augmentation
The problem of inadequate data can be addressed using data
augmentation technique [10]. Enhancing the size and quality
of training datasets to enable the creation of improved deep-
learning models is known as data augmentation [10]. To pro-
duce Deep Learning models that are effective, the validation
error must decrease with the training error [10]. In this work
augmentation is done using geometric transformation.

3) Histogram Equalization technique
An image enhancement technique known as Contrast Limited
Adaptive Histogram Equalization (CLAHE) is employed to
improve the contrast of the images. CLAHE technique per-
form the enhancing of the image by dividing each picture
into contextual parts which are known as tiles and generating
a histogram for each tile separately and again intensity level
change occurs to enhance the quality of the image. [1].

N = I · I ÷ i · i (1)

lc = Icl · Iavg (2)

Iavg = Ix · Iy ÷ Ig (3)

In above equations N is quantity of tiles generated, I is size of
an image in a pixel,i is size of a tiles in pixels, lc is clip limit,
Icl is normalized contrast limit, Iavg is the average counts
of pixels in the pictureIx,Iy , Ig represents pixel size in x
direction , pixel size in y direction and number of gray scale
respectively.

C. DEEP LEARNING MODELS
The initial proposed approach involves applying the Con-
trast Limited Adaptive Histogram Equalization (CLAHE)
technique to enhance the contrast of the image datasets.
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FIGURE 1: Proposed flow of work

FIGURE 2: Lung diseases dataset DS1 xray images

FIGURE 3: Lung diseases dataset DS2 xray images

Subsequently, the enhanced image datasets, processed using
the CLAHE technique, are fed as input to eight existing
deep-learning models, three customized DenseNet models,
and two customized MobileNet models for both the DS1
and DS2 datasets. The first proposed work was carried out
with models shallow CNN, VGG19, InceptionV3, Efficient-
NetNetB0, ResNet50, Xception and MobileNetV2.In com-
parison to other deep learning techniques with and with-
out applying the CLAHE technique. All the utilized deep
learning models worked better after applying the CLAHE
technique as MobileNetV2 performed better so to obtain an
efficient and reliable deep learning model, MobileNetV2 is
customized, ablation study is performed and an L2 regular-
ization technique is added to customized MobileNetV2 to re-
duce overfitting of the model. The second proposed work is a
customized CNN approach where three convolutional layers

and three dense layers with an ELU activation function model
are performing better. To reduce overfitting of the model L2
Regularizer is added in the proposed model. Table 1 and
Table 2 show training and validation accuracy of DS1 without
and with applying CLAHE technique. It is visible from two
tables that the MobileNet deep learning technique is showing
better performance in comparison to other predefined deep
learning techniques.

1) Hyperparameter Tuning
Hyperparameter Tuning is performed to achieve efficient and
reliable deep-learning models. For obtaining Proposed Model
1, the Transfer learning approach is utilized, and various
experiments are done to obtain our Proposed Model 1. In
the first experiment, the DS1 image dataset is given as input
to the Contrast Limited Adaptive Histogram Equalization
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FIGURE 4: The training set data distribution for DS1.

FIGURE 5: The validation set data distribution for DS1.

(CLAHE) technique module to provide enhanced quality
images. After this step CLAHE enhanced images are given
as input to the eight existing deep learning models, 3 cus-
tomized Densenet models and two customized MobileNet
models. 1 and 2 To evaluate the significance of the CLAHE
technique to be added before deep learning models, the Chest
X-ray image dataset is compared with and without applying
the CLAHE technique. Table 1 and Table 2 show the perfor-
mance of deep learning models without and with the CLAHE
technique respectively. After evaluating and observing thir-
teen deep learning models eight existing and 4 customized
transfer learning approaches with and without applying the
CLAHE technique, it is observed that after applying the

FIGURE 6: The testing set’s data distribution for DS1.

FIGURE 7: Data distribution of the training set for DS2

CLAHE technique all the specified deep learning models
are performing better. It is also seen in the experiment that
MobileNetV2 is performing better in comparison to other
specified models 1 and 2

3 is showing training and validation accuracy of all the
specified deep learning models for DS2 dataset.

Another Ablation study is done with change in epochs
and evaluating the performance of MobileNetV2 to achieve
suitable epoch for Proposed Model 1 which is shown in Table
4.

2) Modified MobileNet
The MobileNet class of efficient models is most appropri-
ate for embedded and mobile vision applications. Depth-
wise separable convolution is the foundation of MobileNet
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FIGURE 8: Data distribution of the Validation set for DS2

FIGURE 9: Data distribution of the test set for DS2

architecture, is essentially a factorized convolution that fac-
tors a conventional convolution into a pointwise convolution
(1× 1) and a depth-wise convolution [48]. In the MobileNet
architecture, the depth-wise convolution applies a single filter
to each input channel independently. The outputs are then
combined using a 1 × 1 convolution after the point-wise
convolution. A separate layer for filtering and a separate layer
for combining were broken apart by the depth-wise separable
convolution. The result of this factorization is a significant
reduction in computation and model size. Among other deep
learning techniques, MobileNet technique is showing bet-
ter performance so it is modified to achieve commendable
performance [48]. Experimentation is done to obtain L2
Regularization weight to achieve efficient performance of
proposed model 1. The Rgularization weights was varied
from .01 to .000001 and it is observed that Ridge or L2
Regularizer .001 weight is most suitable for the model.

3) CustommobileNet1
This Modified Deep Learning model utilizes the MobileNet
transfer learning approach with one extra dropout layer of
0.50 to avoid overfitting. To build a more efficient Deep
learning model, two additional dense layers are added, one
with 512 neurons and an activation function as ReLU. In con-
trast, the other Dense layer is used for classification purposes
with Softmax as the activation function. Custommobilenet1
training and validation accuracy results are shown in Table7
and Table 8.

4) CustommobileNet2
With one layer with 0.50 dropout and five additional dense
layers utilized to extract more specific information from
the image, the proposed Modified Deep Learning model
makes use of the state-of-the-art modified MobileNet transfer
learning technique. 512 neurons with Relu as an activation
function make up the first dense layer. The proposed model
architecture consists of the following dense layers: The sec-
ond dense layer employs 256 neurons and incorporates the
Rectified Linear Unit (ReLU) as its activation function. The
third dense layer utilizes 128 neurons and also employs
ReLU as the activation function. The fourth dense layer
incorporates 64 neurons and incorporates a ridge regularizer
to prevent overfitting. Here, 01 weight is added to prevent
overfitting. Fifth and last dense layer is for classification
purpose and it is using Softmax as an activation function.
Custommobilenet2 performance metrics are shown in table7
and Table 8.

An ablation study is done to change in number of dense
layers from 2 to 5, freezing other layers of the MobileNetV2
transfer learning approach without adding Regularizer in its
dense layer.

In the table 5, it is seen that three dense layer with
customized MobileNetV2 is showing better performance An-
other Ablation study is done with fixing dense layer number
as 3 and adding Regularizer different weights and observing
the performance.

Various Ablation study is done to obtain the Proposed
Model 1 MobileNetV2L2 such as changing number of dense
layers which is shown in Table 5 and in Table 6 it is seen that
with addition of L2 regularizer with 0.01 weight customized
MobileNetV2 with three dense layer is showing commend-
able performance.

5) CustomdenseNet1
This Modified Deep Learning model utilizes the DenseNet
transfer learning approach with one extra dropout layer of
0.50 to avoid overfitting. To create a more efficient Deep
Learning model, two extra dense layers are added, one with
512 neurons and an activation function known as ReLU.
In contrast, the other Dense layer is used for classification
purposes with Softmax as the activation function. Custom-
denseNet1 training and validation accuracy results are shown
in Table 1 and Table 2.
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FIGURE 10: Architecture of proposed methodology 1 for MobileNetV2L2

FIGURE 11: Architecture of proposed methodology 2 for Custom CNN2

6) CustomdenseNet2

This Modified Deep Learning model utilizes the DenseNet
transfer learning approach with one extra dropout layer of
0.50 to avoid overfitting. To construct a more robust deep
learning model, three additional dense layers are incorpo-
rated into the architecture: a second dense layer consisting
of 128 neurons and an L2 or ridge regularizer with a value
of 0.01 to mitigate overfitting, followed by a third dense
layer comprising 512 neurons, utilizing the Rectified Linear
Unit (ReLU) as the activation function. In contrast, the other
Dense layer is used for classification purposes with Softmax
as the activation function.CustomdenseNet2 training and val-
idation accuracy results are shown in Table 1 and Table 2.

7) CustomdenseNet3

This Modified Deep Learning model utilizes the customized
DenseNet transfer learning state of the art technique with
one layer of 0.50 dropout and additional five dense layer
is used for extracting more detailed information from the
image. The model architecture comprises the following dense
layers: The first dense layer utilizes 512 neurons and incor-
porates the Rectified Linear Unit (ReLU) as the activation
function. The second dense layer employs 256 neurons and
also leverages ReLU as the activation function. The third
dense layer consists of 128 neurons, again employing ReLU
for activation. The fourth dense layer incorporates 64 neurons
and incorporates a ridge regularizer with a weight of 0.01
to prevent overfitting and improve generalization. Fifth and
last dense layer is for classification purpose and it is using
Softmax as an activation function. CustomdenseNet3 training
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and validation accuracy results are shown in Table 1 and
Table 2. Table 7 and Table 8 shows all the performace
metrics for DS1 and DS2 datasets. Fig. 16 shows graphical
representation of training, validation and test accuracy for
CustomdenseNet1, CustomdenseNet2 and CustomdenseNet3
respectively. Various ablation studies are done to achieve a
better-performing deep learning model.

Table 7 and Table 8 is showing all the performance metrics
of utilized deep learning models for both datasets DS1 and
DS2

An ablation study is done to achieve number of dense
layer added by fixing activation function and regularization
weights. It is observed that Customized CNN with three lay-
ers is showing better performance. Another Ablation study
is done to check suitable activation function for the proposed
model 2. Table 9 is showing Custom CNN 1 model with three
dense layer and in the second dense layer ReLU activation
function and L2 Regularizer with .01 weight is employed and
performance is evaluated with changing numer of epoch as
50, 100, 150 and 200.

Table 9 and Table 11 shows all the performance metrics for
a specified dataset for Proposed Model 2 Custom CNN2.

D. PROPOSED STATE OF ART TECHNIQUE
In the research, two state-of-the-art techniques were pro-
posed: one employs Convolutional Neural Networks (CNNs)
as its foundational building blocks, while the other utilizes
transfer learning. Both models offer innovative solutions
within the context of the study. [58]

1) Proposed Model1

Proposed Model 1 architecture is shown in Figure. 10. The
model efficiency is enhanced by adding three additional
dense layers and freezing all other layers, thereby adapting
the MobileNetV2 transfer learning approach. To avoid over-
fitting, a dropout rate of 50% and Ridge or L2 regulariza-
tion with a coefficient of 0.01 is employed. Additionally,
a Softmax activation layer is used in the final dense layer
to aid in the multi-classification of particular lung diseases.
This customized model undergoes training for 150 epochs,
yielding impressive results indicative of its state-of-the-art
performance. The novelty of the Proposed Model 1 is its
customized MobileNetV2 transfer learning approach with the
addition of three dense layers and freezing of all other layers.
To avoid overfitting of the model Ridge or L2 Regularizer
with .01 weight is added to the framework. MobileNet was
created especially for contexts with limited resources and
mobility. MobileNet advances the state of the art for cus-
tomized computer vision models by using a smaller amount
of memory and processes while maintaining the same level
of accuracy. This can be seen from the equations given below
The standard convolution computation cost is given in the
below equation

C = Kl ·Kl ·X · Y ·Kf ·Kf (4)

where Kl ·Kl is kernel size, Kf ·Kf is feature map size, X
is number of input channel, Y is number of output channel.
Depthwise seperable convolution cost is given by below
equation

C = Kl ·Kl ·X ·Kf ·Kf (5)

By using two step process of convolution in the MobileNet
approach total computation cost of the parameters reduces
and is expressed in the following equation [48]

C = (1÷ Y ) + (1÷K2
l ) (6)

In the MobileNetV2 architecture, the residual connec-
tions are implemented as bottleneck layers, leading to an
inverted residual structure. The intermediate expansion layer
extracts non-linearity from features by filtering them using
lightweight depthwise convolutions. The overall design of
MobileNetV2 comprises of 19 residual bottleneck layers
after a fully convolution layer with 32 filters at the start
[58] The Proposed Model 1 MobileNetV2L2 is built upon
the basic block of the MobileNetV2 transfer learning tech-
nique. The proposed model’s novelty is applying the contrast-
limited adaptive Histogram Equalization image enhancement
technique (CLAHE) before feeding the dataset to deep learn-
ing models. MobileNetV2 is customized by adding 3 dense
layers with activation functions such as ReLU and Soft-
max and freezing all other remaining layers to enhance the
model’s performance. To further reduce the model’s overfit-
ting, the model can perform better on unseen image datasets,
dropout of 0.50 and Ridge or L2 Regularization with 0.01
weight is added in the second dense layer.

2) Ridge or L2 Regularization
L2 Regularization or Ridge Regularization adds the penality
in the loss function. The equation of ridge regularization is
given in below equation

D = L+ λ · Σ||w||2 (7)

In above equation D is a cost function, L is a loss function, λ
is a penality and w is a slope of the curve. L2 Regularization
helps the Deep learning model to prevent overfitting by
applying constraints proportional to the sum of the squares of
the weights which will help Deep Learning models to learn
small weights values and avoid overfitting of the model [61]
The regularization function’s main purpose is to decrease the
overfitting problem in deep learning models. There are two
types of Regularization methods Lasso or L1 regularizer and
L2 or Ridge Regularizer. Lasso shrinks some less impor-
tant feature coefficients to zero so some feature is removed
whereas Ridge or L2 Regularization does not remove most
of the features [61] The confusion matrix of DS1 and DS2
are shown in Figure. 17 and Figure. 18 respectively.

3) Proposed Model2
Proposed Model2 is shown in Figure. 11. Various Ablation
study is done to achieve Proposed Model 2 using customized
CNN approach. One Ablation study done here is with change
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in CNN layers ranging from 3 to 7, shown in table11 and it
is observed that customized CNN model with three convolu-
tional layer is performing better. Another Ablation study is
performed with various epochs changing the activation func-
tion (ReLU and ELU) in second dense layer of customized
CNN approach. In normal CNN, there are three convolutional
layers, three maxpool layers, and each convolutional layer
uses an activation unit (RELU) with a dropout percentage
of 30%. This is named here in this paper as customCNN1.
In the modified convolutional layer, three dense layers are
employed: the first layer employs Relu as the activation
function, while the second layer adds a regularization term
in addition to the ELU activation function. The last dense
layer employs the softmax function as the activation function
and is used for classification and is named as customCNN2.
Both customCNN1 and customCNN2 are compared, custom-
CNN2 performed better so base model for proposed model 2
is customCNN2 which is performing better in comparison to
other custom CNN models. The novelty of Proposed Model
2 is the introduction of the ELU activation function and
the addition of L2 Regularization techniques in customCNN
model. Figure. 18 and Figure. 20 shows confusion matrix and
training and validation accuracy and loss graph of proposed
model2. Table 9 shows performance metrics of customCNN1
model with various epochs change such as 50, 100, 150
and 200 and Table 11 shows performance metrics of cus-
tomCNN2 model with various epochs change such as 50,
100, 150 and 200 Figure. 12, Figure. 13, Figure. 14 and
Figure. 15 shows confusion matrix of customCNN1 model
with accuracy 50,100,150,200 respectively. Fig. 21, Figure.
22, Figure. 23 and Figure. 24 shows customCNN1 training
accuracy, validation accuracy and training and validation
loss for accuracy of 50,100,150,200 respectively. Figure. 12,
Figure. 26 and Figure. 27 shows shows confusion matrix
of customCNN2 model with accuracy 50, 150 and 200 re-
spectively. Figure. 28, Figure. 29 and Fig. 30 shows training
and validation accuracy and loss graph of customCNN2 for
epochs 50, 150 and 200 respectively.

4) ELU activation function
Deep neural networks can learn more quickly and achieve
higher classification accuracy because to the "exponential
linear unit" (ELU). Like rectified linear units (ReLUs),
parametrized ReLUs (PReLUs), leaky ReLUs (LReLUs),
and ELUs address the vanishing gradient problem by main-
taining the identity for positive values. However, when com-
pared to units with different activation functions, ELUs ex-
hibit better learning properties [64].

IV. RESULTS AND ANALYSIS
The proposed work is providing multi-classification of four
most common lung diseases namely Covid19, Tuberculosis,
Viral Pneumonia, Bacterial Pneumonia as well as healthy
chest X-ray. This work is done for two dataset 5 class
and 4 class lung disease classification. This work is done
by providing image processing techniques such as image

resizing and image augmentation. After image processing,
this work is providing comparison among eight existing deep
learning techniques. Among these MobileNet is showing
better performance in comparison to other employed models.

TABLE 1: Performance Evaluation of DS1 in terms of ac-
curacy for various deep learning state-of-the-art techniques
without applying CLAHE technique

Architecture Accuracy(Training) Accuracy(Validation)
Shallow CNN 88.40% 82.51%
VGG-19 92.10% 74.00%
EfficientNetB0 85.00% 83.51%
InceptionV3 90.10% 84.20%
ResNet50 92.81% 81.00%
DenseNet121 94.30% 83.60%
Xception 92.72% 79.44%
MobileNet 96.76% 86.05%
InceptionResNetV2 93.90% 83.10%
Customdensenet1 97.40% 86.85%
Customdensenet2 95.41% 85.61%
Customdensenet3 90% 85.56%
Custommobilenet1 97.31% 86.50%
Custommobilenet2 97.83% 86.34%

TABLE 2: Performance Evaluation of DS1 in terms of accu-
racy for various deep learning state of the art techniques with
applying CLAHE technique

Architecture Accuracy(Training) Accuracy(Validation)
Shallow CNN 88.42% 82.54%
VGG-19 92.12% 74.80%
EfficientNetB0 85.05% 83.58%
InceptionV3 90.12% 84.23%
ResNet50 92.88% 81.50%
DenseNet121 94.31% 83.63%
Xception 92.73% 79.46%
MobileNet 96.76% 87.05%
InceptionResNetV2 91.93% 84.85%
Customdensenet1 97.47% 86.86%
Customdensenet2 97.47% 85.86%
Customdensenet3 90% 86.56%
Custommobilenet1 97.32% 86.52%
Custommobilenet2 97.84% 86.36%

TABLE 3: Performance Evaluation of DS2 in terms of accu-
racy for various deep learning state of the art techniques

Architecture Accuracy(Training) Accuracy(Validation)
Shallow CNN 95.99% 93.75%
VGG-19 89.76% 83.98%
EfficientNetB0 44.20% 48.12%
InceptionV3 92.34% 84.47%
ResNet50 91.88% 82.50%
DenseNet121 85.36% 82.50%
Xception 93.73% 80.46%
MobileNet 96.41% 96.88%
InceptionResNetV2 91.93% 80.85%
Customdensenet1 97.08% 90.62%
Customdensenet2 95.99% 93.75%
Customdensenet3 91% 86.56%
Custommobilenet1 96.41% 96.88%
Custommobilenet2 98.38% 96.88%
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FIGURE 12: Confusion matrix results of customCNN1
model for 50 epochs

FIGURE 13: Confusion matrix results of customCNN1
model for 100 epochs

FIGURE 14: Confusion matrix results of customCNN1
model for 150 epochs

FIGURE 15: Confusion matrix results of customCNN1
model for 200 epochs

TABLE 4: Performance Evaluation of MobileNetV2 in terms
of accuracy with change in epochs

Epochs Accuracy(Training) Accuracy(Validation) Accuracy(Test)
50 96.41% 96.88% 95.51%
100 97.71% 96.88% 93.29%
150 99.53% 100.00% 95.51%
200 98.38% 96.88% 96.49%

TABLE 5: Performance Evaluation of customized Mo-
bileNetV2 in terms of accuracy with change in number of
dense layer without employing Regularizer

No.of dense layer Accuracy(Training) Accuracy(Validation)
2 97.32% 86.52%
3 98.50% 91.00%
4 92.00% 85.51%
5 97.84% 86.36%

TABLE 6: Performance Evaluation of customized Mo-
bileNetV2 in terms of accuracy with fixed number of dense
layer and employing different weights of L2 Regularizer

L2 Regularizer weight Accuracy(Training) Accuracy(Validation)
.01 99.53% 100%
.001 99.27% 92.32%
.0001 98.02% 90.00%
.00001 99.26% 92.31%

FIGURE 16: Graph of accuracy results for various experi-
mented densenet models

Table 1 and Table 2 utilizes the DS1 dataset to assess
performance metrics, including training accuracy and vali-
dation accuracy without applying the application of Contrast
Limited Adaptive Histogram Equalization (CLAHE) tech-
niques and performance metrics of deep learning models
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TABLE 7: Performance metrics for dataset DS1 for all the utilized deep learning models

Architecture Accuracy(Training) Accuracy(Validation) accuracy(Test) precision recall f1 score
Shallow CNN 88.42% 82.54% 81.48% 83% 83% 83%
VGG19 92.12% 74.80% 73.14% 73% 71% 74%
EfficientNetB0 85.05% 83.58% 82.05% 78% 78.02% 79%
InceptionV3 90.12% 84.23% 82.34% 80% 81% 81%
ResNet50 92.88% 81.50% 80.50% 81% 82% 80%
DenseNet121 93.42% 85.62% 85.62% 84% 81% 83%
Xception 92.73% 79.46% 78.32% 68% 71% 65%
MobileNet 99.10% 87.05% 87.05% 88% 87% 89%
InceptionResNetV2 92.93% 81.85% 81.85% 81% 79% 80%
Customdensenet1 97.47% 86.86% 86.86% 85% 83% 83%
Customdensenet2 93.42% 85.62% 85.62% 84% 82% 83%
Customdensenet3 90% 86.56% 86.81% 85% 83% 84%
Custommobilenet1 97.32% 86.52% 86.52% 86% 84% 85%
Custommobilenet2 97.84% 86.36% 86.36% 84% 83% 84%
Proposed Model1 97.84% 99.61% 96.51% 96% 95% 94%
Proposed Model2 95.84% 94.61% 96.36% 94% 93% 94%

TABLE 8: Performance metrics for dataset DS2 for all the utilized deep learning models

Architecture Accuracy(Training) Accuracy(Validation) accuracy(Test) precision recall f1 score
Shallow CNN 95.99% 93.75% 92.48% 93% 93% 93%
VGG19 89.76% 83.98% 82.14% 78% 73% 75%
EfficientNetB0 44.20% 48.12% 45.05% 43% 48.02% 42%
InceptionV3 92.34% 84.47% 83.34% 81% 83% 81%
ResNet50 91.88% 82.50% 81.50% 82% 83% 81%
DenseNet121 85.36% 82.50% 86.12% 85% 82% 83%
Xception 93.73% 80.46% 79.32% 69% 72% 70%
MobileNet 96.41% 96.88% 95.51% 93% 92% 90%
InceptionResNetV2 91.93% 80.85% 81.55% 82% 89% 85%
CustomdenseNet1 97.08% 90.62% 93.42% 90% 88% 89%
CustomdenseNet2 95.99% 93.75% 95.57% 91% 90% 91%
CustomdenseNet3 91% 87.56% 87.81% 86% 84% 83%
CustommobileNet1 96.41% 96.88% 95.51% 88% 86% 87%
CustommobileNet2 98.38% 96.88% 96.49% 94% 92% 93%
Proposed Model1 99.53% 100% 95.51% 96% 95% 94%
Proposed Model2 99.53% 96.79% 91.56% 96% 95% 94%

TABLE 9: Performance metrics of customCNN 1 model with Relu+softmax activation function with change in epochs

Epochs Training
loss

Training
Accuracy

Validation
loss

Validation
Accuracy

Test
Loss

Test
Accuracy Precision Recall F1-

score ETA

50 0.1613 95.07% 0.2360 92.31% 0.0684 98.09% 93% 93% 93% 148s
100 0.1235 95.45% 0.2857 91.37% 0.1280 96.26% 93% 93% 93% 148s
150 0.2372 94.35% 0.1872 92.06% 0.0296 96.75% 91% 91% 91% 287s
200 0.1372 95.28% 0.2872 90.69% 0.0196 97.04% 93% 93% 93% 228s

TABLE 10: Performance metrics of changing number of dense layer from 3 to 7 with elu+softmax activation function with
change in epochs

No of layers Training
loss

Training
Accuracy

Validation
loss

Validation
Accuracy

Test
Loss

Test
Accuracy Precision Recall F1-

score ETA

3 0.1231 96.79% 0.3573 91.56% 0.0536 99.26% 92% 92% 92% 144s
4 0.1897 94.60% 0.3367 91.37% 0.0858 98.07% 91% 90% 90% 131s
5 0.2089 93.87% 0.1868 93.81% 0.1120 97.14% 91% 90% 90% 222s
6 0.2515 92.05% 0.2710 91.12% 0.1926 94.57% 92% 92% 92% 203s
7 0.2448 92.57% 0.3175 90.81% 0.1868 94.45% 91% 92% 91% 228s
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TABLE 11: Performance metrics of customCNN 2 with elu+softmax activation function with change in epochs

Epochs Training
loss

Training
Accuracy

Validation
loss

Validation
Accuracy

Test
Loss

Test
Accuracy Precision Recall F1-

score ETA

50 0.1313 96.38% 0.3502 90.81% 0.0719 98.68% 92% 91% 91% 313s
100 0.1231 96.79% 0.3573 91.56% 0.0536 99.26% 92% 92% 92% 144s
150 0.2553 92.26% 0.3158 90.87% 0.2340 94.41% 91% 91% 91% 137s
200 0.1508 95.34% 0.3640 91.31% 0.1171 97.10% 92% 92% 92% 203s

FIGURE 17: Graph of confusion matrix results of proposed
model1 FIGURE 18: Confusion matrix result of Proposed Model2

FIGURE 19: Results of the proposed model1 training and
validation accuracy and loss graphs

FIGURE 20: Results of the proposed model2 training and
validation accuracy and loss graphs

FIGURE 21: Accuracy and loss graph of customCNN1
model for 50 epochs during training and validation

FIGURE 22: Accuracy and loss graph ofustomCNN1 model
for 100 epochs during training and validation

FIGURE 23: Accuracy and loss graph of customCNN1
model for 150 epochs during training and validation

FIGURE 24: Accuracy and loss graph of customCNN1
model for 200 epochs during training and validation
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FIGURE 25: Confusion matrix results of customCNN2
model for 50 epochs

FIGURE 26: Confusion matrix results of customCNN2
model for 150 epochs

FIGURE 27: Confusion matrix results of customCNN2
model for 200 epochs

FIGURE 28: Graph of training and validation accuracy and
loss results of customCNN2 model for 50 epochs

FIGURE 29: Graph of training and validation accuracy and
loss results of customCNN2 model for 150 epochs

FIGURE 30: Graph of training and validation accuracy and
loss results of customCNN2 model for 200 epochs

after applying the CLAHE techniques to enhance raw X-ray
images of lung diseases such as Bacterial Pneumonia, Tuber-
culosis, Viral Pneumonia, Covid19, and healthy cases. Vari-
ous deep learning techniques are employed for disease clas-
sification, including pre-trained models like DenseNet121,
InceptionV3, ResNet50, Xception, MobileNet, and Incep-
tionResNetV2, alongside customized CNN, DenseNet, and
MobileNet models aimed at potentially enhancing perfor-
mance beyond predefined models.

Table 3 is utilizing DS2 to obtain lung diseases clas-
sification of Covid19, Pneumonia, Tuberculosis and nor-
mal cases. Deep Learning techniques which are applied
for classification of lung diseases are pretrained models of
DenseNet121, InceptionV3, ResNet50, Xception, MobileNet
and InceptionResNetV2 predefined techniques. Customized
CNN, Customized dense Net and customized MobileNet
techniques are also used aiming for better performance in

comparison to predefined models. It is seen from the Table 4
that MobileNetV2 is best performing model for the specified
dataset with 150 epochs. Table 7 is showing performance
metrics of DS1 for all the utilized deep learning models.
Table 8 is showing performance metrics of DS2 for all the
utilized deep learning models. Table 9 and Table 11 shows
results of customCNN1 and customCNN2 from 50 to 100
epochs respectively.

Figure 16 shows graph representing accuracy of cus-
tomized DenseNet models namely customdensenet1, cus-
tomdensenet2 and customdensenet3 deep learning models.
Customdensenet1 deep learning model utilizes the DenseNet
transfer learning approach with one extra dropout layer of
0.50 to avoid overfitting. To build a more efficient Deep
learning model, two additional dense layers are added, one
with 512 neurons and an activation function as ReLU. In con-
trast, the other Dense layer is used for classification purposes
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with Softmax as the activation function. Customdensenet2
deep Learning model utilizes the DenseNet transfer learning
approach with one extra dropout layer of 0.50 to avoid
overfitting. To build a more efficient Deep learning model,
three additional dense layers are added, one with 512 neurons
and an activation function as ReLU, second dense layer
with 128 neuron and ridge regularizer of .01 is added to
avoid overfitting. In contrast, the other Dense layer is used
for classification purposes with Softmax as the activation
function. The state-of-the-art customized DenseNet transfer
learning technique is employed by the Customdensenet3
deep learning model. It has one layer with a 0.50 dropout
and five additional dense layers for extracting more specific
information from the image. The first dense layer uses 512
neurons with Relu acting as the activation function. The
second dense layer utilizes 256 neurons with Relu as an
activation function, the third dense layer uses 128 neurons
with Relu as an activation function, and the fourth dense layer
uses 64 neurons with ridge regularizer of.To avoid overfitting,
01 weight is added in this instance. Fifth and last dense layer
is for classification purpose and it is using Softmax as an
activation function.

Figure 19 shows graph of training and validation accuracy
of proposed model 1. MobileNet model efficiency is en-
hanced by adding three additional dense layers and freezing
all other layers, thereby adapting the MobileNetV2 transfer
learning approach. To avoid overfitting, a dropout rate of
50% and Ridge regularization with a coefficient of 0.01 are
employed. Additionally, to facilitate multi-classification of
specific lung illnesses, a Softmax activation layer is utilized
in the last dense layer. This customized model undergoes
training for 150 epochs, yielding impressive results indicative
of its state-of-the-art performance.

Figure 17, 18, 19, 20 shows training accuracy, validation
accuracy, training loss, validation loss and confusion matrix
of Proposed Model 1 and Proposed Model 2 respectively.

Figure 21,22,23,24, 12, 13, 14, 15 shows the graph of train-
ing accuracy, validation accuracy, traing loss and validation
loss and confusion matrix result of custom CNN1 from 50
epochs to 100 epochs respectively.

In Custom CNN 1, there are three convolutional layers,
three maxpool layers, and each convolutional layer uses an
activation unit (Relu) with a dropout percentage of 30%.
The modified convolutional layer uses three dense layers in
addition with convolutional layer and maxpool layer. The last
dense layer employs the softmax function as the activation
function and is used for classification.

From Figures 20, 18, 25, 26, 27, 26, 28, and 29 and 30
shows training and validation accuracy and loss graphical
representation and confusion matrix of customCNN2 model
results from epoch 50 to 200 respectively. In Custom CNN
2, there are three convolutional layers, three maxpool layers,
and each convolutional layer uses an activation unit (Elu)
with a dropout percentage of 30%. The modified convolu-
tional layer uses three dense layers in addition with convolu-
tional layer and maxpool layer. The last dense layer employs

the softmax function as the activation function and is used
for classification. Figure 20 and Figure 18 shows graphical
results of proposed Model 2. Proposed Model2 is actually
customCNN2 trained for 100 epochs.

Based on all observations, it can be concluded that Mo-
bileNetV2 achieved better accuracy 0.9676 as training accu-
racy and 0.8705 as validation accuracy. The proposed model
is build on the base of MobileNetV2 by customizing the
layers and adding dropout and L2 regularization techniques.
The proposed state of the art technique MobileNetV2L2 is
showing 99.53% as training accuracy, 99.8% as validation
accuracy and 95.51% as test accuracy. Another Proposed
Model 2 custom CNN2 is showing 96.79% as training ac-
curacy, 91.56% as validation accuracy and 99.26% as testing
accuracy.

V. CONCLUSION
The exploration of lung diseases and their early detection is
critical given the potential fatality associated with undetected
damage to the lungs. This study proposes two innovative
techniques for classifying lung diseases, introducing Pro-
posed Model 1 and Proposed Model 2. Proposed Model 1,
featuring a custom mobileNetV2L2, provided training accu-
racy of 99.53%, validation accuracy of 100%, and test ac-
curacy of 95.51%, demonstrates superior performance com-
pared to other existing techniques. The Proposed Model 2,
built on a CNN with unique modifications and exhibits com-
mendable performance across the accuracy metrics. Model 2
provided a training accuracy of 96.79%, validation accuracy
of 91.56%, and a testing accuracy of 99.26%. The work
carried out with publicly available datasets DS1 and DS2.
This research contributes a valuable tool for medical profes-
sionals, enabling enhanced diagnosis and serving as a reliable
second opinion in the intricate process of identifying and pre-
venting potential lung diseases. In the future, More ablation
studies will be done and this work will be extended to adding
more lung diseases to the specified datasets to achieve a more
efficient deep-learning model that can diagnose lung diseases
more precisely and at the earliest.
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