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ABSTRACT The automatic and effective detection of cognitive load for air traffic control (ATC) operators
through electroencephalography (EEG) signals provides a covert and objective method for enhancing ATC
safety. Nevertheless, the extant paradigm is limited to simple cognitive tasks and lacks real-world scenarios.
In this study, a cognitive load-elicited experiment was therefore designed to record the EEG data of eight ATC
operators under four distinct simulation scenarios, ascertaining whether they experienced varying degrees of
workload. Subsequently, the collected EEG signal was preprocessed. We then used one hybrid deep learning
model based on the convolutional layers and a self-attention mechanism to extract the pertinent EEG features.
In conjunction with multi-layer perceptron, we decoded cognitive load state into low, high, overload, and
special. The experimental results demonstrated that EEG could serve as a reliable measure for predicting
ATC load, with an average accuracy of 88.76% and a peak accuracy of 99% at the single-subject level.
Additionally, it highlighted the critical role of the frontal regions in decoding cognitive load. This study
serves to enhance the efficacy of personalized EEG decoding for ATC operators, furnishing evidence for the
feasibility of developing an intelligent load-detecting system.

INDEX TERMS Air traffic control, EEG, load detection, self-attention, CNN, brain mechanisms.

I. INTRODUCTION

C ognitive load detection represents a significant paradigm
and typical application of passive brain-computer inter-
face [1], [2], [3], [4], [5]. It serves as the pivotal link
in cognitive state perception within the domain of human
factors [6] and forms the foundation for a range of application
areas, such as cognitive-affective probing, and cognitive mod-
ulation [7], [8]. Cognitive load is used to describe the degree
of resource consumption or occupancy of the operator’s
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brain for information processing during the execution of
human-computer interaction tasks [9]. Prolonged exposure to
an extreme load state can result in a range of physiological
and psychological health issues, as well as posing significant
risks to the safety of operating systems [10], [11], [12], [13],
[14], which can potentially lead to human-caused accidents.
Air traffic control (ATC) operators bear the responsibility
of monitoring and directing flights through the ATC system
and making decisions based on their experience [15], [16],
[17], [18]. In the modern work environment, they are
confronted with intricate machine interactions, onerous tasks,
and the necessity for highly concentrated attention. This has
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led to a considerable increase in the mental workload of ATC
operators. The decisions made by ATC operators not only
impact the efficiency of the air traffic system but also have
the potential to influence the accident rate. Consequently,
it is imperative to develop sophisticated cognitive load
monitoring and detection tools to guarantee the security of air
traffic operations [17], provide overload warnings, enhance
work efficiency and ultimately improve traffic management.

The ATC operators operate in a real-time, continuous
environment. However, the prevailing measurements of load
states typically rely on data gathered post-test [10] or follow-
ing mission interruptions. These approaches are insufficient
for the real-time evaluation of an operator’s cognitive load
state. It is therefore imperative that non-intrusive methods be
employed. Such methods would permit the implementation
of timely preventive measures when high cognitive loads
are discerned [1]. Among various non-intrusive techniques,
EEG-based cognitive load detection and recognition is
particularly noteworthy for its capacity to provide discrete
insights into an operator’s cognitive state by delivering
objective data without distracting them from their primary
tasks [1]. Firstly, EEG enables the covert monitoring of the
operator’s cognitive state without distracting them from the
main task [1]. Secondly, it provides objective data and avoids
the influence of subjective judgments of the ATC operators
on the results. Furthermore, the high temporal resolution
of EEG signals allows for the capture of subtle changes in
cognitive processes [18]. This facilitates the understanding of
cognitive processing strategies and effects of ATC operators
under varying loads.

The current research has concentrated on the simulation
of cognitive loads in control scenarios, such as tracking
and collision prediction tasks [19], in simplified labora-
tory environments. Although these experiments have rapid
response times, they are unable to fully replicate the
complexities inherent to real-world application scenarios.
Conversely, it is unlikely that ATC operators will be able to
perform the simplifying task in real life [20]. Consequently,
it is unclear whether the current research can accurately
represent the aforementioned difference in workload in
real life.

Accordingly, the objective of this study is to develop
a more effective method for simulating real-world control
situations and eliciting load states of ATC operators, enabling
a more precise reflection of the cognitive load change. The
overarching framework proposed in this paper is illustrated
in Fig. 1, which outlines the cognitive load decoding and
mechanism mining of EEG based on ATC operators’ par-
ticipation in simulator training. The framework encompasses
several key elements, including the experimental paradigm,
EEG acquisition and preprocessing, the application of the
deep decoding model, and the subsequent decoding results
and brain activation mapping, along with other forms of
brain mechanism mining. This will be achieved by capturing
EEG data from experienced operators operating in a real
control simulator. The experiment aimed to categorize four
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types of scenarios based on control tasks of varying difficulty
levels, low and high as well as overload and abnormal
situation handling. This, in turn, facilitates the identification
and response to emergencies on time, thereby enhancing
operational safety.

Besides, for the EEG-based cognitive states recognition
domain, deep learning methods have been widely used to
obtain more accurate recognition results than traditional
machine learning methods. The deep learning models include
convolutional neural network (CNN) models (such as com-
pact CNN [21], [22], [23], 3DCNN [24], 4DRCNN [25]),
Transformer-based models [26], [27], [28], [29], and hybrid
framework [30]. Among them, a hybrid deep learning model
Conformer [30], integrating the CNN and a self-attention
mechanism, can capture local and global representations
in a unified framework and achieve better recognition
performance in decoding emotion and motor imagery tasks.

To achieve the above goals, we designed a cognitive
load-elicited experiment to record the EEG data of eight
ATC operators working on the simulator under four distinct
simulation scenarios, with the explicit aim of ascertaining
whether they experienced varying degrees of workload.
Subsequently, the preprocessed EEG signal was employed
as the model input, and a hybrid deep model was utilized
to extract the pertinent EEG features. In conjunction with a
multi-layer perceptron, the cognitive load state is decoded
under low, high, overload, and special circumstances. The
experimental results demonstrated that EEG is an effective
and reliable measure for predicting cognitive load in ATC
operators, achieving an average accuracy of 88.76% in
decoding cognitive load and a peak accuracy of 99% at
the single-subject level. The findings also emphasized the
importance of the frontal regions in this process. This
research strengthens the validity and applicability of load
detection results and provides a foundation for developing
intelligent closed-loop cognitive load perception system [19].
Such systems could integrate portable physiological signals
like EEG into automated decision-making. This could help
to inform the future development of adaptive systems in
complex working environments [19].

The remainder of the paper is arranged as follows. Sec-
tion II outlines the load-evoking experimental design for ATC
operators, the EEG acquisition procedure, and the hybrid
deep Conformer model for load detection. Sections IIT and IV
present the findings of the load detection and offer further
discussion, while Section V provides a concluding summary.

Il. MATERIALS AND METHODS

The materials and methods of the suggested work are divided
into five subsections. The first subsection introduces the ATC
subjects involved in the experiment, the second subsection
highlights the workload-evoking paradigm and design, the
third subsection describes the EEG data collection and
preprocessing, the fourth subsection delineates the decoding
model of mixed CNN and self-attention, and the final
subsection presents the experimental setup.

VOLUME 13, 2025
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FIGURE 1. EEG-based cognitive load decoding and mechanism mining of ATC system in simulator training.

A. SUBJECTS

Eight male apron controllers (aged 26 to 38 years with
a control license) were recruited for the experiment. All
participants were male to match the actual gender distribution
in the ATC system. The decision was primarily based on the
availability of controllers and logistical constraints. Besides,
we aim to minimize the inter-subject differences caused
by gender. Participants were right-handed, had a bachelor’s
degree, and were employed in a related job after graduation.
They had normal or corrected-to-normal vision. Participants
were instructed to abstain from alcohol, and caffeine, and to
ensure eight hours of sleep before the experiment. Written
informed consent, signed by all participants, was obtained
before the experiment.

B. PARADIGM FOR ELICITING LOAD

The ATC simulator is from Nanjing University of Aeronau-
tics and Astronautics. The system can simulate controlled
airspace in compliance with Civil Aviation Administration
requirements. It facilitates flight planning and enables
trainers to engage in experimental projects such as radar
recognition, radar guidance, Approach control, conflict
detection and resolution during flight, as well as aircraft
sorting in radar-controlled Approach, and handling of special
flight situations. Wireless communication with the virtual
captain creates an environment approximating real-world
conditions.

Before the experiment, two student traffic controllers
were recruited for a pilot study to select exercises on
the control simulator. Based on the NASA-TXL scores
of the student participants, the experiment scenarios were
categorized into low workload, high workload, overload, and
special scenarios. See Table 1 for specific settings of different
scenarios.

The EEG load-elicited experiment was divided into four
rounds based on varying load levels, with the entire experi-
ment lasting approximately 150-180 minutes. Scenario 1 of
the experiment lasts about 30 minutes, while Scenarios 2-4
conclude only 30 minutes during the operation to ensure data
consistency.
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TABLE 1. Four scenarios that evoke workloads.

Scenarios  Simulator ~ Evoked Load RAD Flights ARI Scale

1 PX25-12P02 Low 6/6 12 10.33
2 PX25-17M01 High 9/8 17 28.33
3 TWR401-07-1  Overload  21/8 30 60.67
4 PX25-17M01 Special 9/8 17 v 7833

RAD: Ratio of Arrivals to Departures; ARI: Abnormal runway intrusion.

During the experiment, the operators included one apron
controller (experimental subject) and one pilot (task com-
pletion assistant). All operators were asked to complete a
survey questionnaire, gathering details on age, health status,
handedness, visual acuity, and other related aspects. We only
collected the EEG data and subjective scale of the apron
controller. Before the experiment, steps to be completed
include: providing training on simulator operation, explain-
ing the experimental procedure, reminding of precautions,
completing the information questionnaire, and calibrating the
physiological EEG monitoring equipment.

In the experiment, to better assess the workload and fatigue
of traffic control officers, the experiments are conducted in
the order of Scenarios 4-3-1-2. Actually, in a preliminary
pilot experiment, we devised two orders of cognitive load
induction. The first order comprised scenarios 1-2-3-4, while
the second order included scenarios 4-3-1-2. By collecting
and analyzing EEG load data from students undertaking
simulated air traffic control tasks under both orders, we were
able to ascertain the most effective order for cognitive load
induction in the main experiment. Combining power spectral
density features and a support vector machine classifier with
10-fold cross-validation, the classification results indicated
that the order 2 exhibited better separability. Consequently,
the main experiment in our study was conducted using order 2
for eliciting cognitive load.

1) SCENARIO 1 LOW WORKLOAD
The simulator was used to practice PX25-12P02 on the
ZWWW map. The practice session was interrupted after
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approximately 30 minutes, with a departure-to-arrival flight
ratio of 6:6 and a total of 12 flights.

2) SCENARIO 2 HIGH WORKLOAD

Used a simulator to practice PX25-17M01 on the ZWWW
map. The exercise was interrupted for about 30 minutes, with
a departure/arrival ratio of 9/8 and a total of 17 flights.

3) SCENARIO 3 OVERLOAD

It employed a simulator to practice TWR401-07-1 on the
ZWWW map. The practice session was interrupted after
approximately 30 minutes, with a departure-to-arrival flight
ratio of 21:8 and a total of 30 flights.

4) SCENARIO 4 SPECIAL CASE

It mirrored that of Scenario 2, with the addition of randomly
simulating an abnormal runway intrusion situation from the
pilot-in-command position during the exercise.

C. EEG DATA COLLECTION

The experiment took place in a quiet, enclosed civil
aviation simulation training laboratory. The subjects sat in
comfortable chairs approximately 60 centimeters from the
screen display. The stimuli were presented and controlled
by the regulatory simulation software. The experimental data
collection process is depicted in Fig. 2.

C: Central
LT: Left temporal
RT: Right temporal

(b) EEG channel location and partition

FIGURE 2. The experimental data collection process. Here, we divide
the 59 EEG channels into five brain regions.

The wireless portable EEG signal acquisition system,
NeuSen.W64 (Neuracle, China), was used to record the
EEG data from controllers at a 1000 Hz sampling rate.
The equipment includes an EEG cap, amplifier, marker
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TABLE 2. The number of EEG samples for four scenarios that evoke load.

Sub Rest Low High Overload  Special
1 123 899 902 902 899
2 185 891 903 901 899
3 150 901 903 1061 906
4 151 903 903 902 904
5 151 909 902 916 893
6 149 908 907 912 918
7 154 904 903 905 901
8 153 902 901 909 931
Sum 1216 7217 7224 7408 7251
Mean 152 902.125 903 926 906.375

synchronization device, and rechargeable battery. According
to the 10-20 electrode layout system, EEG signals were
recorded from 59 electrodes (refer to Fig. 2(b) for specific
electrode placement), with the reference electrode being
CPz and the ground electrode being AFz. Throughout the
experiment, the impedance of all electrodes was maintained
below 5000 ohms.

The preprocessing step of the EEG signal was performed
using EEGLAB software [31]. The preprocessing steps
applied to the collected EEG data included the following: (1)
re-referencing to establish the potential difference between
each electrode and the reference electrode; (2) applying
a bandpass filter (0.1-70Hz) and a 50Hz notch filter to
eliminate power line interference and electromyographic
artifacts, thereby preserving the desired frequency range
of the EEG signal; (3) segmentation based on predefined
labeling information, retaining specific 2-second durations of
EEG signal data within each segment, and baseline correction
to mitigate data drift effects; (4) artifact removal using
independent component analysis (ICA), where components
were labeled and subsequently removed using ADJUST [32]
and ICLabel [33] plug-in to identify and discard artifacts
or electrooculogram components detected in the analysis.
Furthermore, we adopt a z-score normalization to reduce the
data fluctuation [30], by calculating the mean and standard
deviation of training data and applied for testing data.

The final resting state data comprises 1216 samples, while
the samples for the different load-induced tasks are 7217,
7224, 7408, and 7251 respectively, with each sample lasting
for 2 seconds. Table 2 details the sample sizes for the resting
state and load-induced tasks across individual subjects.

D. DECODING MODEL FOR ATC LOAD

Conformer [30] was used to condense local and global
representation to decode motor imagery and emotional
tasks. It consists of a convolution module, a Transformer
Encoder module, and a classifier module. Specifically,
taking raw EEG signals as model input, the convolution
module learns low-level local features from time and EEG
channels by using one-dimensional temporal and spatial
convolutional layers. Then, the Transformer Encoder module
with multi-head attention is attached to extract long-term
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FIGURE 3. The EEG decoding model used in the experiment.

global temporal representation from local characteristics.
Finally, fully connected layers are constructed as a classifier,
which classifies EEG features and outputs the predicted
labels of load states. The general framework and parameter
settings are shown in Fig. 3.

1) CONVOLUTION MODULE

The convolution module has been designed under the
principles outlined in [21] and [22]. It comprises two
one-dimensional spatiotemporal convolution layers, which
serve to separate the two-dimensional convolution operator.
The model input is shaped as (S, Ch, To), where S is the
training number or testing number of EEG samples, and
Ch and To are equal to the number of channels and time
points of each EEG sample, respectively. The initial layer
comprises k kernels of dimensions (1, 25) with a step size
of (1, 1), indicating that the operation is conducted in the
time aspect. The second layer retains k kernels of size (Ch,
1) with a step size of (1,1), serving as a spatial filter to extract
the interactions between various EEG channels. Then, batch
normalization is employed to accelerate the training process
and mitigate the overfitting issue. The activation function
used an exponential linear unit, as recommended in [22].
The third layer comprises average pooling along the time
dimension with (1,75) kernel size and (1,15) step size. This
pooling layer serves to smooth temporal information, thereby
avoiding overfitting and reducing computational complexity.
The hyperparameter k is set to 40. Subsequently, the learned
features of convolution layers are rearranged by compressing
channel dimensions and transposing convolution channel
dimensions with temporal dimensions. As such, the feature
channel at each time point can be viewed as tokens for
subsequent module. The output of the convolution layers is
defined as X € R *?_ where f is the feature-length, d is the
feature-dimension.

2) SELF-ATTENTION MODULE
In this module, self-attention is employed to capture the
global temporal dependencies of EEG features, thereby
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addressing the limitations of the convolution module’s
restricted receptive field.

The tokens generated by the preceding module are trans-
formed linearly into isomorphic triples, designated as queries
(Q), keys (K), and values (V). The Q, K, V are calculated
in accordance with learnable weight matrices W9 € R?*4,
Wk e RIxd wv ¢ RI%d and obtain Q = XW9 € R ¥4,
K = XWk e RF*4 v = XW" € Rf*4_ The introduction of a
scaling factor serves to prevent the phenomenon of vanishing
gradients and to guarantee training stability. Subsequently,
the output is processed through a softmax function, which
generates the weighting matrix. The weighting matrix is
applied to V using a dot product [34]. The aforementioned
process of single-head attention is formalized as follows:

T
oK )v.
Vd

Given that multi-head self-attention can grasp long-term
dependencies of data, we employ it to enlarge represen-
tational diversity [28]. The input features are divided into
subspaces, each comprising multiple heads. The function of
each subspace is to facilitate the learning of attention weights
within its respective space. Heads in various subspaces
communicate with one another to exchange information
regarding the allocation of attention between the subspaces.
The tokens are partitioned into /# segments, with each segment
undergoing independent processing by the self-attention
module. The outputs generated by each head are subsequently
concatenated to produce the final one.

Assuming we use /1 heads. As such, the input features
are evenly partitioned into /& segments, denoted as x,, €
fo%,l < m < h QOu, Kp, Ve € R %% are derived
from the linear transformation of the partitioned tokens in
the m-th head. We calculate its corresponding Q,, Ky, Vi by
Om=XuWL K, = XmW,I,‘l, Vi = X;uW,,. The self-attention
H,, towards subspace m is computed as follows:

OnK,,
H,, = Softmax ( r\n/zm Vin.

Att (Q, K, V) = Softmax ( (1

@)
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Multi-head self-attention concatenates all H,,:
H,s. = Concat (Hy, ...Hy, ...Hy). 3)

Furthermore, two fully connected (FC) feed-forward layers
have been incorporated into the model to enhance its fitting
capacity. The dimensions of both the input and output have
been maintained throughout this process. The self-attention
mechanism has been iterated N times throughout the module.

3) LOAD CLASSIFIER MODULE

At last, a classifier module comprising three FC layers is
utilized, resulting in a C-dimensional output vector upon
application of the softmax function. The framework employs
the cross-entropy as loss function, defined as follows:

1 Ny, C
L= —MZZYiCZOg (}A]ic) . “

i=1 c=1

where N, denotes EEG samples number in one batch, y and y
represent true and predicted labels, respectively, C indicates
EEG load categories.

E. EXPERIMENTAL SETUP

The workload classification experiments are run upon
the Conformer framework, supported by Pytorch library.
We focus on recognizing the subject-dependent workload.
The training data and testing data ratio is fixed at 7:3 for each
subject. The decoding model was trained with the following
parameters: batch size = 8, epoch = 100, Adam optimizer
(learning rate = 0.0002), beta 1 = 0.5, and beta 2 = 0.999.
We execute self-attention 6 times with 10 heads. By averaging
the results of the last 10 epochs, we obtain the recognition
score for each subject.

The experiment must acknowledge the cognitive load of a
single controller in four distinct scenarios: low, high, over-
load, and special case. To offer a comprehensive assessment,
three metrics are employed in this paper, including accuracy
(ACC), macro-averaged F1 score (F1), and Cohen Kappa
coefficient (Kappa). Towards i-class, suppose TP; is true
positive, TN; is true negative, FN; is false negative, FP; is
false positive. A indicates samples number for one subject.

The detailed definitions of the overall metrics are as
follows:

C
Acc =" TPy/A. )
i=1
C
Fl = iz (2 x pre; x sen;/ (pre; + sen;)) (6)
C“ | pre; i i v
=

Kappa = (ACC —P,) /(1 —P,). )

here, pre; = TP;/ (TP; + FP;), sen; = TP;/ (TP; + FN;), P,
is the random probability of producing a consistent outcome
by chance.
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IIl. RESULTS

The outcomes of the proposed study are organized into
three sections. The first section highlights the analysis of
subjective scale data for ATC operators. The second presents
experimental results of decoding cognitive loads using a
hybrid model. The third explores the influence of different
brain regions on decoding performance.
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FIGURE 4. The analysis of NASA-TLX scores.

A. SUBJECTIVE ANALYSIS

The ATC load was first evaluated by the NASA-TLX
scale [35], [36]. The scale comprises six subscales: mental
demand, temporal demand, physical demand, effort, perfor-
mance, and frustration. Subjects were requested to provide
a rating on a scale of 0 to 100 for each subscale. We first
give the average subscales under four scenarios in Fig. 4(a).
As we can see the mental, physical, and temporal demands
increased in line with the rise in task complexity. This resulted
in a corresponding decline in task performance, while effort
and frustration have no clear tendency.

The overload scenario needs more effort, and both four
scenarios have lower frustration scores. We further calculate
the final NASA-TLX values for four load-elicited scenarios
and display the average NASA-TLX scores of all participants
in the box-plot Fig. 4(b) using a one-way analysis of variance
with Tukey’s Multiple comparison test. Statistical analysis
reveals a significant increase in NASA-TLX scores as task
difficulty rises, and Low versus over, high versus over, and
over versus special, are notably different (p<0.05).

B. EEG DECODING RESULTS

Table 3 presents the accuracy, weighted F1 score, and Kappa
results for Conformer on the dataset. As observed, the
average decoding performance across subjects is 88.763%
accuracy, 88.129% F1 score, and 0.849 Kappa. Additionally,
significant variations in decoding performance are evident
among subjects. Subjects 1, 2, and 4, 5 demonstrated
decoding accuracy exceeding 94%, whereas subjects 3 and

VOLUME 13, 2025
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TABLE 3. The decoding results for ATC task.

Sub ACC (%) F1(%) Kappa
1 95.716 95.763  0.943
2 99.638 99.638  0.995
3 70.909 69.077 0.613
4 99.261 99.263  0.990
5 94.926 94.923  0.932
6 79.616 78.896  0.727
7 89.723 89.628  0.863
8 80.311 77.847  0.736
Mean  88.763 88.129  0.849
STD 10.621 11.445 0.1417

TABLE 4. The decoding results for online experiment.

Sub ACC (%) F1(%) Kappa
1 79.873 77405 0.733
2 84.683 82.844  0.796
3 65.247 61.148  0.541
4 97.993 97.883  0.973
5 84.200 84.163  0.789
6 92.303 92.024  0.897
7 82.087 81.883  0.761
8 68.203 64421  0.578
Mean  81.824 80.221  0.758
STD 11.015 12.523  0.146

6 showed inferior performance. These findings suggest that
the employed decoding model achieves satisfactory results
within subjects.

We also record the best performance achieved by each
participant and compare it with the average results from
the last 10 epochs. As the results show in Fig. 5, the
accuracy of participants 2, 4, 5, 6, and 7 matches their
respective best performances and the last 10 average values
very well. Participants 1, 3, and 8 show more disparities
between their best and last 10 epoch results. Generally
speaking, the average best performance exceeded 3% in
last 10 epochs. Similar trends are observed in the F1 score
and Kappa.

We conducted an online experiment on a per-subject basis.
To emulate the online process, 2000 samples were randomly
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selected for training and 600 samples for testing for each
subject. At the outset of the experiment, solely the training
data were incorporated into the model training and an offline
model was constructed. The data were randomly arranged
five times to simulate five online tests, and finally the
average of the five results was taken as the online result
for that subject. The decoding results is listed in Table 4.
As we can see, the emulated online results are lower than
offline scenarios but also has achievable results. The runtime
is 0.016 seconds for decoding each testing sample, which
facilitates the real-time decoding performance for ATC task.

C. EFFECT OF BRAIN REGIONS

mm ACC
F1
Kappa

T T T T T T T T T T T T
ol oy ol g Ov}y

S

FIGURE 6. Contribution of different brain regions to cognitive load
decoding of controllers.

A reduction in the number of channels in an EEG-based
cognitive load decoding system is a beneficial approach that
not only decreases preparation time and running costs but
also improves the system’s user-friendliness. This subsection
examines the impact of reducing channel numbers on
decoding performance. Five distinct channel configurations
according to the common brain regions, namely, the frontal
lobe, central lobe, left and right temporal lobes, and occipital
lobe [7], were employed in the experiments. The detailed
division of these brain regions is shown in Fig. 2. During the
experiment, there were 14, 14, 8, 8, and 15 electrode channels
in the frontal, central, left and right temporal, and occipital
lobes of the brain, respectively.
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Fig. 6 provides a comprehensive overview of performance
metrics (ACC, F1 score, and Kappa) concerning the reduced
number of channels. It can be observed that the performance
decreases significantly as the channel number is reduced,
particularly when using 8 channels from the left and right
temporal lobes, respectively. The results demonstrate that
comparable results can be obtained from the frontal lobe,
followed by the central and occipital lobes, in comparison to
using all 59 channels.

IV. DISCUSSION

In the discussion section, we present brain activation
mappings across varying levels of cognitive load during the
simulated control task. We also include visual analyses of
decoding results, comprising confusion matrices for each
subject and feature visualization. Finally, we provide an
overview of the shortcomings and outlook of this paper.
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FIGURE 7. PSD distribution of five cognitive states under different
frequency bands.

A. BRAIN ACTIVATION MAPPING

The present study employed a psychophysiological approach
to investigate the brain activation patterns associated with
different cognitive states and frequency bands. The EEG data
were analyzed in terms of delta (), theta (), alpha (), beta
(B), and gamma (y) bands. The average PSD of 8 subjects
for each task state was calculated and normalized to [0,1],
resulting in a PSD matrix for each state. These matrices were
converted to channels by band format for visualization. The
resulting PSD distributions are shown in Fig. 7. We have used
the paired t-test to make the statistical analysis between the
different load states. The statistical analysis is given in Table 5
with a fixed p-value of p < 0.05. The alpha (8-13 Hz) and
beta bands (13-30 Hz) have been reported to be associated
with changes in workload [4], indicating that the brain is in an
engaged and highly conscious state, respectively. In the alpha
band, the low vs special and high vs special comparisons yield
significant differences. Similarly, in the beta band, the low vs
special comparison produces a significant difference. When
EEG channels are partitioned as illustrated in Fig. 2(b), as we
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TABLE 5. Statistical analysis of brain activity patterns across various
workload conditions.

Band Restl-L L-High L-O L-Spec High-O High-Spec O-Spec

Delta * * *

Theta *

Alpha * *
Beta *

Gamma *

Note: * denotes the significant difference. L: Low, O: Over.

can see, the PSD feature activation patterns in the frontal
and occipital brain regions exhibit distinct patterns between
high and low load states. Additionally, in the delta band, the
low vs restl, high, and over comparisons yield significant
differences.

B. CONFUSION MATRIX

To comprehensively and intuitively analyze the classification
results of the model on the test set, we draw the confusion
matrix of each subject, which is used to predict the last
epoch of test data. The value at the intersection of the i-
th row and j-th column represents the percentage that the
real category i is divided into category j by the model. For
example, in Fig. 8(a), 75.34% of the low load EEG samples of
subject 1 are predicted correctly, and 24.66% of the samples
are misclassified to be in the high load category. We can see
from the confusion matrix that the high load and overload can
be correctly recognized, while low and special cases have a
24%-27% possibility to misclassify in the high load.

For a low load state, subjects 2, 4, 5, and 8 are easy to
distinguish, and the recognition accuracy of this category
is higher than 92%. For the high load state, except for
subjects 3 and 6, the other subjects can be distinguished
significantly. In the case of overload, all subjects can be
significantly distinguished except for subjects 3 and 8. For
special cases, except for subjects 1 and 8, the other subjects
can be distinguished significantly.

Based on the above results, it can be found that although
different controllers have different performances in recog-
nizing cognitive load state, the mixed depth model used
can still construct an effective personalized decoding model.
In the future, it is imperative to consider more advanced deep
learning methods, to reduce decoding differences of subjects
and build a more robust recognition model.

C. FEATURE VISUALIZATION

To visualize the distribution of feature representations learned
using the model, we project potential feature representations
onto a two-dimensional plane using t-distributed stochastic
neighborhood embedding (t-SNE), as illustrated in Fig. 9.
It is a nonlinear statistical downscaling method designed
to maintain the structure of the data in a low-dimensional
space [37]. One subject was randomly selected from the
dataset. Following training with and without the conformer
model, the feature distribution of the subject is shown
in Fig. 9. Fig. 9(a) and (c) represent the original feature
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FIGURE 8. Confusion matrix results of each ATC controller, (a) to (h) denotes subjects 1 to 8, respectively.

Train

Test

(c)

FIGURE 9. Feature visualization by t-SNE demonstrates the impact of
introducing deep decoding models for feature learning, (a) and (c) are the
original features without decoding, and (b) and (d) are the decoded
features.

distribution, while (b) and (d) show the decoded feature
distribution. Different colors are used to represent different
categories. As illustrated in Fig. 9 (a) and (c), samples
belonging to different categories exhibit considerable overlap
in both the training and test data, in the absence of the
deep model, rendering them challenging to distinguish.
In Fig. 9 (b) and (d), the use of decoding model results in
a reduction in the distance between samples of the same
category, facilitating the formation of clusters. Additionally,
the distance between the feature distributions of different
categories increases, thereby enhancing the clarity of the
class boundaries, which in turn facilitates the classification
process.

D. ABLATION OF PREPROCESSING AND
STANDARDIZATION

We further explored the effectiveness of the preprocessing
steps (e.g., ICA artifact removal) and standardized steps on
the decoding results. We have used the EEG data with artifact
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TABLE 6. The ablation experiment.

ICA denoise  Standardize =~ ACC (%) FI1 (%) Kappa
X v 66.557 63.577  0.555
v X 85.393 84.761 0.803
X X 68.385 66.165  0.579
v v 88.763 88.129  0.849

removal and without artifact removal, standardized and no
standardized, to conduct ablation studies using the same
workload classification task.

The ablation experimental results are reported in Table 6,
from which we can see that the removal of denoising
or standardization operation results the degraded decoding
performance. The removal of ICA denoising has a larger
impact on the load decoding results, while the removal of
standardization operation has less impact on the decoding
results. The full model with ICA denoising or standardization
obtains the highest classification performance, illustrating the
effectiveness of the overall model.

E. LIMITATIONS

This paper has yielded valuable insights into the EEG
cognitive load detection. However, there are still a few
areas that require further enhancement. Firstly, the number
of subjects included in the work was insufficient and lack
female subjects, and the EEG collection equipment used was
portable. We acknowledge that including female participants
would enhance the generalization and applicability of the
findings. Future studies could increase the number and
gender of subjects to better reflect the gender distribution
of the broader ATC workforce, and explore the possibility
of using fewer channels for cognitive load decoding [38],
[39]. Secondly, the present study employed a block design
approach [40], whereby the overall EEG data of the operator
was collected over 30 minutes and subsequently segmented
following pre-processing. Although such a design can elicit
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different levels of loading in subjects, it may limit the
temporal dimension of the EEG data and ignore multiple
shifts. Future research will aim to extend this work by
investigating how cognitive load changes across longer
durations and multiple shifts, and how these variations might
affect both performance and physiological responses over
time. Finally, the current study did not fully explore the
effects of temporal and subject differences on the ATC load
decoding results [41], [42]. To ameliorate the generalization
of the decoding model, future studies might consider these
factors to comprehensively assess their effects.

V. CONCLUSION

The performance and efficacy of ATC systems can be
ameliorated by keeping the cognitive states of the operator
within an ideal scope [19]. This study is designed to elucidate
variations in cognitive load among different operators in
complex work environments by creating four simulated ATC
tasks of varying difficulty levels. EEG data was collected
and a hybrid Conformer model was employed for EEG
decoding, to validate its capability in constructing person-
alized decoding models. The findings indicate that EEG
is a sensitive and reliable method for predicting operators’
cognitive loads, with an average decoding accuracy of
88% and a peak accuracy of 99% at the individual level.
Furthermore, the results illustrate the frontal lobe is integral
to the decoding of cognitive load, which is implicated in the
processing of emotion, personality, movement, intelligence,
and speech. This research is designed to advance the
intelligent closed-loop system for sensing cognitive load,
to inform the layout of prospective adaptive system. The
system will integrate portable physiological signals, such as
EEG, into automated decision-making processes, intending
to mitigate load fluctuations in complex work environments.
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