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ABSTRACT Kubernetes is a widely used platform for deploying and managing containerized applications
due to its efficient elastic capabilities. The Horizontal Pod Autoscaler (HPA) in Kubernetes independently
adjusts the number of pods for each service, yet these services often operate in an interconnected manner.
This study aims to understand the effects of autoscaling events on a graph of interconnected services.
To achieve this, we apply control theory to model the HPA’s behavior. We analyze the stability of this
model, perform numerical simulations, and deploy a real testbed to evaluate the performance. Our findings
demonstrate that the control theory-based model accurately predicts the HPA’s behavior, ensuring system
stability with CPU utilization meeting desired thresholds and no traffic loss after a transitional period.
The model provides insights into optimizing resource scheduling and improving application performance
in Kubernetes environments. Additionally, we extend our model to the whole service graph to understand
how individual scaling decisions influence the complex graphs of cloud applications.

INDEX TERMS Cloud autoscaling, control theory, Horizontal Pod Autoscaler, Kubernetes, microservices
architecture, numerical simulations, system stability.

I. INTRODUCTION
Kubernetes1 has emerged as a preferred platform for
deploying and managing containerized applications, credited
largely to its efficient elastic capabilities. This has allowed
the platform’s widespread adoption across diverse industries,
with many leading organizations depending on its robust
features, which is a testament to its effectiveness. It was
reported in 2023 that 66% of cloud service consumers were
using Kubernetes in production [1], highlighting its pervasive
adoption and significant impact on the industrial landscape.

The associate editor coordinating the review of this manuscript and

approving it for publication was Libo Huang .
1Kubernetes: http://kubernetes.io/

Kubernetes runs distributed applications that are typically
implemented using the microservice architecture [2]. Each
microservice is designed to perform a specific business
function and can be developed, deployed, and scaled
independently. With this, one can describe the architecture
in terms of a service graph, a collection of loosely-
coupled microservices. In the service graph each node is
a microservice and edges exist when two nodes exchange
information. In this context Kubernetes’ elastic resource
allocation system allocates/deallocates resources (e.g, CPU)
to each node using the Horizontal Pod Autoscaling (HPA)
algorithm [3].

Specifically, HPA automatically adjusts the number
of pods, replicas of the same service, by continuously
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monitoring specific metrics and scaling the service up or
down. This allows dynamic scaling to match the demand,
providing better application performance and resource uti-
lization for each of the individual services in a service graph.
Each service in the graph has its own independent HPA
control loop, ensuring that scaling decisions are tailored to
its own specific metrics.

Despite the benefits of HPA in dynamically managing
resources, research on scaling complex applications fol-
lowing service-based architectures has highlighted several
challenges. One significant issue is the lack of accurate
resource estimation models, which causes current approaches
to frequently involve cautious and iterative adjustments to
resource allocations [4]. In this paper we present a model for
Kubernetes services and use it to analyze the stability of the
application service graph when operated by HPA’s Kuber-
netes algorithm. We aim to understand if the autonomous
scaling decisions made to individual services can collectively
lead to a stable scaling effect for the entire application,
or some unwanted effects such as large-scale oscillations
emerge. Even if a large chunk of cloud applications rely on
Kubernetes, and a lot of focus has been put on improving
the resource allocation and performance optimization when
performing autoscaling events [4], [5], little research effort
has been devoted to formally model Kubernetes’ HPA
behavior. Our model specifically focuses on CPU-intensive
applications, demonstrating that properly managing CPU
bottlenecks is key to maintaining performance and ensuring
system stability.

For this we employ control theory principles. This model
treats each service as a plant and the HPA algorithm as the
controller, with the control signal being the adjustment of
the number of pods based on the CPU utilization feedback.
The main contributions of this paper are (1) the formal
verification of the stability of the Kubernetes HPA control
loop for the single-service scenario and (2) an experimental
analysis of the stability and efficiency of HPA in the multi-
service scenario.

The remainder of this paper is structured as follows:
Section II dives into related work, Section III presents the
service model, Section IV discusses the control theory frame-
work and stability analysis, Section V provides experimental
results, and Section VI presents the conclusions.

II. RELATED WORK
In this paper, we model the functionality of the Kubernetes
Horizontal Pod Autoscaler (HPA). We examine how the
addition or removal of pods impacts the performance and
stability of the targeted service. Once we understand how
these affects a particular service, we extrapolate the findings
to the entire service graph to study how an autoscaling event
propagates throughout it.

There is extensive literature on models of the entire service
graph. These models can be classified into two main types:
white-box and black-box models, which respectively show or
hide the complexities of the units being modeled. To capture

all the layers involved in a microservice application, white-
box models often use computationally complex solutions
such as layered queuing networks [6]. Another interesting
approach is to model the service mesh sidecar attached to
each microservice in the graph [7] as an abstraction of the
whole microservice. Black-box models, on the other hand,
typically apply reinforcement learning (RL) techniques, such
as GNNs or SVMs, combined with online metrics tracing [8],
[9], [10]. In both cases, these models focus on applying
optimization techniques directly to the modeled application,
either to achieve better resource allocation guaranteeing
stronger Service Level Objectives (SLO) or to run simulations
in a digital twin. However, we do not intend to model all the
complexities and layers of a service graph application, from
the kernel to user space. Instead, we focus on modeling the
behavior of the HPA in each individual microservice and their
interconnections.

Rather than modeling, many studies focus on enhanc-
ing the HPA through modifications and optimizations to
overcome the traditional approach of overprovisioning to
avoid SLO violations. These can be classified into four
different categories [4], [5] (and the references therein):
(i) rule-based autoscaling, common among cloud providers;
(ii) time series data analysis; (iii) queuing network models;
and (iv) RL-based optimizations or a combination of several
of the techniques above [11]. As pointed out in [8], many
existing autoscalers manage resources for each microservice
individually, which means there is a possibility of cascading
effects propagated along the graph and, in turn, performance
degradations. This is because these autoscalers are agnostic
to changes in the workload of the graph until it reaches them
directly, becoming more severe the deeper the microservice
is located.

We do not aim to modify the existing autoscaler but
rather seek to understand the particularities and robustness
of the de facto Kubernetes HPA. This research models CPU
fluctuations driving HPA autoscaling events, not only on
individual microservices but across the entire graph. Long
Short-Term Memory (LSTM) and Gated Recurrent Units
(GRUs) could be used to predict these changes by forecasting
incoming traffic load. However, their effectiveness is limited
when clear correlations, like seasonal patterns, do not exist.
To the best of our knowledge, no prior work has focused on
this specific objective.

III. SERVICE MODEL
We first present the basic entities of the Kubernes autoscaling
system: the pod, the service and the Horizontal Pod
Autoscaler. These are the entities that we model using control
theory, firstly for a single service, and then generalized to a
whole service graph.

A. THE KUBERNETES HORIZONTAL AUTOSCALER
A pod is the smallest deployable unit in Kubernetes and can
be thought of as a wrapper around a single container. It is
deployed based on its specified resource requirements and
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FIGURE 1. Microservice model.

TABLE 1. Variables and signals used in our model.

limits. A microservice, also referred to as service, groups
multiple pods that perform the same functions, presenting
them as a single entity.

The Kubernetes Horizontal Pod Autoscaler (HPA) dynam-
ically adjusts the number of pods allocated to a service.
Each service has one dedicated HPA control loop, which
manages the number of pod replicas running based on
resource configuration and real-time resource consumption
metrics. By default, HPA can scale pods using CPU or
memory utilization metrics, with CPU usage being the most
commonly used. HPA continuously monitors the service’s
CPU usage: if it exceeds a threshold it adds new pods,
whereas if the CPU usage drops below the threshold ite HPA
decreases the number of running pods to optimize resource
use. Managing the number of pods running in a service can
be viewed as a control system, where the service represents
the plant and HPA functions as the controller, as illustrated in
Figure 1.

Table 1 summarizes the notation used in the paper.
Variables related to a single microservice system are denoted
without a subscript (e.g., x[k]). Variables with the same
meaning but pertaining to a specific microservice within the
service graph G(V ,E) are denoted with a subscript i, i ∈ V
(e.g., xi[k]). Where V represents the set of microservices and
E the set of directed edges indicating interactions between
them.

B. MICROSERVICE MODEL
Below, we provide a formal model to describe each of the
components in the HPA control loop. First we introduce a

model for describing the service’s response to the input load
in terms of CPU consumption.

When considering different approaches to modeling, it is
important to account for the trade-off between the ease
of analysis and the modeling capabilities and power. For
example, a simple memoryless model describing how the
average CPU utilization of an service x[k] [percentage] varies
with respect to the system’s incoming load q[k] [req/sec] and
the total amount of CPU (number of pod replicas times CPU
per pod) assigned by the HPA control loop to the service u[k]
[mcore], would be the following:

x[k + 1] =
γ (q[k])
u[k]

(1)

Here, γ (.) [mcore/req/sec] is a generic function that
describes the ideal CPU requirement the service needs to
process a given load. In general, γ may be linear (see below),
it may describe a diminishing returns characteristics often
found in practice [12], or it may be any monotonically
increasing function. The essence of the microservice model is
then that the average CPU utilization x[k] in the k-th timestep
equals the total amount of CPU γ (q[k]) required to serve the
current load q[k] divided by the total CPU u[k] assigned by
the HPA controller.

Unfortunately, this model, while formally analyzable,
is memoryless (i.e., the output depends only on the state
at the current timestep k). Thus, it does not account
for critical parameters shaping system dynamics, like the
impact of queue buffering (which is dependent on the state
in earlier timesteps). Therefore, below we use a slightly
more complex non-linear recursive model inspired by Finite
Impulse Response (FIR) systems in control theory [13].

Equation 2 gives the general form of the microservice
model used throughout this paper. Here, N denotes the order
of the system and αn are the coefficients that weigh the
contribution of CPU utilization in the previous timestep k−n
to the current state. For brevity, we assume that γ (.) is linear
henceforth.

x[k + 1] = γ

N∑
n=0

(
αnq[k − n]
u[k − n]

)
(2)

In the following we assume a minimum threshold for the
number of CPU units of 1 assigned per each service. This
means that each service retains at least one pod, even in
the absence of incoming traffic. This assumption is based
on the practical need to ensure service availability and
responsiveness.

C. CONTROLLER MODEL
Next, we formally model the Kubernetes Horizontal Pod
Autoscaler (HPA) control loop. The HPA control loop aims
to maintain the CPU utilization around a target level by
continuously adjusting the number of pods based on the
CPU utilization measured from the service. If the CPU
utilization exceeds a given upper threshold then HPA assigns
more pods to the service. Conversely, if the CPU utilization
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FIGURE 2. Service graph model as a 2-service chain.

is below a lower threshold, HPA reduces the number of
pods to optimize resource usage. This closed-loop system
ensures that the microservice adapts to varying loads while
maintaining performance and resource efficiency.

In our model we represent the upper and the lower
thresholds with a single reference threshold R (a user-
configurable parameter). Our HPA model is then a direct
formal representation of the HPA control law specified in the
official Kubernetes documentation [14]:

u[k + 1] = u[k]
x[k + 1]

R
(3)

Here, u[k] [mcore] denotes the control input, which deter-
mines the total CPU units assigned to the microservice.

We quantify the amount of traffic y[k] at the service output
in response to a given input load and the available compute
resources as follows:

y[k + 1] = min(q[k],
q[k]
x[k]

) (4)

D. SERVICE GRAPH MODEL
Next we extend the model to a conceptual application
constituted by multiple linked microservices, as illustrated in
Figure 2. This composite model supposes a distinct plant and
an HPA control loop for each microservice. These elements
form a microservice graph G(V ,E), where G represents a
rooted Directed Acyclic Graph (DAG) with the root denoted
by r ∈ V .
In this model, the instantaneous propagation of traffic

across microservices can be expressed as in Equation 5,
which takes into account that the system can not process more
traffic than the input load.

qj[k] = λijyi[k] (i, j) ∈ V (5)

Here, λij : (i, j) ∈ V defines the intensity of requests
transmitted from microservice i to j.

E. TRAFFIC LOSS
The stability of stability of the proposed model will be
evaluated based on a traffic loss metric, which describes the
resource deficit of the current CPU allocation. The traffic loss
metric di[k] quantifies the amount of requests the application

is unable to process due to the lack of available CPU
resources:

di[k] = qi[k] − yi[k] (6)

In general, di[k] = 0 means a perfect CPU allocation,
while di[k] > 0 indicates service degradation and/or
interruption, affecting the overall application performance.
The target of the HPA control loop is to drive the system to a
state where the loss is zero.

Similarly, the aggregated traffic loss metric for the service
graph model, represented by the set V , is computed as the
sum of each of the loss at each service at a given time step k:
d[k] =

∑
i∈V di[k]. Here, di[k] is the single service quality

metric as previously defined.

IV. STABILITY ANALYSIS
In this section, we present the main contribution of the paper:
a formal stability analysis of the single-service HPA control
loop in terms of the traffic loss metric. In the subsequent
section we extend the analysis to the multi-service model
using numerical evaluations.

First, we introduce a simplification. In particular, since
our approach is highly non-linear we reduce the general
microservice model to a second-order model. This means
that the CPU dynamics is fully described by the coefficients
α0 and α1, plus the input q[.] and u[.] This simplification
allows us to incorporate both the current CPU value and the
value from the previous time step into the model, providing a
balance between model accuracy and ease of analysis. The
proposed control model has a time complexity of O(N 2),
where N represents the evaluated time steps.
Theorem 1: Consider the system described by the

second-order application dynamics (2), the HPA control
law (3), and let the input be a step function:

q[k] =

{
1 if k ≥ 0
0 otherwise.

Assume x[k] ∈ (0, +∞) and u[k] ∈ (0, +∞), u[0] = 1.
Then, the control system is globally asymptotically stable,
i.e.:

1) The steady state error is zero: limk→∞ x[k] − R = 0.
2) The steady state traffic loss is zero: limk→∞ d[k] = 0.
These conditions define stability as a system that allo-

cates the exact amount of resources required to meet the
corresponding load by aligning the CPU consumption with
the desired threshold R. When there is a mismatch between
the incoming load and the allocated resources, the system
compensates by either adding or removing pods ensuring that
in steady state there are the necessary resources.

In order to demonstrate the previous stability definitions
we start by analyzing the system boundaries and convergence
of the control signal u[k] and later extrapolate the results to
find the steady-state error and traffic loss.

Proof: Using B =
γ q[k]
R to define b0 = Bα0 and

b1 = Bα1. Let b0, b1, u[0], u[1] ∈ (0, +∞) and define the
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sequence (u[k])k∈N by the recursion:

u[k + 2] = b0 + b1
u[k + 1]
u[k]

, ∀k ∈ N (7)

Then (u[k])k∈N converges to b0 + b1.
Using the transformation u[k] = b0(1+z[k]), the recursion

becomes:

b0(1 + z[k + 2]) = b0 + b1
1 + z[k + 1]
1 + z[k]

,

1 + z[k + 2] = 1 +
b1
b0

1 + z[k + 1]
1 + z[k]

,

z[k + 2] =
b1
b0

1 + z[k + 1]
1 + z[k]

, ∀k ∈ N. (8)

Next, we introduce a Lemma from prior work that we use
to establish the main result:
Lemma 1 (Theorem 6.3.3 of [15]): Let us consider the

variables p, q, z0, z1 ∈ (0, +∞) and define the sequence:

z[k + 2] =
p+ qz[k + 1]

1 + z[k]
, ∀k ∈ N. (9)

The unique positive equilibrium of this recursion is globally
asymptotically stable if one of the following two conditions
holds:

1) q < 1;
2) q ≥ 1 and either p ≤ q or q < p ≤ 2(q+ 1).
Using the notations of Lemma 1, we have p = q =

b1
b0
.

The case b0 > b1 translates to q < 1, and the case b0 ≤

b1 translates to q ≥ 1 and p = q. Thus, the sequence (z[k])k∈N
converges for every b0, b1, z0, z1 ∈ (0, +∞) to the unique
positive equilibrium of the recursion which is b1

b0
. This means

that the sequence (u[k])k∈N converges to b0 + b1.
Finally, by undoing the substitutions we obtain that

(u[k])k∈N converges to γ q
R (α0 + α1). In turn, the control

signal makes the plant (x[k])k∈N converge at the desired
steady-state:

x[k] = γ

(
α0Rq[k]

γ q[k](α0 + α1)
+

α1Rq[k − 1]
γ q[k − 1](α0 + α1)

)
= R

(10)

And consequently, we can demonstrate that in steady
state we achieve null traffic loss with the following simple
computation:

lim
k→∞

d[k] = lim
k→∞

(q[k] − y[k])

= Q− lim
k→∞

min(q[k],
q[k]
x[k]

) = 0 (11)

Corollary 1: Consider an application graphG(V ,E) com-
posed of autonomous services operating independently.
If every service in the graph fulfills the requirements in The-
orem 1, then the service graph G is globally asymptotically
stable.

This corollary follows directly from Theorem 1. If every
autonomous service in the graph G satisfies the conditions,
then each service is stable, exhibits no deviation error, and
has no traffic loss in steady state. Since these services operate

FIGURE 3. Microservice model performance.

independently, their stability ensures the overall stability of
the graph G.

V. RESULTS
To further illustrate the stability demonstrated through the
analytical solutions, this section presents the results obtained
from both numerical simulations and real deployment
experiments. These results provide graphical insights that
validate the theoretical findings on HPA stability.

A. NUMERICAL SIMULATIONS
We have conducted numerical simulations using Matlab
Simulink [16] for both the microservice model, with time
complexity O(N !), and the service graph model. These
simulations aim to visualize the stability behavior and
dynamic response of the Kubernetes HPA under various
conditions, providing a controlled environment to verify our
theoretical analysis.

Figure 3 shows the main signals of the microservice model,
the incoming load q[k] (blue line), the CPU utilization x[k]
(red) and the control signal u[k] (green line) discussed in
the previous sections for a user-defined HPA threshold of
R = 0, 8, meaning that in steady state we desire an average
CPU utilization of x[k] = 0, 8. It can be seen that given
an input load the system reacts and starts autoscaling by
allocating more CPU resources and reducing them until the
desired steady state is achieved at k = 14.
It is important to note that typical values for the

CPU-targeted HPA threshold are around 30%, as applications
in production cannot afford to lose traffic and typically
overprovision to prevent this. However, for verification
purposes, we use a threshold of R = 0.8 (80%) CPU
consumption to observe the model’s behavior under more
stressful conditions.

When we extend these results to the service graph,
as depicted in Fig. 4, we observe that the stability achieved
by each independent and stable service is reflected in the
overall system behavior. As shown, for each of the three
independent services deployed in a chain-like configuration
the CPU utilization follows a similar pattern to the results
achieved in the microservice model simulations, meaning
that all three of them are able to independently adjust their
resources to reach a steady state without being impacted by
the autoscaling decisions of other nodes in the graph.
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FIGURE 4. Service graph model performance.

In summary, these results demonstrate that the entire
system can reach the desired steady state after a transitional
period, where CPU utilization aligns with the target threshold
and traffic loss is eliminated.

B. EXPERIMENTAL RESULTS
To verify our theoretical analysis in a real-world scenario,
we deployed a Kubernetes testbed focusing on the general
case of the service graph model for a CPU-intensive
application. This real deployment aims to observe the HPA’s
performance and stability in a practical setting, ensuring
that the analytical and simulation results hold true in live
environments.

The experimental setup comprises three interconnected
microservices configured in a cascading topology, as detailed
in [17]. Each service is CPU load generator that, upon
receiving a request, executes arithmetic operations for 8ms.
The request is then forwarded to the subsequent service in
the sequence.

We deployed Kubernetes’ HPA (v2) on each microservice.
HPA is configured to auto-scale based on CPU consumption
and configured to trigger an autoscaling event to deploy
another replica when CPU utilization reaches 80% of the
requested 100mcore per service. This mimics the previous
analysis for direct comparison.

To generate the requests we use K6 [18], a well-established
synthetic load generator. Specifically we define an initial
virtual spike of 20 users that plateaus at 22 virtual users.
In total each experiments lasts 20 minutes.

Figure 5 illustrates the CPU usage for each microservice
involved in our system. The first microservice initially
receives the incoming load, leading to an early rise in its CPU
consumption. As this service processes the traffic, the load is
then transferred to the second microservice, which exhibits a
similar increase in CPU usage. Eventually, the load reaches
the third and final microservice. The vertical lines represent
the active pods for each service, highlighting the points at
which CPU usage at each service meets the Horizontal Pod
Autoscaler (HPA) threshold, prompting an autoscaling event
to deploy a new replica.

It demonstrates the impact of CPU saturation on service
performance. Until a new replica is successfully deployed, the

FIGURE 5. Kubernetes 3-Service chain deployment performance.

affected service’s CPU remains saturated, making it unable
of processing additional incoming requests. This results in
the loss of traffic. Notably, the request failures start when
autoscaling events are triggered. These losses remain until
the deployment of additional replicas sufficiently increases
resource availability, allowing the system to manage the
incoming load effectively.

These experimental results validate the theoretical model
and testbed configuration. They demonstrate that the system
effectively reaches the desired steady state where CPU
utilization meets the threshold and traffic loss is minimized
after the initial transitory period. This confirms the practical
applicability and reliability of the HPA under real-world
conditions.

VI. CONCLUSION
Kubernetes, with its extensive deployment over the past
several years, has proven to be a crucial platform for man-
aging containerized applications in large-scale production
environments [1]. Many organizations depend on Kubernetes
for its robust and dynamic scaling capabilities, underscoring
its importance and effectiveness.

This work not only models and validates the stability of
HPA in both single and multi-service scenarios but also lays
the groundwork for future advancements in cloud application
scaling and resource management. This can further enhance
application performance in Kubernetes environments, i.e.,
by optimizing resource allocation and scheduling, which is
critical given the platform’s widespread industrial adoption.

In conclusion, our research builds on the extensive use
and proven success of Kubernetes and HPA in production
environments. By addressing the analytical gaps, we provide
initial steps towards a more in-depth study and open up
research possibilities in optimizing Kubernetes’ scaling
mechanisms.
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