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ABSTRACT In the current era, power system stability faces typical problems due to the Renewable Energy
Sources (RES) integration trend. This trendmakes the coordination between power system controllers crucial
to maintain stability across a wide-range of operating behaviors. To address this problem, this paper proposes
the coordinated design of Power System Stabilizer and Virtual Inertia Control (PSS-VIC) to improve the
stability of the power system integrated with RES. The proposed method uses the modified version of
Harris Hawk Optimization with Memory Saving Strategy (HHO-MSS) to find the equilibrium point of
global parameters of PSS-VIC through various simulations to ensure scalability. In this proposed method,
PSS is focused on increasing the power system stability from the traditional generator sides with diesel
engines, thermal, and hydro turbines. Meanwhile, the modified VIC design is proposed to increase the
power system stability from the RES sides using virtual inertia emulation with the integration of wind
generators, solar photovoltaic units, and energy storage systems. The global parameters of PSS-VIC are
determined by calculating the optimal damping ratio which is permitted by grid codes alongside various
stability criteria validation. Based on the obtained results, HHO-MSS is 1.44% to 9.28% more accurate and
34.63% to 53.94% more consistent than Electric Eel Foraging Optimization (EEFO), and Puma Optimizer
(PO), Evolutionary Mating Algorithm (EMA). With the optimal damping ratios of 9.94% to 9.96% achieved
byHHO-MSS, the overall power system stability improvements, including both local and interarea responses
across 38 simulations involving sudden load changes, varying inertia, and different RES levels, are as follows:
41.17% to 70.89% frequency nadir improvement, 25.9% to 67.38% power angle deviation improvement,
84.83% to 85.26% settling time reduction, and 51.57% to 89.73% average error reduction calculated
with performance indices. The proposed coordinated PSS-VIC design offers excellent scalability and can
effectively improve power system stability across a wide-range of operating conditions.

INDEX TERMS Harris hawk optimization, optimal coordinated design, power system stability, power
system stabilizer, renewable energy sources, virtual inertia control.
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NOMENCLATURE
D Damping value.
Dim Dimension of search space of algorithm.
DVI Tuneable parameter of virtual damping.
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Efd Excitation voltage.
Eo Initial energy of the rabbit of HHO.
EESC Escaping energy of the rabbit of HHO.
Eq Terminal voltage of the generator.
H Inertia value.
Havg Average vector of the hawks of HHO.
Hp Vector of the hawk of HHO.
Hpool Best movement of the hawks.
Hr Vector of random hawk of HHO.
It Iteration of algorithm.
JR Jumping movement of the rabbit of HHO.
ka Gain constant of amplifier.
KPSS Gain constant of PSS.
Ks Constant of ACE.
KVI Tuneable parameter of virtual inertia.
K1−6 Dynamic constant of the electrical part of the

generator.
ftie Tie-line frequency.
f Frequency.
lb Lower bound of search space.
LF Levy flight of the rabbit of HHO.
Pc ACE output.
Pe Electrical power.
Pg Governor output.
PL Load demand.
Pm Power produced by the generator.
PP Primary control output.
PPV Power generated by PV.
Ptie Power flow in tie-line.
PVI Injected virtual inertia emulation.
PWG Power generated by WG.
R Vector of the rabbit of HHO.
rESC Escape probability of the rabbit of HHO.
RD Droop constant of turbines.
RVI Droop constant of VIC.
r1−5 Random parameter of HHO.
Ta Time response of the amplifier.
TESS Time response of ESS.
Te Electrical torque.
Texc Time response of exciter.
Tg Time response of the governor.
TINV Time response of the inverter.
Tm Mechanical torque.
TT Time response of turbines.
TWG Time response of WG.
TWO Time response of wash-out filter of PSS.
T1−4 Tuneable parameter of lead or lag control of PSS.
T6−9 Lead or lag control of PSS.
ub Upper bound of search space.
VPSS Stability reference of PSS.
Vt Terminal voltage of area.
VW Wind speed.
β Bias factor.
δ Power angle.
ζ Damping ratio of the system.

λ Eigenvalue of the system.
1 Change of variable or deviation of variable.
ω Rotor speed of generator.
8 Solar irradiance.

LIST OF ABBREVIATION
ACE Area Control Error.
AGC Automatic Generation Controller.
AOA Arithmetic Optimization Algorithm.
AVR Automatic Voltage Regulator.
DE Diesel Engine.
EEFO Electric Eel Foraging Optimization.
EMA Evolutionary Mating Algorithm.
EOA Equilibrium Optimizer Algorithm.
ESS Energy Storage System.
FLC Fuzzy Logic Controller.
HHO Harris Hawk Optimization.
HT Hydro Turbine.
IAE Integral Absolute Error.
ISE Integral Squared Error.
ITAE Integral Time Absolute Error.
ITSE Integral Time Squared Error.
MFO Moth Flame Optimization.
MOA Mayfly Optimization Algorithm.
MSS Memory Saving Strategy.
PID Proportional-Integral-Derivative.
PO Puma Optimizer.
PSS Power System Stabilizer.
PV Photovoltaic.
RES Renewable Energy Source.
RoCoF Rate of Change of Frequency.
SMIB Single Machine Infinite Bus.
SSSC Synchronous Series Compensator.
STATCOM Static Synchronous Compensator.
SVC Static VAR Compensator.
TCSC Thyristor Controlled Series Capacitor.
TP Tuneable Parameter.
TT Thermal Turbine.
VIC Virtual Inertia Control.
WG Wind Generator.

I. INTRODUCTION
Maintaining the reliability and resilience of power systems
has become very challenging due to the rapid develop-
ment of technology [1], [2]. This development leads to the
unique topology and its operating schemes, thus it requires
a very specific mitigation method when the power system
has problems. One of the crucial problems is the power
system stability problems by small disturbances, which have
small oscillations and cannot be directly detected [3], [4].
This type of disturbance affects the frequency, voltage, and
power responses of both the local and interarea of the power
systems. When this disturbance becomes larger, then it can
spread from one area to another through interconnection lines
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if it is not mitigated quickly and properly. Thus, the power
system stability can be compromised.

The power system stability improvement when small dis-
turbances occur is closely related to the dynamic stability
approach. This approach may simplify the complex power
system into amanageable design that accurately represents its
dynamic behavior [5]. The main idea is to add counter-torque
by providing damping and inertia properties to dampen the
oscillations. In a traditional power system, stability can be
maintained by utilizing Load Frequency Control (LFC) and
Automatic Voltage Regulator (AVR) loops [6]. LFC loop
consists of a speed droop governor, Automatic Generation
Control (AGC), and Area Control Error (ACE). While the
AVR loop consists of the excitation system. In addition,
a Power System Stabilizer (PSS) is very important to improve
the power system stability limit through theAVR loop [7], [8].
The PSS is widely used in both traditional and mod-

ern power systems because its performance can be easily
adjusted. The performance of the PSS in improving power
system stability depends on specific parameters that need to
be optimally tuned. To increase the stability effects, the PSS
design is combinedwith the other stability controllers, such as
in [9], which discusses the coordinated PSS designwithAuto-
matic LFC and AVR. In [10], the Thyristor Controlled Series
Capacitor (TCSC) is combined with the PSS design. Besides
that, the Static Synchronous Compensator (STATCOM) is
also combined with PSS design [11], [12], as well as the
Static Synchronous Series Compensator (SSSC) which is the
series version of STATCOM [13], [14]. In recent studies, PSS
design is often combined with a Static VAR Compensator
(SVC) to increase the reactive power injection capability
of power systems. This combination is explored by using
simple models, such as the Heffron-Phillips model for Single
Machine Infinite Bus (SMIB) systems [15], [16], and by
using more complex models, such as interconnected power
systems [17], [18], [19]. Moreover, the PSS-SVC design has
been also tested referring to the model of the Sulselrabar
Electricity System in Indonesia [20].
Despite the extensive literature on PSS combination with

other controllers, it is mostly limited to being effective only
in power systems with traditional generators. Along with the
increasing integration of Renewable Energy Sources (RES)
in modern power systems, this current PSS combination faces
problems. Popular RES, such as wind and photovoltaic units,
are typically built with power-electronic-based generators
that lack damping and inertia properties, making it more
challenging to maintain stability. In addition, improper reg-
ulation of RES power injection can further disrupt stability.
Recently, a hybrid control scheme of PSS and Virtual Inertia
Control (VIC) has been proposed [21], [22]. PSS and VIC
offer complementary benefits for stability: PSS is effective
when traditional generators dominate, while VIC is effective
for systems with a high share of RES. With VIC, the power
systems can replicate the damping and inertia effects of PSS
by regulating the Energy Storage System (ESS) and inverter

behavior to inject precisely and timely when the stability is
disturbed, as indicated by the declining Rate of Change of
Frequency (RoCoF) [23], [24], [25]. This approach replicates
the counter-torque effects of damping and inertia properties
in synchronous generators, helping to mitigate oscillations
caused by small disturbances [21], [22]. Both PSS and VIC
rely on parameters that need to be optimally tuned to achieve
the best stability effect.

The design of PSS and VIC has developed rapidly. This
development includes the use of optimal and adaptive control
methods [26], [27]. PSS and VIC designs are also com-
monly developed using the Fuzzy Logic Controller (FLC)
or Proportional-Integral-Derivative (PID), and sometimes
through a cooperative approach that combines both [28],
[29], [30], [31]. While FLC and PID controllers are easy
to implement with PSS, they introduce numerous tuneable
parameters, increasing dependency on stochastic factors.
Learning-based algorithms, such as machine, deep, and rein-
forcement learning [32], [33], [34], [35] have also been
applied. These algorithms provide useful feedback but rely
heavily on dataset availability, making them harder to imple-
ment in specific power system models with limited data.
As a result, metaheuristic algorithms become popular due
to their flexibility and robustness in handling exploration
and exploitation processes [7], [36]. These algorithms are
very well-suited for optimizing the design of various stability
controllers in power systems.

From the literatures, classic and new generations of meta-
heuristic algorithms are widely used for designing the PSS
or VIC [7], [37]. Recent novel metaheuristic algorithms
have shown significant improvements, including Equilibrium
Optimizer Algorithm (EOA) [38], Arithmetic Optimization
Algorithm (AOA) [39], Mayfly Optimization Algorithm
(MOA) [20], [40], Harris Hawk Optimization (HHO) [21],
[22], [41]. Among the novel algorithms, HHO is gaining
popularity due to its unique exploration and exploitation
mechanisms, which provide significant scalability for han-
dling various cases. Recently, it has been enhanced with a
Memory Saving Strategy (MSS) which outperforms EOA,
AOA, andMoth FlameOptimization (MFO) [21], [22].While
HHO-MSS demonstrates significant improvements over the
basic HHO, its performance requires further comparison with
more recent algorithms to fully evaluate its effectiveness.

Based on the literature, several research gaps remain to
be addressed. First, despite the PSS-VIC design carried out
in [21] and [22], the optimal parameters vary under dif-
ferent conditions. In addition, the performance of PSS or
VIC is typically evaluated under only a single specific dis-
turbance [7], [37]. Moreover, most of the literature does
not take respective grid codes or regulations into account
to validate the performance of PSS and VIC. In practice,
it is necessary to define global parameters for PSS-VIC
that are effective across the majority of the power system’s
operating range to ensure scalability. Second, most existing
literature relies on simple optimization methods for stability
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controllers. For instance, literature that presents design opti-
mization based on eigenvalue properties often overlooks
performance index evaluation, and vice versa [3], [42]. Third,
the relationship between RES and VIC performance has been
scarcely explored, primarily because the design does not
allow for in-depth investigation [23]. To address the research
gaps in current trends, this paper proposes the following
contributions:

1) A coordinated design of PSS-VIC is proposed to max-
imize the stability effect of each controller and ensure
that their effects do not interfere, which could degrade
performance. The global parameters of PSS-VIC are
determined by calculating the equilibrium point of
the optimal parameters with the improved version of
HHO-MSS, which has been evaluated under 38 simula-
tion conditions, including sudden load changes, inertia
variations, and varying levels of RES, to demonstrate
its scalability in wide-range operating behaviors. The
proposed PSS-VIC is tested on a system consisting of
a group of synchronous machine interfaced generators,
including diesel units, thermal, and hydro turbines,
as well as power electronic interfaced RES generators,
such as wind and solar photovoltaic.

2) A novel optimization method based on HHO-MSS is
proposed by utilizing the damping ratio which permit-
ted by grid codes and incorporating various stability
criteria constraints to ensure the quality of the global
parameters. Additionally, HHO-MSS performance is
compared to newer algorithms, such as the Evolu-
tionary Mating Algorithm (EMA) [43], Electric Eel
Foraging Optimization (EEFO) [44], and Puma Opti-
mizer (PO) [45].

3) This paper proposes a specific design of virtual inertia
emulation based on the integration of RES, inverters,
and ESS, allowing the assessment of the impact of RES
availability on virtual inertia emulation effectiveness.

The structure of this paper is the following: Section II presents
the design of power systems and stability controllers, includ-
ing the modified model of VIC. Section III focuses on the
formulation of the proposed method for optimizing PSS-VIC
design using HHO-MSS to improve power system stability.
Section IV explains the proposed simulations to determine
the global PSS-VIC parameters by using HHO-MSS and dis-
cusses the scalability of the PSS-VIC. Section V summarizes
the main findings, outlines the limitations, and explores the
prospect of future work.

II. SYSTEM DESIGN
In this paper, the simulation is tested in the power system
model as shown in Fig. 1. This system is divided into two
areas, which are coupled with a tie-line switch as an inter-
connection to allow the power transfer from one area to the
other. Both areas have similar topologies but differ in param-
eters that assume the two areas have different capacities.
In each area, the generator represents a group of aggregated

machines consisting of diesel engines, thermal, and hydro
turbines. The traditional generators are connected to LFC and
AVR control loops. Additionally, PSS is also connected to
the AVR control loop. Meanwhile, Wind Generators (WG)
and solar Photovoltaic units (PV) are integrated as power-
electronic-interfaced RES generators. The RES components
are connected to the ESS, inverters, and VIC to realize the
virtual inertia emulation. Each area has its load center to be
supplied by the power system.

The power system is modeled using dynamic equations
given in Equation (1) and Equation (2). These equations
describe the relationship between power exchange and power
angle deviation in the tie-line.

1Ptie(s) = T1δtie(s) (1)

1δ̇tie = 1δ1 − 1δ2 (2)

with1Ptie is the amount of power exchanged from one area to
the other area, T is the synchronizing coefficient, 1δtie, 1δ1,
and1δ2 are the power angle deviations in tie-line, Area 1, and
Area 2, respectively. The relationship between 1δ and 1f in
Area 1 and Area 2 is given by Equation (3) and Equation (4),
respectively.

1δ̇1 = ωr11f1 (3)

1δ̇2 = ωr21f2 (4)

with ωr is the rotor speed of the generator with f = ω
/
2π .

The proposed power system stability improvement by
PSS-VIC is strongly related to frequency responses. In PSS,
1f or 1ω of the generators is used as the main input to
indicate the current state of stability. Meanwhile in VIC, the
stability is related to the derivative of 1f , called RoCoF. 1f
of each area can be obtained by Equation (5).

1ḟ =
1
2H

(1Pm − 1Pe + 1PWG + 1PPV + 1PVI

−1PL − D1f − T1δ1 + T1δ2) (5)

with the dynamic response of the traditional generator rep-
resented by the swing equation consisting of H and D as
inertia and damping properties, respectively. 1Pm is the total
mechanical power or torque generated. 1PWG and 1PPV are
the power generated from WG and PV, respectively. 1PVI is
the injected power from virtual inertia emulation. 1PL is the
load change. 1Ptie is the amount of power exchanged from
one area to the other area. 1 and 2 indicate the two areas of
the power system.

A. MODEL OF GENERATOR AND PSS
The dynamic model of the generator consists of mechanical
parts producing1Pm and electrical parts producing1Pe. The
dynamic models of the mechanical parts of the generators
incorporating the LFC control loop are given in Equation (6)
until Equation (8).

1Ṗm =
1
Tg

(
1Pg − 1Pm

)
(6)
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FIGURE 1. Proposed power systems with PSS-VIC design.

1Ṗg =
1
TT

(
−

1f
RD

− 1Pg + 1Pc

)
(7)

1Ṗc = Ksβ1f (8)

with 1Pm as the total power generated by Diesel Engines
(DE), Thermal Turbines (TT), and Hydro Turbines (HT), thus
Pg and Tg are the power output and time response of the gov-
ernor of DE, TT, and HT. TT and RD are time responses and
speed droop governors of DE, TT, and HT. 1Pc represents
Area Control Error (ACE) output. Ks is the constant of ACE,
and β is the bias factor.
Besides that, the dynamic models of the electrical parts of

the generators incorporating the AVR control loop and PSS
are given in Equation (9) until Equation (11) [21], [22].

1Ṗe =
1
2H

(
−K11δ − D1ω − K2Eq

)
(9)

1Ėq =
1
Texc

(
K41δ −

1Eq
K3

+ Efd

)
(10)

1Ėfa =
ka
Ta

(
K51δ − K61Eq − 1VPSSEfd

)
−
Efa
Ta

(11)

with K1 is the synchronization coefficient between Pe and
1ωR at constant flux. K2 is the relation between Pe and
flux in constant ωR. Eq and Efd are the terminal and the
exciter output voltages, respectively. Texc, K3, and K4are the
time response, impedance factors, and demagnetization effect

of the exciter, respectively. ka and Taare the gain constant
and time response of the amplifier in the exciter. K5 is the
relationship between the voltage terminal change and 1δ in
the constant Eq. K6relates the terminal voltage change and
Eq in the constant 1δ. 1VPSS is the stability reference signal
from PSS that is given by Equation (12) [21], [22].

1VPSS = KPSS

[
sTwo

1 + sTwo

]
[
(1 + T1s)
(1 + T2s)

(1 + T3s)
(1 + T4s)

]
[1f , 1δ] (12)

withKPSS and Twoare the gain andwash-out filters of the PSS.
The tuneable parameters of the PSS are T1, T2, T3, and T4.
The PSS uses the 1f and 1δ as power system stability

references, which can be obtained from the local or interarea
responses. PSS provides 1VPSS to be fed to the AVR control
loop by adjusting the tuneable parameters that determine the
leading or lagging state of the system. The 1VPSS triggers
the excitation system to increase or decrease the magnetic
flux, producing 1Pe with electrical torque (1Te). The 1Te
counteracts the mechanical torque (1Tm) to dampen the
oscillation due to the disturbances.

The modified PSS2B-IEEE from [46] is used as in
Fig. 2, which accommodates the dual input requirements.
In addition, the typical tuning rules of this PSS model
are described in Table 1. PSS2B-IEEE has three gain
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TABLE 1. Typical tuning rules for PSS2B-IEEE in the proposed power
systems.

constants: KPSS1, KPSS2, and KPSS3; four wash-out filters:
Two1,Two2,Two3, andTwo4; eight lead or lag controllers:
T1,T2,T3, T4, T6,T7,T8, and T9; ramp tracking features: M
andN . In this paper, PSS2B-IEEE has five typical parameters
to be tuned by HHO-MSS: KPSS1, T1,T2,T3, and T 4.

B. PROPOSED VIRTUAL INERTIA MODEL
In recent literature [23], [24], [25], the RES in VIC schemes
are typically designed to inject power directly into the gen-
erator, limiting further investigation of the RES effects. This
paper proposes a VIC design in which RES is connected to
separated inverters, allowing the power output to be injected
into the power system in two distinct modes. In the first
mode, RES is directly injected into the system; meanwhile,
in the second mode, RES power is directed into an ESS
providing the reserve power. This reserve power, used for
virtual inertia emulation, is regulated by VIC before being
injected into the power system. For instance, this paper sets
the RES power output to be injected with a 60% to 40% ratio
between ESS and direct power to the system. The proposed
model enables a deeper investigation of RES impact and adds
flexibility to virtual inertia emulation. The dynamicmodel for
the proposed VIC is given in Equation (13) and illustrated in
Fig. 3.

1P′
VI =

1
RVITESSTINV1

(
DVI1f + KVI 1̇f

)
+ 1PWG + 1PPV −

1PVI
TINV1

(13)

with 1PWG and 1PPV are WG and PV power output
that the dynamic models are given by Equation (14) and
Equation (15), respectively. This paper is focused on the
effect of RES level, so the uncertain and fluctuating behaviors
are not taken into account. In this dynamicmodel, theWGand
PV power outputs are assumed linearly affected by changes
in wind speed and solar irradiance levels.

1PWG =
1

TWGTINV2
[1VW − 1PWG] (14)

1PPV =
1

TPVTINV3
[18 − 1PPV ] (15)

with KVI and DVI are virtual inertia and virtual damping
as tuneable parameters in VIC with values ranging from
0.01 to 2. The TINV1 and TESS are time responses of the VIC
inverter and ESS, respectively. The RVI is the droop constant
of VIC. The 1PWG is affected by the wind speed change
(1VW ), with TINV2 and TWG are time responses of the WG
inverter and WG, respectively. The 1PPV is affected by the
solar irradiance change (18), with TINV3 and TPV are time
responses of the PV inverter and PV, respectively.

C. STATE-SPACE MODEL FOR THE PROPOSED POWER
SYSTEMS WITH PSS-VIC
The interconnected power system is transformed into the
state-space model for ease of coding implementation. With
the state-space model, coding and simulation can be per-
formed more efficiently than using simulation blocks. The
state-space model is represented by Equation (16).

ẋ = Ax + Bu

y = Cx (16)

with x is the matrix of observable system variables, u is
the matrix of small-signal disturbance variables, y is output,
A is the matrix of the system dynamic response, and B is
the matrix of input. The x and u matrices are given by
Equation (17) and Equation (22).

xT = [x1x2] (17)

x1 =
[
1δ11f11Pm11Pg11Pc11Pe1

1Eq11Efd11PVI11PWG11PPV1
]

(18)

x2 =
[
1δ21f21Pm21Pg21Pc21Pe2

1Eq21Efd21PVI21PWG21PPV2
]

(19)

uT = [u1u2] (20)

u1 = [1PL11Pm11VPSS11DVI11KVI11VW1181]

(21)

u2 = [1PL21Pm21VPSS21DVI21KVI21VW2182]

(22)

The completed state-space model for the intercon-
nected power systems interfaced with PSS-VIC is given in
Appendix.

III. PROPOSED PSS-VIC OPTIMIZATION
This section presents the problem formulation for optimizing
the PSS-VIC design using HHO-MSS. The objective func-
tion, optimization variables, search space, and constraints
are explained. The HHO-MSS implementation for PSS-VIC
is described. An overview of EMA, EEFO, and PO is also
presented.

A. FORMULATION FOR PSS-VIC OPTIMIZATION
This paper uses eigenvalue analysis to indicate the power
system stability performance from the dynamic responses of
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FIGURE 2. PSS2B-IEEE design in the proposed power systems.

FIGURE 3. Proposed VIC design with RES integration in the proposed power systems.

TABLE 2. Search space for the tuneable parameter (TP) of PSS-VIC design
optimization.

the power systems. The eigenvalue of this system (λ) can be
obtained by extracting the determinant of Equation (16) by
using Equation (23) as Equation (24).

det(λI − A) = 0 (23)

λA = σA ± ωAi (24)

with I is the identity matrix of the same order (n x n dimen-
sion) as matrix A. The λAconsists of real (σA) and imaginary
(ωA) components, which represent the damping properties
and frequency oscillations of the system, respectively. From
the eigenvalue, the damping ratio of the system can be
obtained as Equation (25).

ζA =
−σA√

σ 2
A ± ω2

A

(25)

The PSS-VIC optimization problem is formulated with the
objective function that indicates a minimum damping ratio
(ζA,min), which represents the minimum level of damping
value required to dampen the oscillation. The value of ζA,min

should be maximized by controlling the tuneable parameters
of the PSS-VIC as given by Equation (26). Because the fitness
value in Equation (26) is reversed into (1−f(x)), so it becomes
a minimization function.

min
[
ζA,i

(
TPj

)]
=

tsim,m ax∑
tsim=1

[
1 − ζA,i

(
TPj

)]
(26)

with TP is a set of parameters consisting of KPSS1,
T1,T2,T3, T 4, KVI , and DVI , generated by algorithm. The
i is the number of interconnected power system areas, while
the j is the number of controllers.

The search space consisting of the lower bound (lb) and the
upper bound (ub) of tuneable parameters is shown in Table 2.
In most of the literature, the search process is not specifically
constrained, so it takes a long time, and it is longer to reach
the convergent result. So, this paper uses the D-shape region
of power system stability shown in Fig. 4 as a constraint for
coordinating PSS-VIC to significantly reduce the number of
inappropriate candidate solutions [21], [22]. In this case, the
real part of the eigenvalue in the next iteration (σA,1) should
be more negative than in the previous iteration (σA,0). Mean-
while, the damping ratio in the next iteration (ζA,1) should be
better than the damping ratio in the previous iteration (ζA,0).
The better solution is indicated by the eigenvalue point shifted
to the D-shape region. In addition, the optimization adheres to
grid codes, which permit a damping ratio ranging from 5%
to 10%, as higher damping ratios can result in unnecessarily
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FIGURE 4. D-shape region of power system stability as a constraint for
PSS-VIC design optimization.

slower responses. This paper uses grid code in Indonesia as
the optimization reference [47].

In the literature, the performance indices are typically used
as a final result validation, so it does not affect the quality
of optimization [7], [8]. To increase the accuracy and ensure
the quality of candidate solutions, the proposed procedure
uses performance indices as constraints for the PSS-VIC
design optimization, including Integral Time Absolute Error
(ITAE), Integral Absolute Error (IAE), Integral Time Squared
Error (ITSE), and Integral Squared Error (ISE), as shown in
Equation (27) until Equation (30).

ITAE =

∫ ts simmax

tsim =1
t|e(t)|dt (27)

IAE =

∫ tsimmax

tsim =1
|e(t)|dt (28)

ITSE =

∫ tsimmax

tsim=1
te2(t)dt (29)

ISE =

∫ ts sinmmax

tsim =1
e2(t)dt (30)

B. OPTIMIZING PSS-VIC DESIGN USING HHO-MSS
This section describes the implementation of HHO-MSS
for optimizing PSS-VIC design which is divided into pre-
hunting, exploration, transition, exploitation, and memory
saving strategy phases.

1) PRE-HUNTING
In the first step, HHO-MSS generates a set of candidate
solutions consisting of TP in Table 2 by Equation (31).

Hp =
(
lb ≤ Hp ≤ ub

)Dim (31)

with Hpis the vector of the hawk based on the number of
population (p = 30), and Dim is the dimension representing
the number of tuneable parameters of PSS-VIC (Dim = 14).
The vector of the rabbit representing the best solution

candidate is also generated as R with the initial energy of the

rabbit (Eo). The value of Eo is a random value between -1
and 1. This value is used to calculate the remaining escaping
energy of the rabbit as Equation (32).

EESC = 2Eo

(
1 −

It
It,max

)
(32)

The hawks and rabbits dynamically move along the iter-
ations (It ) until the maximum iteration (It,max) is reached
or the rabbit is caught by the hawks. However, the move-
ments of the hawks are constrained by Equation (33) until
Equation (35). These constraints reduce the unfavorable
moves by the hawks.

HσIt+1 ≤ HσIt
(33)

HζIt+1
≥ HζIt

(34)

HPRIt+1 ≤ HPRIt (35)

Equation (33) and Equation (34) eliminate the candidate
solution that does not satisfy the D-shape region of power
system stability in Fig. 4. The damping properties of the can-
didate solution in the next iteration (HσIt+1 ) should be more
negative than in the current iteration (HσIt

). Moreover, the
damping ratio of the candidate solution in the next iteration
(HζIt+1 ) should be higher than in the current iteration (HζIt

).
While Equation (35) ensures that the value of ITAE, IAE,
ITSE, and ISE of the candidate solution in the next iteration
(HPRIt+1) is lower than in the current iteration (HPRIt ).

2) EXPLORATION
The hawks do not chase the rabbit directly, however they
observe and surround the rabbit by perching andmoving from
branches to other branches approaching the rabbit. The hawks
wait for the rabbit to let the guard down before they start
hunting. The movement is determined by q. If q ≥ 0.5, then
the hawks move randomly as in Equation (36), while q<0.5,
then the hawks approach the rabbit as in Equation (37).

H (It + 1) = Hr (It) − r1 |Hr (It) − 2r2H (It)| (36)

H (It + 1) =
[
R (It) − Havg (It)

]
− r3 [ub+ r4(ub− lb)] (37)

with Hr is a random hawk and Havg is the average distance
between the hawks and the rabbit as given in Equation (38).
The r1, r2, r3, and r4 are randomly distributed values between
o to 1.

Havg (It) =
1
p

p,max∑
p

H (It) (38)

3) TRANSITION
If Eo = 0 → 1, it indicates the rabbit is still alert to the situa-
tion, while Eo = 0 → −1, then the rabbit seems careless with
the situation, thus hawks will begin hunting. The transition is
determined by |EESC | as follows: 1) If |EESC | ≥ 1, then the
hawks continue the exploration; 2) If |EESC | < 1, then the
hawks begin the exploitation.
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4) EXPLOITATION
The exploitation mechanism is divided into four schemes
dependent on rabbit conditions represented by |EESC | and
escape probability (rESC ). rESC is a random value between
0 and 1. If rESC ≥ 0.5, then the escape probability is higher,
whilerESC< 0.5, then the escape probability is lower.
Soft besiege is executedwhen |EESC | ≥ 0.5 and rESC ≥ 0.5,

representing the hawks surrounding the rabbit are confused
and tired. The equation is given in Equation (39).

|H (It + 1) = 1H (It) − EESC ||R R (It) − H (It) | (39)

with 1H (It) = R (It) − H (It), JRis the jumping movement
of the rabbit as 2(1 – r5), and r5 is a randomly distributed
value between 0 to 1.

Hard besiege is executed when |EESC | < 0.5 and rESC ≥

0.5, representing the rabbit that begins to be tired, thus the
hawks shock the rabbit with hard besiege. The equation is
given in Equation (40).

H (It + 1) = R (It) − EESC |1H (It)| (40)

Soft besiege with rapid dives is executed when |EESC | ≥

0.5 and rESC < 0.5, representing the rabbit’s success in escap-
ing with Levy Flight (LF) moves as in [48]. Thus, the hawks
perform rapid dives predicting the rabbit moves (RY ) based
on LF as Equation (41). If failed, the hawks re-predict the
rabbit moves again (RW ) based on Equation (42).

|H (It + 1) = RY = R (It) − EESC | JRR (It) − H (It) |

(41)

H (It + 1) = RW = RY + S × LF(Dim) (42)

with S is a random matrix 1 x Dim.
Hard besiege with rapid dives is executed when |EESC | <

0.5 and rESC < 0.5, representing the rabbit is tired due to
continuous besieges from the hawks. Thus the hawks per-
form rapid dives until the rabbit is caught. The equation for
RY is changed into Equation (43), while RW is the same with
Equation (42).

| H (It + 1) = RY = R (It)

− EESCVRR (It) − Havg (It) | (43)

The hunting process is terminated when the rabbit is caught
by the hawks, as indicated with |EESC | → 0 and the fitness
value of the hawks is smaller than EESC , or the maximum
iteration is reached.

5) MEMORY SAVING STRATEGY
Based on [21], the MSS is adopted from the operator of
the Equilibrium Optimizer (EO) to improve the balance of
exploration and exploitation processes in HHO. The idea is
to sort the best hawk movements (Hpool) by Equation (44).

Hpool =
[(
H1,H2,H3, . . . ,Hp

)]
(44)

The component of Hpool is updated regularly along the
iterations based on Equation (45) to adjust the hawks’s next

moves. If the current move of the hawks is better than the next
move, the current move should be kept. While the next move
by the hawks is better than the previous move, the move is
changed to the other direction.

Hpool

=

{
H (It + 1) < H (It) , Hp = H (It)
H (It + 1) > H (It) , Hp = H (It + 1)

(45)

C. COMPARISON ALGORITHMS
This paper uses EMA, EEFO, and PO as proposed to be com-
pared with HHO-MSS performance. EMA is one of the novel
bio-inspired metaheuristic algorithms introduced to solve the
constrained optimization cases by Sulaiman, et al. in 2023
[43]. This algorithm simulates the randomness of the mating
processes of the organism. The main optimization concept
of this algorithm is formulated based on the equilibrium
and crossover indices by Hardy–Weinberg in the offspring
production.

EEFO is a novel swarm-based and bio-inspired meta-
heuristic algorithm developed by Zhao, et al. in 2024 [44].
This algorithm is formulated to be a parameter-free optimizer,
thus it is easy to implement. EEFO adopted the intelligent
foraging group of electric eels. In nature, electric charge
produced by electric eels is considered one of the highly
advanced features in animals, especially for communication
purposes. The unique exploration and exploitation mecha-
nism is formulated by simulating the foraging processes,
including interaction, resting, hunting, and migration of the
electric eels.

PO is a recent novel bio-inspired metaheuristic algorithm
proposed by Abdollahzadeh, et al. in 2024 [45]. Puma
is considered one of the animals with very good intelli-
gence and memory features. Puma can drag their potential
prey to specific places, cover it with bushes, and hunt it
with the group in the next several days. This algorithm
simulates the transition behavior of inexperienced puma
into experienced ones in exploring and exploiting their
prey.

IV. SIMULATION AND DISCUSSION
The simulation is conducted inMATLAB 2022b environment
with the following equipment specifications: Processor AMD
Ryzen 5 5600H (12 CPU) with 3.3 GHz; SSD Micron 512
GB NVMe M.2; RAM DDR4 16 GB with dual-channel
configuration; and NVIDIA GeForce GTX 1650 4 GB. The
power system is simulated with detailed parameters as shown
in Table 3, and the parameters for algorithms are presented
in Table 4. Various simulations are performed to investigate
the scalability of the PSS-VIC design in improving the power
system stability, as given in the following.

1) Simulation 1: Load Variation
This simulation examines the capability of the
PSS-VIC design to improve power system stability
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TABLE 3. Simulation parameters for the proposed power systems.

after sudden load changes consisting of load addition
and load shedding.

2) Simulation 2: Inertia Variation
This simulation measures the effectiveness of the
PSS-VIC design when implemented in power systems
characterized by low inertia or high inertia.

3) Simulation 3: RES Level Variation
This simulation is conducted to investigate the adapt-
ability of the PSS-VIC design to improve power system
stability in low and high RES levels.

The discussion is divided into two sections, the first section
focuses on the performance comparison of algorithms in
finding the optimal design of PSS-VIC, and the second one
focuses on the detailed explanation of the PSS-VIC design
examination in various proposed simulations and the result
discussion regarding the power stability improvement.

A. PERFORMANCE COMPARISON OF ALGORITHM IN
CONDUCTING OPTIMAL DESIGN OF PSS-VIC
In this section, the statistical assessment and convergence
curve analysis are conducted to validate the algorithm per-
formance in performing the optimal design of PSS-VIC.
The statistical assessments of the algorithms in finding the
optimal design of PSS-VIC are tabulated in Table 5. The
assessment is conducted based on 30 runs and 100 iterations
with 30 search agents of the algorithms in three kinds of
simulations for calculating the equilibrium point of the global

TABLE 4. Simulation parameters for the algorithms.

FIGURE 5. Convergence curve of normalized average fitness value of
HHO-MSS, EEFO, PO, and EMA.

parameters of PSS-VIC. The tabulated fitness values are
normalized from 0 to 1 to provide a fair comparison. In this
normalization, the fitness value closer to 0 means a better
solution.

The average and standard deviation (std. dev.) values
present the accuracy and consistency of the algorithms,
respectively. Based on Table 5, HHO-MSS has the best
ranking based on the average and standard deviation values,
followed by EEFO, PO, and EMA. The overall average value
of HHO-MSS is 1.05 × 10−1, which is 1.44%, 3.45%, and
9.28% better than EEFO, PO, and EMA, respectively. More-
over, the overall standard deviation value by HHO-MSS of
7.8 × 10−3, which is 34.63%, 48.05%, and 53.94% better
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TABLE 5. Statistical result of the optimal solution by HHO-MSS, EEFO, PO, and EMA.

TABLE 6. Global parameters of PSS-VIC conducted by HHO-MSS, EEFO, PO, and EMA.

than EEFO, PO, and EMA, respectively. This result con-
cludes that HHO-MSS has the best accuracy and consistency
over the EEFO, PO, and EMA in finding the global param-
eters of PSS-VIC. The accuracy and consistency of the
algorithms ensure the optimal PSS-VIC design is accurate
and not biased.

Besides that, the historical process of the algorithms in
conducting their best solution is illustrated in the normalized
average fitness values curve as in Fig. 5. In the short-iteration
run like in the first 50 iterations, PO has the best character-
istics, followed by HHO-MSS, EEFO, and EMA. However,
in the long-iteration run, the convergence curve can be differ-
ent. It can be seen in the second 50 iterations of Fig. 5, the
best solution of PO is overlapped by HHO-MSS and EEFO.
Thus, in the final 100 iterations, HHO-MSS achieves the best
solution, followed by EEFO, PO, and EMA. This result shows
that the HHO is still a viable option among the algorithms that
are four to five years newer.

B. PERFORMANCE INVESTIGATION OF PSS-VIC DESIGN
IN IMPROVING POWER SYSTEM STABILITY
The global parameters of PSS-VIC are tabulated based on
the equilibrium point of PSS and VIC parameters obtained
in various simulations that perform the best power system
stability effect. First, Simulation 1 is performed by changing
the load condition ranging from -0.5 p.u. to 0.5 p.u. with
0.05 steps. Thus, this simulation justifies the best PSS-VIC
design for 10 steps of load shedding and 10 steps of load
addition. Second, Simulation 2 is executed by reducing the
total inertia of the system by 20% to 50% with 5% steps.
Thus, this simulation averages the best PSS-VIC design for
six different inertia levels, ranging from high to low. Third,
Simulation 3 simulates the RES level condition of 20% to

80% with 5% steps. Thus, this simulation concludes the
global parameters of PSS-VIC from 12 RES levels, ranging
from low to high RES levels. From a total of 38 different
simulations, the equilibrium point of the global parameters
of PSS-VIC can be tabulated as the optimal coordinated
PSS-VIC design.

The global parameters of PSS-VIC conducted by
HHO-MSS, EEFO, PO, and EMA are tabulated in Table 6.
The first validation of the global parameters of PSS-VIC is
performed by observing the eigenvalue of the power system
in the local area mode of Area 1, local area mode of Area 2,
and interarea mode which are tabulated in Table 7, Table 8,
and Table 9, respectively. Table 7 until Table 9 present the
eigenvalue around the equilibrium point that can be used to
justify the power system stability. Several stability criteria
should be fulfilled in the stable power system, as follows:
1) the existence of real and imaginary parts of the eigenvalues;
2) all real parts of the eigenvalues have a negative number.
Thus, the tabulated eigenvalues in Table 7 until Table 9 have
fulfilled the first criteria. This result justifies the utilization of
the D-shape region of stability as a constraint formulated in
Equation (32) until Equation (33) for PSS-VIC optimization
is properly worked.

Based on Table 7 until Table 9, all of the algorithms pro-
duce the negative values on the real part of eigenvalues in the
local area mode in Area 1 and Area 2, and in the interarea
mode of the system. Besides that, the imaginary part of the
eigenvalues consists of positive and negative values which
represent the potential oscillation that occurred in the system.
In addition, all of the damping ratios obtained by algo-
rithms comply with the grid codes. PSS-VIC by HHO-MSS
offers the best damping ratio (ζ ) in both local and interarea
responses. In the local area response of Area 1, ζ obtained by
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TABLE 7. Eigenvalues in the local area mode of the power system in Area 1.

TABLE 8. Eigenvalues in the local area mode of the power system in Area 2.

TABLE 9. Eigenvalues in the interarea mode of the power system.

HHO-MSS is 9.94%, which is followed by EEFO, PO, and
EMA of 8.51%, 8.41%, and 8.4%, respectively. In the local
area response of Area 2, ζ obtained by HHO-MSS is 9.95%,
which is followed by EEFO, PO, and EMA of 9.94%, 9.67%,
and 9.61%, respectively. In interarea response, ζ obtained by
HHO-MSS is 9.96%, which is followed by EEFO, PO, and
EMA of 9.94%, 9.74%, and 9.65%, respectively.

Based on the eigenvalue analysis, HHO-MSS produces
the optimal design of PSS-VIC with the most appropriate
damping ratio to be implemented in both local areas and
interarea modes. In the next section, the discussion is focused
on the validation of the scalability of PSS-VIC in improving
power system stability which is investigated by time domain
simulation. The detailed power system stability responses are
also tabulated, including the performance index validation.

1) SIMULATION 1: LOAD VARIATION
In this simulation, the capability of the PSS-VIC design
to mitigate the small-signal oscillation due to sudden load
changes consisting of load addition and load shedding was
examined. Fig. 6, Fig. 7, and Fig. 8 give the performance sam-
ples of PSS-VIC in Simulation 1 by observing the responses
of 1f1, 1f2, 1δ1, 1δ2, 1Vt1, and 1Vt2.
Fig. 6 with 1PLTOT = +0.5 p.u. (50% of the nominal

capacity), simulates the large number of loads that are sud-
denly added. Fig. 7 shows the simulation of 1PLTOT =

+0.01 p.u. (1% of the nominal capacity) representing the
very small load addition. Fig. 8 with 1PLTOT = −0.3 p.u.

(−30% of the nominal capacity) presents the load shedding
is suddenly occurred. From this simulation, it can be seen
that VIC gives a better stability effect than PSS. Then,
the PSS-VIC design by HHO-MSS produces a significant
improvement over VIC or PSS only, followed by EEFO
and PO. Meanwhile, the PSS-VIC design by EMA is not
significantly different from PSS or VIC only. It means that
the metaheuristic algorithm choice is very important to be
considered in optimizing the PSS-VIC design.

Besides that, the optimal coordinated design of PSS-VIC
is also examined in dynamic load changes as shown in Fig. 9.
In this simulation, the 1PLTOT occurred at 2 s, 5 s, and 7 s
time simulations of +0.01 p.u., −0.03 p.u., and +0.02 p.u.,
respectively. Since the capacity in Area 1 is larger than in
Area 2, oscillations of 1f1 and 1δ1 are more difficult to
dampen than those of1f2 and1δ2. Thus, the PSS-VIC effect
is seen better than PSS or VIC only, while the responses in
Area 2 are similar. In both Vt1and Vt2 responses, PSS-VIC is
superior to PSS orVIC alone in suppressing the voltage surge.
Although PSS-VIC focuses on frequency stability, it also has
a stability effect on the voltage responses.

Further investigation is performed by observing the sta-
tistical performances of PSS-VIC design in dynamic load
changes shown in Table 10. By observing 1ftie and 1Ptie,
the overall power system stability performance can be justi-
fied. VIC gives a better stability effect than PSS, thus PSS
is considered as a base case to calculate the improvement
percentage. The optimal design of PSS-VIC by HHO-MSS
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FIGURE 6. Performance of coordinated design of PSS-VIC in Simulation 1: 1PLTOT = +0.5 p.u.

FIGURE 7. Performance of coordinated design of PSS-VIC in Simulation 1: 1PLTOT = +0.01 p.u.

dampens the maximum deviation in1ftie of 2.07× 10−4 p.u.,
which is 55.29% better than the base case. Moreover,

PSS-VIC by HHO-MSS has also reduced the 1ftie settling
time of 2.77 s, which is 85.26% better than the base case
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FIGURE 8. Performance of coordinated design of PSS-VIC in Simulation 1: 1PLTOT = −0.3 p.u.

(settling time is measured when entering the steady-state
response or equilibrium point after the last load changes in
tsim = 7 s occurred). The average error reduction of 1ftie is
calculated through performance indices of ITAE, IAE, ITSE,
and ISE.

It is seen that PSS-VIC by HHO-MSS has the best aver-
age error reduction of 87.41% from the base case. The
second-best result In 1ftie, is PO, followed by EEFO and
EMA.

Besides that, the stability of 1Ptieresponse is very impor-
tant to be investigated due to it represents the oscillation that
occurs when the power is exchanged between areas through
the tie line. The positive value means power exchanged from
Area 1 into Area 2, while the negative value means power
exchanged from Area 2 into Area 1. The largest oscillation
occurred around tsim = 7 s due to the accumulation of the
previous oscillations that were not fully damped. PSS-VIC
design by HHO-MSS produces the best improvement of
maximum oscillation and settling time in 1Ptieby 67.38%
and 84.83% of 1.52 × 10−4p.u. and 2.78 s, respectively.
PSS-VI by HHO-MSS produces the best average error reduc-
tion calculated by performance indices in 1Ptieof 89.08%.
The second-best stability effect in 1Ptie is offered by EEFO,
followed by PO and EMA.

2) SIMULATION 2: INERTIA VARIATION
In this simulation, the effectiveness of PSS-VIC to
be implemented in certain inertia levels is examined.

In this section, the investigation is focused on high and
low levels of inertia with 20% and 50% reduction of
total inertia of the system, respectively. The analysis
is more focused on the frequency nadir improvement
related to RoCoF of the system when small disturbances
occurred.

The small disturbances are simulated based on 1PL that
occurred at tsim = 2 s of+0.2 p.u. The power system adjusted
the supplied power based on RES and conventional gen-
erators. The RES involvement makes the oscillation more
complicated due to the different behavior of the RES. This
paper considers that the RES capacity of Area 1 is greater
than Area 2, however the time response of RES in Area 2 is
faster than Area 1. Moreover, the size of WG is larger than
PV, and the time response of PV is faster than WG. In this
simulation, the RES penetration level is assumed to be 50% of
the total generation. Thus, the generated power is assumed as
follows: 1Pm1 = +0.05 p.u., 1Pm2 = +0.05 p.u., 1VW1 =

+0.03 p.u., 1VW2 = +0.03 p.u., 181 = +0.02 p.u., and
182 = +0.02 p.u.

Time domain simulation results of Simulation 2 in high
and low inertia levels are illustrated in Fig. 10 and Fig. 11,
respectively. In addition, the frequency nadir comparison and
the performance indices validation are presented in Table 11
and Table 12, respectively. The effectiveness of PSS and
VIC can be deeply investigated with the proposed PSS-VIC
design due to the effect of RES integration in virtual inertia
emulation becomes clear.
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FIGURE 9. Performance of coordinated design of PSS-VIC in Simulation 1: Dynamic load changes.

TABLE 10. Statistical performance of coordinated design of PSS-VIC in Simulation 1: Dynamic load changes.

At high inertia level, the total inertia of the power system is
reduced by 20% (H1 = 7.68, H2 = 5.44). In this simulation,
the small disturbance is simulated as 1PL = +0.2 p.u. (20%
of the nominal capacity) which can significantly increase the
frequency nadir of 1f1, 1f2, and 1ftie. Fortunately, it can
be seen clearly that the frequency nadir can be suppressed
under 2% (0.02 p.u.) by PSS, VIC, and PSS-VIC. In this
condition, the effect of mechanical generators consisting of
three turbines with different time responses, DE, TT, and
HT, is not significant due to the total inertia of the system
still being sufficient and appropriate to give a counter-torque
to dampen the oscillations. This condition is related to the
mechanical part of the generators, so PSS has a better power
system stability effect than VIC. Therefore, the power system
response with VIC only is considered as the base case.

At the high inertia level, the optimal design of PSS-VIC
by HHO-MSS offers superior improvement by 41.17% in
average frequency nadir reduction of 1f1, 1f2, and 1ftie
responses compared to the base case. Moreover, the perfor-
mance indices validation has also justified that PSS-VIC by
HHO-MSS has the best average error reduction of 87.05%
than the base case. The PSS-VIC design by EEFO, PO, and
EMA is the sequence from the second-best to worst after
the HHO-MSS. In this simulation, the result by EMA is
an example of an inappropriate PSS-VIC design. But, the
average error reduction of EMA is still better than the base
case. It justifies that the performance indices utilization as
constraints formulated in Equation (34) ensures the obtained
global parameters of PSS-VIC that reduce the average error
from the investigated responses.
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FIGURE 10. Performance of coordinated design of PSS-VIC in Simulation 2: High inertia.

FIGURE 11. Performance of coordinated design of PSS-VIC in Simulation 2: Low inertia.

With the proposed VIC model, the contribution of VIC in
improving the power system stability can be clearly inves-
tigated at the low inertia level when the power from RES
and ESS is sufficient to support the virtual inertia emulation
through VIC. At the low inertia level, the total inertia of the
system is reduced by 50% (H1 = 4.8, H2 = 3.4), so the

natural ability of the system to mitigate the oscillation is
also reduced. This condition makes the controller, PSS and
VIC, work harder at a low inertia level than high inertia level.
Moreover, this power system has three types of turbines with
different time responses, so the inertia reduction makes the
PSS less effective in dampening the oscillation.
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TABLE 11. Frequency nadir comparison of coordinated design of PSS-VIC in Simulation 2: High vs low inertia levels.

TABLE 12. Performance indices validation of coordinated design of PSS-VIC in Simulation 2: High vs low inertia levels.

From the data, it can be seen that VIC performing better
than PSS, thus the PSS is considered as the base case to cal-
culate the improvement percentages. Even so, the frequency
nadir is also can be suppressed under 2% (0.02 p.u.) by
PSS, VIC, and PSS-VIC. The optimal coordinated design
of PSS-VIC by HHO-MSS shows a significant improvement
of 56.23% in the average frequency nadir reduction of 1f1,
1f2, and 1ftie responses compared to the base case. The per-
formance indices calculation also justifies that the PSS-VIC
design by HHO-MSS has the best average error reduction
of 89.73% in 1f1, 1f2, and 1ftie. The performance of the
PSS-VIC design by HHO-MSS is followed by EEFO, PO,
and EMA, respectively.

For both high and low inertia levels, the equilibrium points
of 1δ1 and 1δ2 shifted to ±0.2 p.u. due to the low iner-
tia level. From Fig. 11, the optimal design of PSS-VIC by
HHO-MSS shows the smoothest and fastest responses in
recovering the 1δ1 and 1δ2to the new equilibrium point.
In 1Vt1,the PSS-VIC design with EMA is better than with
HHO-MSS for maintaining voltage stability.However, the
PSS-VIC design by HHO-MSS shows superior improve-
ment in 1Vt2over the EEFO, PO, and EMA. Moreover,

it can be seen that power transfer between areas oscil-
lates 1Ptieresponse, and the optimal design of PSS-VIC by
HHO-MSS gives significant improvement, followed by PO,
EEFO, and EMA.

Based on the result presented in Simulation 2, it can be
concluded that PSS-VIC can provide similar performance of
power system stability in both high and low inertia, unlike
the PSS or VIC alone. The frequency nadir can be suppressed
under 2% in both inertia levels, even though the high inertia
has better RoCoF than the low inertia ones. Moreover, the
optimal design of PSS-VIC by HHO-MSS shows the capabil-
ity to provide the appropriate amount of additional damping
and inertia properties that ensure the power system stability
can be similar in various inertia levels, especially in high and
low inertia levels.

3) SIMULATION 3: RES LEVEL VARIATION
In this simulation, the adaptivity of PSS-VIC in certain levels
of RES is investigated. The simulation scenario in this simu-
lation is arranged based on 1PL1 = +0.2 p.u. and 1PL2 =

+0.1 p.u. that occurred at tsim = 2 s, followed by 1PL1 =
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FIGURE 12. Performance of coordinated design of PSS-VIC in Simulation 2: Low RES.

FIGURE 13. Performance of coordinated design of PSS-VIC in Simulation 2: High RES.

+0.015 p.u. and 1PL2 = +0.05 p.u. that occurred at tsim =

5 s.
The first scenario assumes a low RES level with 20% of the

total supplied power for load demand generated from RES.
Thus, the parameters are assumed as follows: 1) At tsim =

2 s, 1Pm1 = +0.16 p.u., 1Pm2 = +0.08 p.u., 1VW1 =

+0.03 p.u., 1VW2 = +0.015 p.u., 181 = +0.01 p.u.,
and 182 = +0.005 p.u.; 2) At tsim = 5 s, 1Pm1 =

+0.12 p.u., 1Pm2 = +0.04 p.u., 1VW1 = +0.02 p.u.,
1VW2 = +0.007 p.u., 181 = +0.01 p.u., and 182 =

+0.003 p.u. With the proposed virtual inertia emulation
model with the proper integration of VIC, RES, and ESS, the
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TABLE 13. Statistical Performance of coordinated design of PSS-VIC in Simulation 3: Low vs high RES levels.

TABLE 14. Performance Indices validation of coordinated design of PSS-VIC in Simulation 3: Low vs high RES levels.

stability effect given by VIC is less effective than PSS at the
low RES level. Thus, the power system stability responses by
VIC are considered as the base case. The RES involvement
in power systems makes the power system stability worse.
From Fig. 12, the critical condition occurred in Area 1 due
to it having a bigger RES involvement than Area 2. At the
low RES level, the VIC utilization cannot recover quickly
the 1f1 to its steady-state point, while the oscillation still
occurred for a long time. The1δ1shifted to around+0.35 p.u.
and the oscillation was also harder to dampen. This condi-
tion can cause an accumulation of oscillations when another
disturbance occurs, and the disturbance will spread to the
interconnection that can be seen in the 1ftie and 1Ptie. If this
condition cannot be mitigated properly, then the blackout will
occur. The ineffectiveness of the VIC at the low RES level
is caused by the virtual inertia emulation that is related to
RES power contribution. Thus, at the low RES level when the
mechanical power output is more dominant than RES, PSS
becomes more effective than VIC due to the power system
stability effect that comes from the mechanical generator
scheme. Even though, the PSS only still hard to dampen the
oscillation. In Area 2, 1f2and 1δ2 are easier to be mitigated,
and 1δ2 shifted to around +0.15 p.u.

The PSS-VIC shows a large contribution to the stability
improvement. Based on Fig. 12 and Table 13, the optimal
design of PSS-VIC by HHO-MSS gives the superior average
frequency nadir improvement by 70.16% of 1f1, 1f2, and
1ftie responses than the base case. It is followed by EEFO,
EMA, and PO. Besides that, the PSS-VIC design by HHO-
MSS can dampen the voltage surge in 1Vt1 and 1Vt2 very
well. Moreover, it also offers the best suppression in the max-
imum deviation in 1Ptieby 25.9% from the base case, which
is followed by EEFO and PO. Besides that, the 1Ptieresult
by EMA shows that the poor PSS-VIC design can lead to the
deterioration of the power system stability responses.

The second scenario assumes a high RES level with 80%
of the total supplied power for load demand generated from
RES. Thus, the parameters are assumed as follows: 1) At
tsim = 2 s, 1Pm1 = +0.04 p.u., 1Pm2 = +0.02 p.u.,
1VW1 = +0.1 p.u.,1VW2 = +0.05 p.u.,181 = +0.06 p.u.,
and 182 = +0.03 p.u.; 2) At tsim = 5 s, 1Pm1 =

+0.3 p.u.,1Pm2 = +0.01 p.u.,1VW1 = +0.08 p.u.,1VW2 =

+0.03 p.u., 181 = +0.04 p.u., and 182 = +0.01 p.u.
Regarding the overall responses, the oscillation that

occurred in the second scenario can be dampened better than
in the first scenario. It caused by the RES penetration is
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actually can increase the power system stability, however the
amount and the timing of power injection should be regulated,
such as with VIC. With more dominant RES output at the
high RES level, the power system stability effect given by
VIC is more effective. On the other hand, due to the power
generated by mechanical generators being lower than in the
first scenario, thus the PSS effect is less effective. Moreover,
the mechanical generator consists of three types of turbines
with different time responses. Thus, the PSS response is
considered as the base case. Similar to the first scenario, the
stability of Area 1 is more crucial than Area 2. It can be seen
from Fig. 13 that PSS only cannot retain the oscillation in
1f1 and 1δ1, and it affects the 1ftieand 1Ptie. The PSS-VIC
can sustain the power system stability in1Vt1 and1Vt2better
than PSS or VIC alone.

The detailed statistics at the high RES level are presented
in Table 13. The optimal design of PSS-VIC by HHO-MSS
has the best improvement of 70.89% of the average frequency
nadir reduction in1f1,1f2, and1ftie. It can be seen that both
in low and high levels of RES, the frequency nadir can be
maintained to not exceed the 2% (−0.02 p.u.) of its nominal
value. The improvement gap of the obtained results by EEFO,
PO, and EMA is very high. It indicates that the PSS-VIC at
the high RES level needs to consider the utilized algorithms
to maximize the potential stability effect of PSS-VIC. More-
over, the optimal design of PSS-VIC byHHO-MSS also gives
a better improvement in 1Ptieof 32.84%. It is followed by
EEFO, PO, and EMA.

Table 14 shows that the use of performance indices as
optimization constraints guarantees the error reduction of
the responses. At the low RES level, the optimal design
of PSS-VIC by HHO-MSS achieved the best average error
reduction of 51.57%, followed by EEFO, PO, and EMA.
While at the high RES level, the optimal design of PSS-VIC
by HHO-MSS achieved the best average error reduction of
87.73%, followed by EEFO, PO, and EMA. The tabulated
results show that the optimal coordinated design of PSS-VIC
with the appropriate addition of damping and inertia keeps
the power system stability similar even when the RES level
of the system is changed.

V. CONCLUSION
The coordinated design of PSS-VIC for improving power
system stability with RES integration by using HHO-MSS is
presented. HHO-MSS is used to find the equilibrium point of
global parameters of PSS-VIC, which is examined in 38 dif-
ferent simulations based on sudden load changes, different
inertia, and RES levels to ensure scalability in power sys-
tem operating conditions. Moreover, the relationship between
RES contribution and VIC effectiveness can be explained
with the proposed modification model of VIC.

The statistical assessments of the algorithm performance in
PSS-VIC coordination are performed with 30 runs,100 itera-
tions, and 30 search agents. The results show that HHO-MSS
is 1.44%, 3.45%, and 9.28% more accurate than EEFO, PO,

and EMA, respectively. In addition, HHO-MSS is 34.63%,
48.05%, and 53.94% more consistent than EEFO, PO, and
EMA, respectively. Moreover, the convergence curve anal-
ysis shows that the HHO is still a feasible option as it
can compete with the algorithms that are four to five years
newer.

The global parameters of PSS-VIC obtained byHHO-MSS
are validated by eigenvalue analysis. The optimal design of
PSS-VIC by HHO-MSS offers the best damping ratio in
both local and interarea responses which is suitable with
grid codes. In the local area response of Area 1, the best
damping ratio obtained by HHO-MSS is 9.94%, which is
followed by EEFO, PO, and EMA, respectively. In the local
area response of Area 2, the best damping ratio obtained by
HHO-MSS is 9.95%, which is followed by EEFO, PO, and
EMA, respectively. In interarea response, the best damping
ratio obtained by HHO-MSS is 9.96%, which is followed
by EEFO, PO, and EMA, respectively. The results jus-
tify that the HHO-MSS produces the best damping ratio
in both local areas and interarea modes. Moreover, the
scalability analysis of the PSS-VIC design through the sim-
ulations highlights the main finding of this paper in the
following:

1) Simulation 1 examines the capability of PSS-VIC to
maintain stability under various load changes, includ-
ing dynamic load. In this simulation, the PSS-VIC
provides a better capability than PSS or VIC alone. The
optimal design of PSS-VIC by HHO-MSS provides the
best stability improvement of 55.29% and 67.38% in
1ftieand 1Ptie, respectively. It also reduced the set-
tling time by 84.83% to 85.26% in overall responses.
Moreover, it produces the best average error reduction
ranging from 87.41% to 89.08%. The performance of
the optimal deisgn of PSS-VIC by HHO-MSS is fol-
lowed by EEFO, PO, and EMA.

2) Simulation 2 measures the effectiveness of PSS-VIC
in different inertia levels. Based on the results, PSS is
more effective than VIC at high inertia level. While
VIC gives a better stability effect than PSS at low iner-
tia level. The optimal design of PSS-VIC byHHO-MSS
gives the best stability effect indicated by 41.17% and
56.23% frequency nadir improvement of 1f1, 1f2, and
1ftie in high and low inertia levels, respectively. More-
over, the optimal design of PSS-VIC by HHO-MSS
has also the best average error reduction ranging from
87.05% to 89.73%. It is followed by EEFO, PO, and
EMA.

3) Simulation 3 investigates the adaptivity of PSS-VIC in
different RES levels. From the obtained results, it can
be concluded that PSS performs better than VIC at
low RES level, while VIC offers better performance
than PSS at high RES level. The optimal design of
PSS-VIC by HHO-MSS performs the best frequency
nadir improvement of 1f1, 1f2, and 1ftie by 70.16%
and 70.89% in low and high levels of RES, respec-
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tively. It also dampens the oscillation in1Ptieby 25.9%
and 32.84% in low and high levels of RES. More-
over, the performance indices validation shows that the
optimal design of PSS-VIC by HHO-MSS gives the
best average error reduction ranging from 51.57% to
87.73%.

Based on the simulation and discussion, the proposed
approach for finding the optimal coordinated design of

PSS-VIC shows excellent performance. Future work will
focus on simulating the PSS-VIC in more complex condi-
tions, such as incorporating models of uncertainty and RES
fluctuations. The VIC model can also be improved with fea-
tures to analyze the optimal timing and RES quantity, further
improving its implementation effectiveness. Additionally, the
PSS and VIC performances should be investigated through
experimental methods in future work.

APPENDIX A
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