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ABSTRACT Opver the past decade, the landscape of distribution network hosting capacity has been
extensively explored through numerous studies. However, a notable gap remains in the absence of
a standardised and universally accepted generic definition. Bridging this gap, this paper provides a
comprehensive and unified definition of the hosting capacity concept for distributed energy resources
(DERs). To illustrate the presented definition, a practical demonstration using a basic illustrative example is
provided. Additionally, this paper aligns the most impactful papers in the field, as well as select literature
articles, with the proposed definition. This comparative analysis showcases the versatility and applicability of
the definition across a spectrum of research contributions. This paper seeks to establish a shared foundation

for the determination of hosting capacity that can guide future research.

INDEX TERMS Distributed energy resources, hosting capacity, renewable energy source, electric vehicles,

heat pumps, photovoltaic, wind turbines.

ABBREVIATIONS
BESS  Battery Energy Storage Systems.
MCHP  Micro Combined Heat and Power unit.
DER Distributed Energy Resource.
DG Distributed Generator.
DSOs  Distribution System Operators.
EV Electric Vehicle.
HC Hosting Capacity.
HP Heat Pump.
LV Low Voltage.
MV Medium Voltage.
PV Photovoltaic.
pu Per unit.
RES Renewable Energy Source.
THD  Total Harmonic Distortion.
THD, Total Voltage Harmonic Distortion.
WT Wind Turbine.

NOTATION SUMMARY
N  Network.

E  Exogeneous data.
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SETS

Time.

Set of network issues.

e.g., P = { over-voltage, overloading }.

Set of customer nodes.

Set of types of technologies { PV, EV, HP, ...}.
Set of installation options of technology & € ‘H
e.g., Zgy = { OkW, 2.3 kW, 3.7 kW,
7.4kW, 11 kW, 22 kW }.

Set of time steps, 7 = {1, ..., T}.

Set of all scenarios.

Set of considered scenarios.

Set of valid scenarios.

Set of invalid scenarios.

Set of feasible scenarios.

Set of feasible and safe scenarios.

Set of all possible penetrations

e.g., if the penetration is defined as

the number of customers A = R.

Set of considered penetrations.

Set of penetrations that can be associated to
at least one valid scenario.

Set of invalid penetrations.
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A’ Set of feasible penetrations.
A*  Set of safe penetrations.

I. INTRODUCTION

The ongoing energy transition is significantly changing
production and consumption dynamics. The number of
decentralised energy producers has been steadily increasing
for several years. According to the International Energy
Agency (IEA), photovoltaic panel (PV) generation increased
by a record 270 TWh (up 26%) in 2022 [1]. On the other
hand, high consumption technologies like heat pumps (HPs)
and electric vehicles (EVs) are also experiencing growth, with
the IEA anticipating penetration rates of at least 25% and 40%
for 2050, respectively [1].

Technologies influencing the low-voltage distribution
network such as photovoltaic panels, electric vehicles and
heat pumps are referred to as Distributed Energy Resources,
DERs. Figure 1 illustrates the terminology for common
technologies. Producers, or distributed generators (DGs),
involve for instance PV and wind turbines (WT), whereas
new loads involve both HPs and EVs. Battery energy storage
systems (BESSs) enable energy from renewables to be stored
and then released when it is needed most. In some cases,
EVs can be considered as BESSs. DERs is the terminology
used to address all decentralised technologies, thus all of the
aforementioned technologies are DERs. This terminology is
used for the remainder of the paper.

Existing distribution networks, predominantly established
in the last century, were not originally designed to accom-
modate such production and consumption transformations.
This situation presents new challenges for distribution system
operators (DSOs) in maintaining service levels and ensuring
network reliability. Therefore, identifying and minimising the
associated costs to alleviate these challenges becomes crucial.

DSOs need to identify the quantity of such technologies
their network can host. This is complex as the quantity of
installations that can be hosted depends on their location,
the installed capacity, the consumption profiles, the potential
production and many other factors. In order to provide a
summarised view of all these factors, the concept of hosting
capacity was introduced.

Hosting capacity (HC) is a measure of the capacity of a net-
work to accommodate DER installations before encountering
any operational issues. This capacity is generally expressed
as one or multiple penetration, which can be a number of
installations, their power, their consumption, etc. Figure 2
illustrates the concept of the definition. In this illustration, the
hosting capacity is a function of the penetration rate, which
represents how much of a new technology is added to the
network; and a performance index, which determines whether
any operational issue happened.

HC has become a popular and rapidly evolving subject
of interest in the academic community; the large amount
of literature available on HC in databases like Scopus
and Google Scholar demonstrates its growing importance.
Multiple variations of the definition of the penetrations and of
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FIGURE 1. Terminology of the most common emerging technologies at
distribution level.
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FIGURE 2. One dimension (performance index) representation of the
concept of HC.

the HC computation procedure have been experimented on by
the community. There currently is, however, no established
common ground for the mathematical definition of the HC
problem. Given the extensive interest in HC, it is essential to
gather and organise the knowledge into a coherent structure.
To address this, this paper aims at providing a unified
definition of the hosting capacity problem that encompasses
all these different aspects and to show how papers can be
re-framed using the mathematical definition. In addition to
this definition, two well-referenced hosting capacity articles
are presented, highlighting how this unified definition can
be applied to the litterature. Finally, a concise review of
the predominant literature is presented. This review shows
the simplicity of organising related work under the lens and
terminology of the presented definition. This process will
provide guidance for future research in the area of HC.
The main contributions of this paper are:

o Presentation of a formal unified definition of HC.
This definition lays out the theoretical HC problem
and provides common ground of all ‘in practice’ HC
computations;

« Presentation of how predominant researches on HC falls
into the generic HC definition;

« Reviewing similar research according to the proposed
definition.
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The structure of this paper is as follows: first, Section II
presents a framework that generalises HC. Then, two papers
are reviewed as specific cases of the proposed framework
in Section III and Section IV illustrates how related works
can now easily be compared using the framework. Finally,
Section V concludes this paper with a summary and the main
outcomes.

A. EXISTING HOSTING CAPACITY REVIEWS

Various reviews have already been published on hosting
capacity such as [2], [3], [4], [5], [6], [7], [8], [9], and [10].
Whereas some areas of these reviews naturally overlap, there
are notable distinctions from the proposed review.

First, the technologies covered in [2], [4], [5], [6], [7],
[8], [9], and [10] primarily focus on distributed generation,
with [2], [5], [7], and [8] specifically concentrating on PV
technologies. On the other hand, the recent study in [3]
focuses only on EVs. Then, the review in [6] is dedicated
to medium voltage (MV). Enhancement techniques aiming
at increasing the hosting capacity are discussed in [4], [6],
and [8] and in addition to that [4] presents an historical
overview. Finally, [2] concludes that a general definition is
needed.

This paper stands apart from the aforementioned by
adopting a more inclusive approach, considering distributed
energy resources (DERs), and ultimately presenting a unified
definition of hosting capacity.

B. PAPER SELECTION CRITERIA

As aforementioned, a large quantity of papers addressing the
hosting capacity issue are available. Therefore, the review
in Section IV intentionally avoids aiming for comprehen-
siveness. The aim of this review is to show how related
works can easily be compared thanks to the presented
framework. The reviewed papers were selected on several
bases:

o While the definition is not constrained on low-
voltage (LV) networks, and can be extended to
medium-voltage networks, the selection of paper
mostly focuses, for conciseness, on LV distribution
networks.

« All types of DER were accepted;

o There was no filtering on the input of the methods as this
is not the scope of this review.

Furthermore, only papers with a substantial number of
citations were selected. The number was set to a hundred, thus
papers with more than 100 citations on Scopus with the search
terms ‘““Hosting Capacity”” were selected. This threshold can
be judged as high but it is attributed to the abundance of
papers on the topic garnering 100 citations. Some papers were
selected outside of this criterion as they add an interesting
value for the review and were sometimes heavily mentioned
by others. Note that the two papers used in Section III were
taken from the selection.
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Il. DEFINITION OF HOSTING CAPACITY (HC)
In this section a unified definition of the hosting capacity
is presented. The deterministic definition is first presented
in II-A as well as an example to illustrate it, and then methods
to model usual types of stochasticity and integrate them into
the definition are presented in section II-B.

For the sake of readability, in the remainder of this paper,
a set is written using a calligraphic uppercase letter (e.g., X)
and vectors are written as lowercase bold characters (e.g., X).

A. DETERMINISTIC DEFINITION
The hosting capacity' concept was, according to [4], first
introduced in [11]:

Definition 1: The HC is the amount of new resources
that can be hosted by a network before facing any issues,
i.e., compromising its operational limits or violating safety
constraints.

The hosting capacity is computed for a given network.
Let N denote a modelisation of a network for which one
wants to determine the hosting capacity. This network model
represents a topology and can contain, for instance, where all
the nodes are, the links between them and also a description
of the various electrical elements. The definition of N
is left fuzzy on purpose to allow flexible representation
of the network depending on, for instance, the software
used to tackle the problem or the modelisation options
such as considering an AC network or a DC one. Note
that network and network model are used interchangeably
hereafter. In addition to the network model, exogenous data
E are defined, which include factors such as sun irradiation
or load profiles.

Inside the network are customers that can withdraw or
inject power, install new DERs, or more generically have
an impact on the network. The set of such customers,
also referred as connection nodes, is denoted by C and an
element of this set is referenced using the index c. The
set of possible types of DERs that customers can add is
denoted H. En element /& of H can be for example EV or
PV. When deploying a particular technology, like PVs for
instance, multiple installation options are available, allowing
for decisions to be made on various aspects, such as the
installation capacity and phase configuration, among other
considerations. The set of possible installation options for
a technology h € 'H is defined as Zj. Note that when a
technology & € H is not installed for customer ¢ € C, then
the corresponding value 7, is chosen equal to .

The hosting capacity is determined over a specific time
period, denoted by 7, during which installations can be
modified and their impact on the overall system can be
assessed. This time period can be continuous or discrete but
is always bounded. Without loss of generality, 1 is always the
first time considered and T is the last. Typically, 7 is either

Ut is important to clarify that the definition presented in this section is
regarded as deterministic, but not in the sense described in [7].
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[1,TTor{l,..., T}. Anelement of 7 is referenced using the
index ¢.

At each time step, a customer has a state for each
technology that is its installed option. This state is written as:

Sent €IVt €T, ceC,heH. (1)

Gathering all the states for all customers, time steps and
technology types, forms a scenario: a hypothetical evolution
of the network over the time period with the given set of
technology types. Formally, a scenario is defined as the tuple
of states of all customers for all time steps and all technology
types:
S=(sent |Vt €T, heH,cel) 2)
:<scl,h1,t11scl,h1,t2"- ~ssc‘2,h1,t11'-')'
(3)
By design, only one installation type can be installed per
technology and per customer. It is not restrictive as Z; can
accommodate for these options. For example, the capacity of
a PV can vary as well as the connected phases, in which case
Ipy could be defined as

Ipv = {0, (phase 1: 5KW), (phase 2: 10KW),
(phase 1:5KW; phase 25kW), (phase 1: 10KW), .. .}.

s Scy,hp,tys Ser bty -

The set of all possible scenarios is S, formally:

s= X 1, @

heH,ceCreT

Even though only one scenario will realise for a given
network, the hosting capacity is independent from this
scenario as it aims to evaluate the capacity of the network
to host new technologies. Therefore, determining the hosting
capacity is subject to several uncertainties. Two categories
of uncertainty were defined: aleatory and epistemic [7].
Aleatory uncertainties, alternatively known as certain uncer-
tainties or inherent uncertainties, deal with uncertainties
that are known to be stochastic. These includes the new
installations’ load or production, as well as the customer
loads. These uncertainties are part of the exogenous data
E. Epistemic uncertainties, also referred to as systematic
uncertainties or uncertain uncertainties, result from the lack
of knowledge or information. These uncertainties are the
location of the new installations and their type, the options
chosen and the time steps when the installations are added.
These uncertainties are taken into account by evaluating the
hosting capacity on multiple scenarios.

As the number of possible scenarios could be intractable,
a subset of S is often considered:

S°CS, &)

where S¢ is the set of considered scenarios, with the
superscript ¢ chosen to emphasise this.

For a given scenario, the penetration is a measure that
gauges the amount of resources present on the network. It is
represented by a vector a € A, the set A being the one of all
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representable penetrations. A penetration can be, for instance,
the number of new DERs. Let the function g(s) : S — A
compute the penetration for a given scenario s. For instance,
g(s) can return a vector composed of both the number of
customers with PVs and the total production of the PVs
in scenario s. g(s) is not injective: multiple scenarios can
have the same penetration (for example, if the penetration is
defined as the number of PVs installed, two scenarios can
have the same number of PVs in different places).

The set of considered penetrations can thus be defined from
the previously defined set of considered scenarios:

A ={g(s) | Vs € 5} (6)

The hosting capacity depends on the previously mentioned
penetrations and is primarily governed by the physical
constraints of the network; indeed, the addition of new DERs
can lead to network issues. Let the set P be the set of network
issues that can be encountered. An example of issue is nodal
over-voltage, i.e. a point in the network having a voltage
greater than a defined threshold. Let f;(s) be a binary function
which identifies whether, at time 7 and for the scenario s, any
issues from P occurs in the network N. To evaluate f;, both
the network N data and exogenous data E are required. The
function f; is formally defined as follows:

1, if atleast one issue p € P occurs at timet € T
fi(s) = in N given E;
0, otherwise.

(N

Let f be an aggregation of f; over the time period based
on defined conditions. For instance, f could be defined as
returning 1 if at least for one time step there was an issue
in the network (f; is equal to one), i.e.:

Loif \/fis=1
f@s) = 1T ®)

0, otherwise.

where the symbol \/ represents the logical or. Usually, papers
about hosting capacity differ on the way the scenarios are
defined as well as how both f and g are defined. This will
be addressed in Section I'V.

The set of validated scenarios is defined as the set of
scenarios where no issues are detected:

SV ={se S |f(s)=0}. 9)

The validated penetration set is derived from this set of
scenarios. It is the subset of A which can be associated with
at least a valid scenario:

A ={g(s) | Vs e S} (10)

Similarly, the set of non-validated scenarios and the set of
invalid penetrations are defined as

S ={seS8|f(s) #0}, A" ={g(s)|VseS").
(11
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The hosting capacity of a network, referred as feasible
penetrations A’ is defined as the valid penetrations that
cannot be linked to an invalid scenario:

A = A7\ AX (12)

Note that 4, AV, A* € A° C A,and A/ € A . Let S/
be the set of scenarios leading to a penetration in A

sz{seS‘/|g(s)eAf}. (13)

The relations between the sets S, A, and their derivatives are
schematically explained below.

g(s)

— A

Considered scenarios

f(s)#0 AN\ A= A

S/ seS’ |g(s)e A

Note that in A/, having a (valid) penetration a does not
imply that all penetrations a’ € A that are dominated by
a (3 < a for some partial comparison operator <) are
also valid. This means that for instance one scenario with
more installations can have no issues whereas a scenario with
fewer installations can have one. This is mainly due to issues
potentially being dependent on the topology and the location
of the installations. Therefore, one could define stricter limits
for the final hosting capacity.

A®, the safe penetrations, is defined as the subset of
A’ which possesses the above-mentioned property, i.e., all
dominated penetrations are feasible (recall that < is a partial
comparison operator between two penetrations):

Asz{aeAflﬂa’eAx:a’fa}. (14)
The corresponding scenario set is denoted S* and defined by:
S* = {sesf | 2(s) EAS}. (15)

The defined scenario sets are illustrated in Figure 3.

For penetrations in one dimension, most papers choose
to use A°* rather than .4/ as their definition for the hosting
capacity, as it is a single connected space. Such papers

VOLUME 13, 2025

FIGURE 3. Sets of scenarios, where S is the set of all possible scenarios,
&€ is the set of considered scenarios, S* the set of invalid scenarios, SV
of valid scenarios, S'is the set of feasible scenarios and S° is the set of
safe scenarios.

Representation of A* Representation of A*

Penetration 2
Penetration 2

Penetration 1 Penetration 1

Representation of A", A” and A* Representation of A and A"

PSS
n

Penetration 2
Penetration 2

T f T T T T T
Penetration 1 Penetration 1

FIGURE 4. Two-dimensional representations of set Af, A5, A and A%,
The axes are a quantification of the penetration of two installations. The
stripes mean that sets intersect.

generally define the penetrations A as Ry or Z (or subsets),
thus making .A° a continuous or discrete range starting at zero
and ending at a maximum value that is generally reported
as the hosting capacity. Some papers also report these as
probability density functions.

In Figure 4, an illustrative example of the different
penetration sets defined above is given. All subfigures lie
in the plan formed by the set A, here exemplified by A =
R%_. The two dimensions of this example can for example
represent the number of PVs and EVs in a scenario. The
sets AY and A*, representing respectively the penetrations
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reachable by valid scenarios and invalid ones, are shown
in yellow and red respectively, as can be seen in the top
subfigures. They can intersect: there can exist two scenarios
sharing the same number of PVs and EVs such that one fails
and the other is valid, depending, for example, on the location
of the PVs/EVs in the network topology.

The feasible penetration set A in green in the lower
subfigures, is the the subset of A" (in yellow) that is not
part of A* (in red). A feasible penetration p = (p1, p2) that
is in A/ can thus be reported (for example, to the DSO) as
supported by the network (“Having p; PVs and p» EVs would
only lead to valid scenarios™).

This may, however, be seen as abusive in certain contexts
as shown in the lower right subfigure. For example, the
penetration a is in A and, thus, all scenarios having this
penetration are valid. However, point b, which lies to the left
of a (meaning that it can be, for example, the penetration
with the same number of EVs but fewer PVs), is not in
A all scenarios having penetration b are not valid. In the
notations presented above, a is said to be dominating b,
that is b < a, using here the standard element-wise vector
comparison operator.

To avoid such contradictions about dominated but invalid
penetrations (“‘having 10 PVs and 100 EVs is supported in the
network but not 10 PVs and 50 EVs”), one can instead use
the set 4%, defined as the set of points where this situation
cannot happen: for any penetration in .A°, all penetrations
lower than it are also valid. Thus, the penetration a is not
in A* due to b being a counterexample. However, c is in the
set as the rectangle (in this 2-D example) on its lower left is
fully included in A4’ . The penetration d is not in the set as the
rectangle on its lower left encompasses part of the hole in A .
The same is true for the penetration e.

1) HOSTING CAPACITY
A summary of the definition of hosting capacity:

The HC is the set of penetrations the network can sustain
while not encountering any issues. More precisely, the
HC is chosen as the feasible penetrations .4’ which are
penetrations that are associated with scenarios with no
issues:

A = {g(s)|Vs € S : f(s) = 0}.

This set, and the hosting capacity, can be reduced to
be the safe penetrations A° with the constrain on the
penetrations a: fa’ € A* :a’ <a.

Up until here, the hosting capacity was introduced as sets
(A" and A°) representing all the penetrations that can be
hosted. Alternatively, one can work with the frontiers of the
sets, which is easier in one dimension.

In one dimension, most studies evaluate penetrations in
A* while not dealing explicitly with the sets defined above
but rather with a scalar: indeed, in one dimension, A’ is a
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range between 0 and another scalar, that is sometimes called
the hosting capacity as a shortcut. It can be equivalently
computed by

max : {s]g@s) <ajNnS* =0. (16)

This is referred to in the literature as first violation or minimal
hosting capacity. Furthermore, some studies also determine
the maximal hosting capacity (also referred to as all scenarios
with violation) which is defined as the minimal penetration
for which all scenarios encounter at least one issue:

min : {s | g(s) > a} C §*. (17)

Note that working with penetrations in .4 would imply
several frontiers (in one dimension, multiple ranges).

In more dimensions, giving one value as a summary
for the hosting capacity is more complex as the frontiers
of the sets are not scalars. The concepts presented above
can be extended to higher dimension via the use of partial
comparison operators as done earlier in this paper.

B. STOCHASTIC DEFINITION

In the following section, two ways to introduce stochasticity
in the presented definition are addressed. The first manner to
introduce stochasticity is related to the considered scenarios,
while the second is on the detection of issues. These are not
mutually exclusive: one may consider more than one way to
introduce stochasticity in determining the hosting capacity.

1) STOCHASTICITY RELATED TO SCENARIOS SELECTION

As previously mentioned, evaluating all scenarios is, most of
the time, intractable. Therefore, the subset S¢ is necessary
to select a subset of scenarios to consider. Building this
set can be done in multiple ways. For example, this set
can be constructed by sampling the scenarios in S using
a distribution on S, that may be informed with external
information. This distribution, denoted Dg, represents the
probability of realisation of each scenario. This allows to
built S¢ ~ Dg with a limited number of scenarios that
are nevertheless representative. Note that all scenarios can
have the same probability (D being in this case the uniform
distribution), which is often the case in the papers reviewed
in section IV.

2) STOCHASTICITY RELATED TO ISSUES DETECTION

The functions f; and f were introduced as binary functions,
one identifies if an issue p € P occurred in the network N
given E at time ¢ and the other is aggregating f;. A function
h; € [0, 1] and its aggregation & € [0, 1] can be defined as
returning the probability of an issue occurring in N given E.
The stochastic of function 4 can come from E that can itself
be stochastic, for instance if E contains a distribution of load
time series. Given a threshold « for the probability, f; can now
be:

o) — I 1, ifh(s)>a as)

0, otherwise.
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This translates into f; indicating that a scenario that has less
than o % probability of having an issue at time ¢ is valid. Or,
for all time steps, f can be defined as:

o) { 1, ifhs) > a (19)

0, otherwise;

i.e. having a scenario that has less than a% probability
of having an issue over the whole time range. Multiple
variant of this are possible: the framework presented here can
accommodate a wide range of settings.

As an example, consider the aggregation f that returns O
when no issues occur for at most 95% of the time steps of the
scenario, i.e.,

fi(s)

0, if E*~— <095
fs) = 1eT |7
1, otherwise.
C. EXAMPLE

The following subsection illustrates, with a small example,
how the formalism of the generic definition can be applied
to describe a hosting capacity computation. This example
showcases the determination of the hosting capacity, taking
into account only over-voltage issues, for a small distribution
network where customers can add new photovoltaic capaci-
ties.

Following the formalism of the definition, the example is

presented as follows:

o The network model N, represented in Figure 3,
is composed of 8 buses: 7 low-voltage ones and
1 medium voltage one. Let B denote the set of buses,
B = {b0, b1, b2, b3, b4, b5, b6, b7, b8}. The network is
modelled using PandaPower [12]. The medium-voltage
bus is supplied by an external grid with a voltage set to
1 p.u., then a transformer converts medium-voltage to
low-voltage. The transformer has a maximum apparent
power handling capacity of 0.4 MVA and operates
with a primary voltage of 20 kV and a secondary
voltage of 0.4 kV. The transformer was chosen from
the PandaPower standard library. All lines (LO to L6)
have the same standard type (“NAYY 4 x 50 SE” from
PandaPower). Feeder lines (LO and L3) have a length of
800m whereas lateral lines are 200m long except for L2,
which is 400m long.

« Five customers are modelled by loads added to buses:
C = {b3, b4, b6, b7, b8}.

« In addition to the loads, customers b3 and b4 can install
PVs as installation type, therefore H = {PV}.

o These customers can choose, as options, either to
install 50 PV panels of 300W,eq or to install no PVs
at all, thus Zpy = {#J, 50 x 300Wpear ).

e The time period is composed of one time step
(T ={1}.

o In this example, the exogenous data E, are the PV
productions and customer loads. PV installations are at
their peak production, i.e. a PV installation produces

VOLUME 13, 2025

TABLE 1. Considered scenatrios (a, b, ¢, d € S¢) for the example for
installing PVs with uncertain location. ¥ means that no installation was
added at that customer.

Scenarios in §¢ b3 b4

a 0 0

b 50 x 300Wpeak PVs 0

¢ 0 50 x 300Wpeak PVs

d 50 x 300Wpeak PVs 50 x 300Wpeqx PVs
External grid

Bus 0 (b0)
)

Bus 1 (b1)
L,

Bus 2 (b2)

‘| Line 0 {LO) ‘ @ |

Bus 4 (b4) Line 2 (L2) Line 1 (L1) Bus 3 (b3)
— . —
3
@
o
v 5 v
Load 2 Load 1
Bus 5 (b5)
Bus 7 (b7) Line 5 (L5) & Line 4 (L4) Bus 6 (b6)
=
w
@
£
)
Load 4 Bus 8 (b8) Load 3

Load 5

FIGURE 5. Example network with 5 customers represented by 5 loads.

15kW during the time frame, while the customers’ loads
are 1kW except for b4, which is 0.8kW. Note that the
model only considers active power.

« All the considered scenarios are regrouped in Table 1.
Scenario a is the initial topology as shown Fig. 5,
scenarios b, ¢ and d are, respectively, presented in
Fig. 6a, Fig. 6b, Fig. 6c.

o The issue considered is over-voltage (P = {OV}).
An over-voltage at time t is flagged when the voltage
(Vp,1) is greater than 1.05 pu for at least one bus b in 13,
ie.

1, if3beB:Vy; > 1.05pu;
0, otherwise.

f(S)=ft(S)=[

The aggregation f is the same as f; as there is only one
time step.
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TABLE 2. Powerflow voltage output in p.u. by scenario. Over-voltages are
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Load 2

Line 2 (L2)
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Bus7 (b7)
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(b) Scenario ¢
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FIGURE 6. Topologies of scenarios b, ¢ and d in S€. In blue is the added

PV installation.

Tine 5 (L5)

Tine 4 (L4)

Line 6 (L6)

Bus 8 (b8)

Load

(c) Scenario d

Load 3

BUs 6 (66)

The power flow is computed using PandaPower with the
single-phase model of the network. The outputs are given in
Table 2 for each scenario.
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in bold.
s€S8° Voo Vo1 Ve Vs Ve Vs Ve  Vez  Vis
a 1 1 098 098 098 097 097 097 097
b 1 1 1.03 1.04 1.03 1.02 1.02 1.02 1.02
c 1 1 1.03 1.03  1.05 1.02 1.02 1.02 1.02
d 1 1 1.08 109 110 1.07 107 1.07 1.07

TABLE 3. Penetration for each scenario computed using g(s).

se8¢  gls)
a 0
b 1
c 1
d 2

TABLE 4. Scenarios sets and their penetrations.

Scenarios sets  penetration sets

SV =1a, b} A7 ={0,1}
8% = {c,d) A% ={1,2)
§=8={a) A =A45={0)

Scenarios ¢ and d have at least an over-voltage at one bus
(in Vpq for example), while the others have no bus in over-
voltage. Therefore,

f(@)=f(b) =0, and
flO=fd)=1

The function g returns, as a penetration measure, the
number of buses with a PV installation:

gs)= b e B|sp # 0},

where s;, designates the installations at bus b in scenario s.
Note that g(s) is a scalar and thus not written in bold. The
penetration for each scenario is given in Table 3.

The penetration sets and the related scenario sets, are:

o The set A€ of all considered output of g(s), Vs € S€,
is thus {0, 1, 2};

« The set of valid scenarios is S¥ = {a, b} and AV =
{0, 1};

o The set of invalid ones is S* = {c, d} and A* = {1, 2};

« By definition of feasible penetration set A | that is the
penetrations that includes only valid scenarios, 4" =
AV \ AX = {0).

The different sets of scenarios and their corresponding
penetration sets are summarised in Table 4. The feasible A
and safe A°® penetration sets are the same, thus the hosting
capacity of this example is A" = A* = {0}. As this example
is one-dimensional, this corresponds to the first violation as
defined in Section II. All violation HC is 2, as all scenarios
with penetration 2 are not valid. Indeed, scenario d, the only
scenario with a penetration equal to 2, is not valid.
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1) DETERMINISTIC VERSUS STOCHASTIC CASES

This example is deterministic as no uncertainty is taken
into account: all possible scenarios are evaluated and
exogenous data are unique. A stochastic approach would
either sample scenarios or sample exogenous data to account
for uncertainty. For instance, adding stochasticity for scenario
selection by randomly sampling scenarios: scenarios a and b
could be sampled and thus, S¢ is {a, b}. In such context, the
hosting capacity would be A" = {0, 1}.

Ill. APPLICATION OF THE FRAMEWORK ON TWO
PAPERS

In this section, the framework presented in Section II is
applied to two papers to illustrated how the concepts are
applied to the literature.

In this framework, how the HC is actually computed is not
explained and there are many ways to do so in the literature.
Some of them follows directly the natural steps arising from
the framework, while others iteratively refine their scenario
definitions until they reach a predefined condition. These
two workflows are shown in Figure 7. Note that this paper
does not elaborate on how the simulations to determine the
physical state of the network for given scenarios are run.

Both workflows follow this general scheme: first the sce-
nario sets S and S¢ are build for a network N and exogenous
data E. These scenarios encompasses the technology types H
and their options Zj. Then, to construct the sets S v 8% and
S/, the function f is introduced given the sets of considered
issues P. Note that most studies do not explicitly construct the
invalid S¥', valid S* and feasible S’ sets. Finally, to assess
the penetration of a scenario and depending on the set in
which the scenario belongs, the sets AV, A% and A are built
using a function g. Each of these three steps is highlighted in
a different colour in Figure 7.

For the sake of conciseness and simplicity, two papers [13])
and ( [14] were selected to illustrate how the literature fits in
the framework.

A. PAPER 1: “UNDERSTANDING PHOTOVOLTAIC HOSTING
CAPACITY OF DISTRIBUTION CIRCUITS” BY DUBEY et al.
This paper aims at determining the HC for PVs and the
impact of specific factors on the HC [14]. The second part
which deals with the impact of several factors will not be
addressed in this review. The study first computes a base case
which is the existing configuration and then stochastically
assesses the HC by simulating several scenarios with different
penetrations levels. The details of this part are given below.
The Network model N represents, in OpenDSS, an actual
three-phase distribution network with 12.47kV supplied by a
24MVA substation transformer. The base case has 1.196 MW
of existing PV. The schema of this network can be found
in [14]. No further indications about the network were given.
All customers can have new installations and the instal-
lation type is PVs: H = {PV}. The installation size is
the only option. The size is randomly picked from two
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distributions represented by probability density functions
(PDFs) depending on the type of customer: residential or
commercial.

The study follows the paradigm developed by EPRI [38]
for steady-state analysis of HC. This means that one time
step was used for the time period (7 = {1}). This time step
is derived from exogenous data. The study uses two sets of
exogenous data: minimum and maximum load both obtained
from yearly load demand measured in the substation of the
network in 2013. Note that PV production is not exogenous
data as the size is used as the production rather than time
series.

The considered scenarios set contains 5000 scenarios.
This set is built by increasing the penetration, here defined
as the percentage of the total customers equipped with PV
systems. The increase is done by steps of 2% for penetration
going from 0% to 100% resulting in a total of |S¢| =
5000. Location of PVs are randomly selected. Note that the
considered uncertainties are both epistemic as they are the
location and the size of the installations.

The issues considered are over-voltage (OV), voltage
deviation (VD) and voltage unbalance (VU). Theses issues
are explained and formulas are given in Section IV-B1. In this
study, the three issues are considered separately as they are
not aggregated and thus leads to three HCs: one for OV, one
for VD and one for VU. Also, as the study is steady-state,
f is the same as f;. The thresholds used for each f are 5%
more than the nominal voltage for OV, and 3% for both VD
and VU. This study used three independent issues to highlight
the impact of each for the hosting capacity.

Although penetrations are defined as percentage of the
total customers equipped with PV systems for determining
the considered scenarios, the penetration output by the
function g and used for the hosting capacity is defined as the
total additional PV size in kW.

They consider the first violation and all scenarios with
violation HC as defined in Sectionll. Additionally, they
defined 50% scenarios with violation HC which is the
smallest penetration such that 50% of scenarios encounter an
issue, i.e.:

min : |{s | g(s) = a} C S7| = l{s | g(s) = a} C SY1. (20)

The two sets of exogenous data E, the three limitation
functions f, the safe penetration set and the three outputs (first
violation, 50% scenarios with violation and all scenarios with
violations) lead to 18 HC values given in Table 3 of the paper
and reproduced in Table 5.

B. PAPER 2: “ASSESSING THE POTENTIAL OF NETWORK
RECONFIGURATION TO IMPROVE DISTRIBUTED
GENERATION HOSTING CAPACITY IN ACTIVE
DISTRIBUTION SYSTEMS” BY CAPITANESCU et al.

This research explores how to increase DG hosting capacity
using network reconfiguration [13]. The study is conducted
in two parts: the authors first determined the HC and then
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FIGURE 7. Flowcharts of a direct and an iterative HC method. In blue are the system assumptions, in red the issue characterisation, and in violet
the HC computation, as presented in sections IV-A, IV-B and IV-C, respectively. The iterative flow 7b computes the safe penetrations as the stop
condition ensures that all dominated penetrations are feasible. Note that in white are steps not discussed in this paper.

TABLE 5. PV hosting capacity from [14] (copied with authorization).

Cases Additional PV Size (kW)

Max Load Min Load
first violation 9,442 5,454
Overvoltage | 50% scenarios with violation 9,578 5,536
All scenarios with violation 9,659 5,722
Voltage first Violati(?n - 1,756 2,776
deviations 50% scenarios \fvnh ylolgtlon 1,834 2,970
All scenarios with violation 1,909 3,088
Voltage first Violatiqn - 0 5,760
unbalance 50% scenarios Wlth ylolapon 0 6,101
All scenarios with violation 0 6,291

studied how to use reconfiguration to improve it. In the
context of the present paper, only the first part is of interest
and is detailed.

The method proposed is applied on a 34-bus 12.66-kV dis-
tribution system network model. The network has 37 lines,
34 nodes and one feeder, more information about the network
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can be found in [15]. In this network, a subset of 8 customers
(Gl,..., G8) are selected to have new installations. The
choice of using a subset of customers is justified by (i) the fact
that tools can be used to determine most suitable locations
and; (ii) these locations might be enforced, for instance,
by regulatory rules.

Although the methodology is given for general DG, the
test case is made using wind turbines as the installation type
thus, H = {WT}. The considered option for the installation
is the size. Two sizes, related to two different wind profiles
(WP), are available and, for simplicity, the sizes are named
following the profiles: Zyr = {WP1, WP2}.

This study is time variant and the time period is composed
of 146 time steps (7] = 146). The exogenous data
accounted in these time steps are historic demand and wind
data.

Table 6 gathers a summary of the three considered
scenarios (|S¢| = 3) of the study.
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TABLE 6. Considered scenarios (A, B, C € S€) for the [13] for installing WT. The empty set § means that no installation was added at that customer.

Scenarios in 8¢ Gl G2 G3

G4 G5 G6 G7 G8

A 0 0 0
B WPI WPl WP2
C WPl WPl WP2

0 WP2 0 0 WP1
WP2 0 0 WP1  WPI
WP2  WwWP2 WP2 WPI WPI

Both voltage and thermal issues are considered. The
minimum and maximum voltage limits are respectively set
t0 0.95 p.u. and 1.05 p.u. at all nodes, and the thermal limit of
all lines is set to 6.6 MVA. Both limits are further addressed
in Section IV-B.

Finally, penetrations are defined as the sum of the
nominal capacity of the DG and g returns the sum of the
maximal nominal capacity. The HC for the three scenarios
are 3.622MW, 4.161MW and 7.154MW for scenario A,
for scenario B and for scenario C, respectively. This
study is considered deterministic as no uncertainty is
considered.

IV. REVIEW
This section aims at showing how related works on hosting
capacity problems can be easily compared using the generic
framework.

This section is divided into three parts corresponding to the
three steps presented in Section III:

o First, the system assumptions are discussed in
Subsection IV-A; the methods used to construct the
scenarios sets are explored and a quick overview of the
network and data each paper uses is done. How papers
address uncertainties is also highlighted.

e Second, the issues characterisation (often referred
as limiting factors in the literature [2], [16]);
Subsection IV-B identifies the common issues used in
various research to populate the set P and how they
trigger and aggregate them (i.e., their definition of the
functions f and f;).

o Finally, the hosting capacity computation.
Subsection IV-C gathers the most frequent types of
penetrations (.4) and how they are computed (g).

A. SYSTEM ASSUMPTIONS

This subsection details system assumptions, which are the
different hypothesises that are used to build the scenario sets
S and S€. The construction of the system assumptions can
be divided into three phases and the remainder of this section
will address these:

o First, network model has to be constructed and exoge-
nous data has to be gathered;

o Then, the model scope has to be defined. The scope
determines the accepted values for each previously
defined sets (7, C, H and Zy).

o Finally, uncertainty needs to be taken into account.
Choices made to manage and model the uncertainty
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restrict both the scenarios & and exogenous data E

spaces by methodology choices.
A summary of some assumptions can be found in Table 7.

The different categories used in the table are explained below.

1) NETWORK AND EXOGENOUS DATA: N AND E

The network model N is a representation of a network with a
variable degree of sophistication depending on the work and
the available data. It can be made from real-world, empirical
data or from synthetic data (for example the IEEE 33-bus
or 123-bus feeders [17], [18], [19]), or from a mix of both
(see, e.g., [18], [20], [21]). This model also encompasses
hypotheses made on the network or on its simulation, e.g.,
the complexity and details of the power flow computation.
Exogenous data E are mainly historical data or probabilistic
approximations that are used as an estimate for the future.

2) MODEL SCOPE: T, C, H AND I

The model scope defines the values that populates each of
the sets related to the system assumptions, i.e. the set of time
steps 7, the set of connection nodes for technologies C, the
set of types of technologies H and the set of technologies’
options Zp.

a: TIME INVARIANT VS TIME VARIANT: T

Electrical systems varies through time. The advantage of
using time series, and thus time variant models, is their
closeness to reality. Indeed, the model is able to reflect
the time related phenomena that occurs in real networks.
Nevertheless, time representation is highly dependent on the
previous data assumptions and data availability. The model
can thus either be time invariant or time variant. Time-
invariant modelisations only use one time step. These studies
often choose the worst-case time step and are referred to
as conservative. Methods using time series varies from one
another on:

o The granularity of the time series (i.e., the amount of
time between two time steps);

o The considered period. For instance, some papers
consider multiple full days, while others consider
consecutive hours in a single reference day. Some
consider a range of hours in multiple days (e.g., Monday
to Friday from 09:00 to 18:00).

b: CONNECTION NODES: C

Studies can either consider all customer nodes (e.g., [14],
[16], [18], [20], [22]) or only a subset of customers (e.g., [17],
[19], [21], [23], [24]) as connection nodes.
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TABLE 7. References characteristics. Legend: @ means the characteristic is fully, ® partially, O not implemented and ? not specified. Note that “Single
phase” is ticked if all new installations are connected using only one-phase connection.

Papers Data (N & E) Model scope (7', H and Z3;) Uncertainty (S & E)
Empirical Time Different | Single .
Data variant Technology sizes hase Considered
p

[21] o o HP O o) o)
[13] O D WT ° ° o)
(31] D O EV ) 0) °
[17], [40] O O PV ° ° °
[41] O O PV 0 7 °
(32] O O PV ) 0) ry
[19] O D PV o) 0) ry
[37] O ° PV ° 0 °
(391 O D PV ° 10} °
[22] o) ° PV ° ° °
[23] @) o PV ° 7 °
[34] O ° PV ° ) °
[14] o O PV ° ) °
[24] 0 o PV ° 0 ry
[45] [ ° PV ) 7 o)
(36] ° ° PV ) 7 o)
[30] 0 O PV O ) °
[44] 0 O PV ° ) °
[38] ° ° PV ° ° °
[35] ° ° PV O ) o)
(33] D D PV M) e) ry
[43] o D PV D @)

[25] [0 0 PV, EV, HP, uCHP ° ° °
[42] 0 ° BESS, [PV] ° @) o)
[16] 0 0 PV, [EV] ) ° °
[20] 0 D PV, EV 0 ° °
(18] o ° PV, EV o ° °

¢: TECHNOLOGY TYPE: H

As the HC definition is not specific to one technology, it is
worth mentioning which paper is studying which technology
(i.e., set of types of technologies ). The most common
technology is DG and more precisely PVs as they represent
the first technology to have been used to define the hosting
capacity. Note that some studies develop methods to compute
HC that are not specific on a technology type and then
test the methodology on one or more technology types,
often independently (e.g., [25]). In [25], these technologies
are referred to as Low Carbon Technologies (LCT). They
consider micro combined heat and power units (xCHP) as
generator.

d: TECHNOLOGY OPTIONS: T4,

Options varies from one technology type to another. The two
options encountered in the reviewed papers are the size of the
technology and the connection type. For the size, studies use
one size or allow the flexibility of different sizes. Note that
some studies use several sizes but only one size is available
per run, e.g., they first attempt a run with Zpy = {#J, 1 kWc}
and then another Zpy = {@J, 2 kWc}. The connection type can
be in one, two or three phases, depending on the network, the
available data, the authors’ choice and the technology itself.
Some studies, such as [24], enforce that if the customer is on
a single phase the installation has to also be on a single phase.

3) UNCERTAINTIES
Studies may or may not take uncertainties into account.
For the one that does, as previously mentioned, the
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literature identifies two categories of uncertainty: aleatory
and epistemic [7]. The aleatory uncertainties deal with
exogenous data (in E) such as the technologies’ consumption
or production and the customers’ consumption. These are
inherently stochastic. These are, in practice, sampled when
computing f and g.

Epistemic uncertainties deal with the lack of knowledge
for, for instance, the type H and options of the technologies
3¢ or their locations C. These uncertainties are considered by
evaluating several scenarios S€.

In both cases, these uncertainties can be accounted for
by using, for instance, simple Monte Carlo simulations or
more complex statistical methods. These uncertainties are not
mutually exclusives: studies can use both. Note that on the
other hand, studies neglecting all uncertainties, referred to
as deterministic, are restricting both S and E with defined
size and values. In recent papers, there is less and less
deterministic methods, as the underlying system is, in reality,
stochastic.

Table 8 showcase how studies account for uncertainties.
Deterministic methods are omitted from the table for
conciseness.

B. ISSUES CHARACTERISATION

This section discusses the elements inside the set P and how
they are evaluated using the function f, for the papers already
analysed above. As areminder f identifies whether any issues
from P occurs in the network. In some papers, the function f
is sometimes not precisely defined or too complex to display
here; therefore the focus is put on some readable examples
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TABLE 8. Uncertainties types for reviewed papers that take into account uncertainties. Legend: @ means the characteristic is fully, @ partially, O not
implemented. Partially means that not all simulations account for that uncertainty.

Papers Aleatory Epistemic
Installation production | Installation | Installation | Installation
Loads . . .
consumption location s1ze type

[20], [24], [30], [31], [40] O O [ O O

[14], [32], [37], [38], O O ° ® O
[41], [43], [44]

[16] O P [ O O
(17] O [ [ 0 O
[34] [ O [ @) O
[33] [ O [ 0 O
(18], [19] [ [ O O O
[22], [23], [25], [39] [ [ [ (] O

to emphasise the genericity of the formalisation. Motivated
readers are encouraged to read the original papers to gather
the full definitions of f and P.

There are four main categories of issue [26]: voltage
dependant, load dependant, protection and harmonics. These
categories are not specific to DER. Papers such as [2], [4],
[16], [27], and [26] attempt to define all existing issues.

The following subsections are structured using these
categories. Each of these subsections showcases how the
issues associated with the considered category fit in the
definition presented in Section II. Note that there is no intent
to be exhaustive in the list of limiting factors, only the ones
encountered in the paper reviewed are mentioned.

1) VOLTAGE-RELATED ISSUES
Voltage issues are typically defined as voltage unbalance,
voltage levels (under- or over-voltage) or deviations:

« Voltage unbalance refers to an uneven distribution of
voltage magnitudes or phase angles in a three-phase
electrical system. It occurs when the three phases of the
system have different voltage levels or when the phase
angles between the voltages are not equal. This translates
Eq (7) into:

fi(s)
1, ifdmeM:

= [Vint,00 = Vint.0| > B, YOI # ¢2; P11, 2 € D
0, otherwise.

where M is the set of monitored elements, V is the
complex voltage of an element of M for the phase ¢,
@ is the set of phases, g is a given threshold. Note that
the difference can be computed taking into account only
magnitudes, or the angles, or both.

In several cases the hosting capacity could be improved
by balancing the network [28], [29].

« Voltage level issues happen due to an unusual use of
the network. In the case of PVs, or any other DG
device, when there is greater production compared to
consumption, the remaining production is injected in
the network. This process is called reverse power flow
as the power flows in the opposite direction compared
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to the direction it was originally intended (i.e., from
the centralised generation to the distribution as opposed
to from the prosumers DG to other consumers). This
can cause an over-voltage. In the case of EVs, or any
other bigger electricity load than first intended as
normal network use, the consumption is bigger than that
planned. And the consumers, when peak consumption
occurs, withdraw too much electricity leading to an
under-voltage as the production and the capacity of the
cables were not made for such peak consumption. This
translates into:

I, fdmeM:yv>V,,;V V>
0, otherwise.

fi(s) = {

where M is the set of monitored elements, V is the
voltage of a node and v and v are given lower and
upper bound thresholds. This definition is a base that
often varies from one paper to another. For instance, the
measured element can vary between studies (e.g., Vi
can be maxy, V,,; as in [30]) and some studies may have
different thresholds when they have more than one type
of measured element (e.g., [24]).

« Voltage deviation is the deviation in voltage from the
initial network (i.e., with no installation) to a full-
penetration network.

1, ifdme M:|V), -

0, otherwise.

Vin )
fz(s)=[ gl >

where M is the set of monitored elements, V is the
voltage of a node and V? is the voltage of the same node
in the initial network, and u is a given threshold.

Note that the first two issues exist without new installations
while the last one is exclusively linked to the addition of new
ones. Most researches use standards to define the thresholds
(B, v, w) for issue detection f. Several standards were used to
limit these thresholds, for instance EN-50160 is a European
standard, ANSI is an American standard, and VDE-AR-N
is a German standard. These standards might have some
variations such as BS EN-50160 which is the British version
of EN-50160. Table 9 gathers the papers by issues and
standard. Some papers do not clearly specify the standard,
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TABLE 9. List of voltage-related issues by papers. @ means the issue is
taken into account, while O means it is not. The asterisk * means that the
standard was not properly mentioned but corresponds to the given one.

Papers Unbalance | Levels | Deviation | Standard
[10], [20], O ° O ANSI
[22], [30],
[32], [33],
[39], [44]
[14], ® ) ° ANSI

[37], [38],
[40]
[36] O ®) [ EN50160
(41], [43] @) ® ® ANSI
(17], (24] [ ® [®) ANSI
[34], (35] [ ° [®) EN50160

[16]*, O [ ] O EN50160
[18],
[21]*, [13],
[25]
[45] O [ ] O VDE-AR-N 4105
[42] [ ® ® Australian Act 1945
[31] [] [ O Other
[23] O ® O Other

but the closer fit is assumed, and some do not explicitly use
these standards, for instance [31] uses a threshold set by the
Brazilian government for distribution.

2) LOAD-RELATED ISSUES

Load-related issues occur when transformers or cables
experience thermal overload, indicating excessive current
flow that generates heat, potentially causing damage or
failure. Here is an example on how to define f to detect
overload by limiting the current:

1, fdmeM: 1, >« xI,ln;
fio) = [ 0, otherwise.
where M is the set of measured elements, I is the current
of an element and I’ is the rated capacity of the measured
element, and « is a given threshold.

Some studies (e.g., [19], [20], [21], [31], [32]) limit the
power which is equivalent to limiting the current under
constant voltage. To detect the overload, most papers used
two categories of measured element: the conductor current
as in [19], [24], [31], [32], [33], and [21] and the transformer
load [19], [20], [31], [32], [33]. The threshold varies from one
study to another (from 50% [31] to 187% [24]) and several
thresholds can be used in the same study for different types
of measured element (e.g. [33]). These thresholds are ratios
of arated capacity, but some papers used defined values (e.g.,
[19], [32]). Also previously defined standards can be used for
overload such as EN50160 in [34] and [35].

3) PROTECTION-RELATED ISSUES

Protection-related issues are a vast category. They were
defined in [26] as issues taking more time to affect the user
level in contrast to voltage and load issues even though both
also have direct consequences for the end user.
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TABLE 10. List of issues by papers. ® means the issue is taken into
account, while O means it is not.

Papers Voltage | Load | Protection | Harmonics
[18], [ (@) O O

[30],

[37], [38],

[391], [40],

[43], [44]

[34], [20], [ [ O O

[16], [35],

[33], [32],

[24], [19],

[21], [13],

[23], [42],

[25], [45]

[31] [ ] [ ] O [

[17] [ ) [ ] [ J O

A first protection issue is rapid voltage magnitude varia-
tions [16]. These occur because of variations in production
or consumption over a period of less than one minute. These
rapid changes can cause flicker. An example of a standard that
limits these is IEC 61000-4-30. Standards to limit short-term
(Pst) and long-term(Plt) flicker severity are defined in IEC
61000-4-15 [16].

Another protection issue is used in [17] which restricts
the PV power factor, i.e. the ratio of real power (in watts)
to apparent power (in volt-amperes), between 0.8 and 1 to
contribute to the stability of the power grid, stability in the
sense of the ability to maintain a balanced and reliable supply
of electricity.

4) HARMONICS-RELATED ISSUES

Harmonics issues occur when the current injections are not
sinusoidal. Several standard indices exist [16] for individual
harmonics, interharmonics, and for total harmonic distortions
(THD) (e.g., IEEE 519, IEC 61000-4-7, IEC 61000-4-30,
IEC/TR 61000-3-6).

In [16], superharmonics are mentioned: these are wave-
form distortion in the frequency range between 2 kHz and
150 kHz and are injected by an increasing number of devices
connected to the grid. Unfortunately, [ 16] considers that using
this issue as a limiting factor for the hosting capacity is not
feasible as no limits for distortion in this frequency range
are set. Furthermore, the main barrier for taking into account
the harmonics as a limiting factor is the lack of appropriate
calculation models, especially when considering low-voltage
and medium-voltage networks [16]. Thus, harmonics are not
often used as limiting factors for the hosting capacity.

5) ISSUES AGGREGATION

Some studies may consider several issues. They may consider
them independently and thus have several definitions of the
f function giving a hosting capacity per issue; or they may
aggregate them to have one f function. The aggregation of
issues can be a complicated formula but most aggregations
are a simple OR operator over several issues. Furthermore,
time aggregation of f; is necessary for time-variant studies
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TABLE 11. Summary of papers’ definition of hosting capacity computation. Several acronyms are used for the readability of this table: NC for the number
of customers, TP means total installation production or consumption, MC for the maximal capacity of a new installation, TNC for the total number of
customers that can accommodate new installations, TC for total consumption of customers, PL for peak load, TRC for transformer-rated capacity, OV for
one value, SV for several values and PDF for probability density function. One row reads as follows: Paper [16] uses the number of customers with new
installations (NC) as the absolute metrics to gauge the penetration. This value is not compared to a reference, hence the “-", thus the hosting capacity is
expressed as the number of customers as a unit. They compute the set of penetrations and choose to represent the distribution of scenarios over the

penetrations using a PDF.

Papers Absolute quantities | Reference quantities Units Types
[16] NC - Customers PDF
[31] NC - Customers SV

[20], [25] NC TNC - (%) PDF
[21] NC TNC - (%) oV
[35] NC TNC - (%) SV
[39] TP - Power Range, SV

[14], [22] TP - Power NY
[18] TP TC - (%) PDF
[30] TP PL - (%) Range
[17] TP PL - (%) NY

[32], [38] MC - Power Range
[23] MC - Power PDF

[19], [43] MC - Power ov

[13], [36], [45] MC - Power NY
[42] MC - Energy SV
[34] MC PL - (%) SV, Range

[40], [41] MC PL - (%) NY
[24] MC TRC (%) ov
[37] MC -, PL Power, - (%) Range
[33] NC, MC TNC,- Customers, Power SV
[44] NC, MC TNC,- Customers, Power oV

such as in Eq (8). Another example of time aggregation is an
average during a time period (e.g., [33], [36]). Most studies
do not explicitly give how they aggregate the time and the
issues.

6) ISSUES SUMMARY

In Table 10 is a summary of all papers and the issues
categories. Voltage deviation issues are the most limiting
factor [4]. Therefore, these issues are addressed in the
majority of studies as shown in Table 10. Both Protection and
Harmonics issues are less used and mostly not as the only
limitation.

is defined for different studies and the output/penetration
format choice (A).

As the penetration is not a defined concept shared among
all the reviewed papers, to compute the hosting capacity one
has to first define the wanted output of g, i.e., how to quantify
the set of penetrations A. This penetration can either be an
absolute quantity that reflects the amount of new technologies
that are installed or a ratio between this absolute quantity
and a reference. The encountered possibilities for the absolute
quantity are, with their abbreviated name given in bold to aid
readability:

e The number of customers with a new installation,

Most hosting capacity studies are considered as static as abbreviated as NC;
they do not take into account the duration of the issues. o The total production or consumption of a new installa-
Taking into account the duration means that the aggregation f tion, TP;

evaluates several consecutive time steps f;. For instance, with
a duration of i:

1, if FIre{l,...,|T|—i}:

fi®) =1Afir18) =1A ... Afi1i(s) =1
0, otherwise.

fls)=

21

This means that f reports an issue only if it occurs for i
consecutive time steps. Studies that take into account the
duration of the issues are referred to as dynamic hosting
capacity (DHC) such as in [25], [33], [36], [37], and [24].

C. HOSTING CAPACITY COMPUTATION
This section focuses on the final part of determining the host-
ing capacity: penetration calculation. It is how the g function

VOLUME 13, 2025

o The maximal capacity of a new installation, MC.

The encountered reference quantities are, again with their
abbreviated name:

o The total number of customers that can accommodate
new installations, TNC;

o The total consumption of customers, TC;

o The maximal consumption (load) of customers also
referred as peak load, PL;

o The total capacity that is accepted by the transformer,
also referred as transformer rated capacity and thus
abbreviated to TRC.

Each absolute and reference quantity has is perks depend-
ing on the study. For instance, choosing the number of
houses equipped with the technology, as an absolute quantity,
is intuitive; but from one house to another the loads vary
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and thus this quantity can lack precision. Also, since peak
demand can put significant stress on the grid, evaluating the
hosting capacity based on maximum capacity, as a reference
quantity, ensures that the grid can handle high-energy demand
without issues. Using the maximum capacity allows for
unified approach for evaluating hosting capacity, regardless
of the specific technology being added. Neither does it require
detailed modelling of various DER operational conditions
and thus simplifies the planning process. Despite these
advantages, it might not fully reflect the actual average
or expected output of the DER installation under typical
operating conditions.

Table 11 regroups all reviewed papers and organises them
following their HC computation choices. This table also
shows the different output types for each paper. These can
be divided in four types:

o The set of penetration A or A asa range, for instance
the penetration is a number of customers, HC = A/ =
[0 — 5; 7] meaning that all considered scenarios with
penetration in this set are feasible;

o The set of penetration A’ or A° as a range with
probability density function (PDF). This means having
the scenario distribution;

« A penetration of this set corresponding to one scenario,
i.e., one value. This would happen for instance in
a deterministic study having an iterative workflow
(Figure 7b) or considering one scenario;

o Several penetrations of this set corresponding to the
output of several scenarios, i.e., several values.

Note that studies might consider the same scenario with
different £ and thus still be considered as outputting one
value (e.g., [21]).

As mentioned in Section II, papers computing the
one-dimensional HC and with output type one value,
choose stricter limits for the hosting capacity: all dominated
penetrations are feasible (A*) and output the minimal hosting
capacity. Some of these papers also choose to output maximal
hosting capacity such as in [14], [22], [38], and [37]. On the
other hand, in any dimension, papers that compute either
the set A" or A°, use PDFs to showcase the distribution
of scenarios over the penetrations e.g., in [18] with two
dimensions.

V. CONCLUSION

The need to determine network hosting capacity is now
widely acknowledged, and numerous researchers have
worked on the subject these last years. However, there was,
prior to this work, no well-defined formalism.

This paper introduces a general definition of the hosting
capacity problem along with definitions of all the elements
necessary for its formulation. First, the deterministic def-
inition has been presented, followed by the exploration
of various methods for incorporating uncertainties, thus
stochasticity.
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The definition is then applied to a small fictitious example
and then to two prominent papers from the hosting capacity
research domain. These latter papers serve to illustrate the
use of the definition in concrete and more complex cases
while the small example ensure that the different aspect of
the definition are commonly understood.

The central focus of the definition is to establish a
common ground for concepts; thus, it does not prescribe
how to construct different sets or compute hosting capacity,
recognising the diversity in approaches. Nevertheless, the
related work section provides several examples from the
literature on how these tasks are accomplished. This restricted
but systematic review of hosting capacity field demonstrates
the ease with which related works can be conducted to
compare studies using the presented framework.

Future works stand to benefit from this formalism to clarify
terminology for subsequent research and identify with more
clarity the gaps in the literature that need addressing.
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