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ABSTRACT The semi-supervised fuzzy C-means clustering algorithm is an improved version of the
fuzzy C-means algorithm, designed to utilize a small amount of supervised information to enhance the
clustering results. However, many semi-supervised fuzzy C-means algorithms suffer from the inadequate
use of supervised information and sensitivity to noise. Therefore, this study employs pre-clustering and
label propagation to enhance efficiency of supervision and introduces spatial information to improve the
robustness of algorithm to noise. First, preliminary clustering of the supervised information is conducted to
distinguish feature differences within each cluster, allowing the supervised information to guide clustering
more rationally. Second, supervised information is disseminated to pixels with similar features, enabling
a small amount of supervised information to guide the clustering process effectively. Then, an objective
function with adaptive weights is designed to calculate the weights of the local spatial information and
supervision weights based on the local spatial information and label spatial information respectively,
enhancing the flexibility of algorithm. Finally, experimental results on synthetic images and multiple real
image datasets demonstrate that the proposed algorithm can accomplishmost segmentation tasks and, inmost
cases, outperforms other algorithms.

INDEX TERMS Fuzzy c-means, semi-supervised clustering, image segmentation, label propagation, local
spatial information.

I. INTRODUCTION
The purpose of image segmentation is to divide images
into meaningful regions based on attributes such as color
and texture, which is a crucial topic in computer vision
research. A wide array of image segmentation algorithms
currently exists, including those based on thresholding [1],
[2], edge detection [3], [4], [5], [6], morphology [7], [8],
[9], [10], clustering [11], [12], [13], and deep learning
[14], [15], [16]. Among these approaches, cluster analysis
has long been a crucial tool in data analysis, aiming to
group elements with similar characteristics into clusters,
ensuring that the properties within a cluster are as similar
as possible, whereas the properties between clusters are as
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distinct as possible. Such algorithms can also cluster image
pixels based on their features, thereby achieving the goal of
image segmentation. Image segmentation algorithms based
on clustering are widely used because of their speed and high
accuracy.

The Fuzzy C-Means (FCM) algorithm [17], based on the
k-means algorithm, introduces the concept of fuzzy sets
[18], using membership degrees to represent the weight
of an element belonging to a particular cluster. This
significantly enhances its flexibility compared to the k-means
algorithm, making it a classic and robust method for image
segmentation. However, image segmentation is a complex
and uncertain problem, and relying solely on the information
contained within an image makes accurate segmentation
challenging for diverse image types. Fortunately, contextual
information is available in many clustering application
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scenarios. For example, using data from an imaging device
or location can predetermine the clustering of certain pixels.
Utilizing this information can improve the efficiency and
accuracy of algorithms for extracting knowledge. Semi-
supervised clustering segmentation algorithms [19], [20],
[21], [22] have been designed precisely for such scenarios,
incorporating a small amount of prior information from the
image to guide the clustering process, thereby making the
segmentation results more alignedwith expectations. Pedrycz
and Waletzky [23] first proposed a semi-supervised FCM
algorithm, that incorporated a semi-supervised concept into
FCM. Improvements to the semi-supervised FCM algorithm
mainly focus on the following aspects: (1) Enhancing or
expanding label forms. Peng et al. [24] proposed an algorithm
that effectively leveraged pairwise constraint information.
Antoine et al. [25] improved the Possibilistic Fuzzy C-Means
(PFCM) clustering by using of a soft labeling mode, resulting
in Semi-Supervised Possibilistic Fuzzy C-Means with Maha-
lanobis distance (SSPFCM) algorithm [26], better estimates
cluster shapes and adapts to different data-labeling patterns.
(2) Improving the supervision method. Yasunori et al. [27]
introduced supervised membership into the semi-supervised
FCM algorithm, eliminating the need for parameters to
specify whether a pixel is labeled. Pedrycz et al. [28]
introduced a regularization factor to balance the importance
of the supervised and unsupervised information. Yin et al.
[29] proposed an entropy-regularized semi-supervised fuzzy
clustering algorithm that adaptively determined the fuzzy
factor for different images. Bensaid et al. [30] first introduced
the concept of a supervised center using supervised informa-
tion to calculate the supervised center before the iteration
begins, thereby strengthening the influence of supervised
information on the clustering process. Semi-supervised
clustering methods, while utilizing additional information
such as labeled data, still fundamentally operate within the
framework of unsupervised learning. These methods extract
insights directly from the data without depending on a fully
labeled dataset for training. In contrast, supervised methods
are designed to apply learned knowledge to new, unlabeled
data, a concept that is fundamentally different from semi-
supervised clustering. This distinction results in differing
problem formulations and solutions. The method explored
in this paper, specifically within the context of image
segmentation, does not align with learning-based supervised
approaches. For a more comprehensive discussion on these
differences, refer to the articles [31] and [32].
Although the semi-supervised FCMalgorithm can enhance

clustering performance, it still suffers from the same
drawback as the FCM algorithm, namely its sensitivity to
noise. When dealing with noisy images, algorithms often fail
to produce satisfactory results. Various methods have been
proposed to address the poor robustness of FCM algorithm:
(1) Algorithms based on local spatial information. These
algorithms improve segmentation results by correcting mem-
bership values using the statistical neighborhood information

of pixels, such as FCM_S [33], FLICM [34], FCM_SICM
[35], and RSFCM [36]. (2) Algorithms based on Non-local
Spatial Information. These algorithms extract spatial infor-
mation by identifying regions with similar characteristics
in an image. Compared to local spatial information-based
algorithms, non-local information can handle images heavily
contaminated by noise. These algorithms primarily include
FCM_NLS [37], FCM_SNLS [38], and FSC_LNML [39].
(3) Algorithms based on adaptive fuzzy spatial relations
consider spatial relationships between pixels and their
neighboring pixels. This approach effectively reduced the
impact of noise on the clustering results and enhanced the
spatial continuity of the image. These algorithms include
GSFCM [40], RSSFCA [41], and ASWFCM [42]. (4) Algo-
rithms incorporating various mathematical techniques. These
methods use a range of mathematical techniques to extract
and use information from images for segmentation. These
algorithms include methods that combine Kullback-Leibler
(KL) divergence, morphological reconstruction, and sparse
representation. For example, Gharieb et al. [43] modified
the objective function using KL divergence; and the FDCM
algorithm [44] introduced sparse representation. The SPFCM
algorithm [45] further integrated morphological grayscale
reconstruction (MGR) with tight wavelet frame transform
to enhance robustness. The aforementioned improved algo-
rithms enhance the robustness of the FCM algorithm. How-
ever, within semi-supervised FCM algorithms, enhancements
that leverage spatial information are relatively uncommon.

The above algorithms have inherent limitations. The
semi-supervised FCM algorithm introduces a supervised
regularization term into the objective function, enabling
supervised information to impact clustering outcomes pos-
itively. However, this term typically includes only a small
number of supervised pixels, thereby exerting limited influ-
ence on the vast majority of unlabeled pixels. Additionally,
such algorithms require the specification of parameters for
the regularization term and apply the same parameters to
all pixels, thereby reducing their adaptability to diverse
datasets and possibly introducing clustering inaccuracies.
Methods based on local spatial information can enhance
noise resistance but may compromise image detail when
spatial information is directly used for clustering. Non-
local information-based algorithms, on the other hand,
experience greater computational demands as noise density
rises. Moreover, if noise disrupts multiple similar regions,
segmentation outcomes may still be suboptimal. Algorithms
utilizing adaptive fuzzy spatial information dynamically
adjust fuzzy factors or weight parameters according to
image characteristics, thereby ensuring stable performance in
diverse image segmentation tasks. However, these algorithms
are highly sensitive to parameter selection, which complicates
the parameter tuning process. Furthermore, in scenarios
with non-uniform illumination or severe occlusion, excessive
membership ambiguity may arise, adversely affecting seg-
mentation outcomes.
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In summary, the semi-supervised FCM algorithm retains
limitations when processing noisy images. To improve its
performance in noisy image segmentation, this study explores
three key directions for enhancing the algorithm’s perfor-
mance: (1) insufficient utilization of supervised information.
Due to the simplistic approaches employed in utilizing
supervised information, the information contained in the
labels is not fully discovered and utilized, leading to
clustering results that deviate from supervised information.
(2) Supervised weights often need to be manually selected
and remain constant during the computational process,
resulting in a lack of flexibility in the algorithm. (3) Semi-
supervised fuzzy clustering suffers from the same noise
sensitivity issue as FCM, and in semi-supervised fuzzy
clustering, noise can contaminate the supervised information,
thereby causing a more severe impact on the algorithm’s
performance.

To address the issues mentioned above, a Semi-supervised
Fuzzy C-means Method with Local Spatial Information and
Pre-clustering (SSFCM-LP) algorithm is proposed, present-
ing the following enhancements to the semi-supervised FCM
algorithm: (1) Enhanced utilization of supervised informa-
tion: To optimize the use of supervised information and
enhance its efficacy in guiding clustering, a label propagation
process is first applied, wherein the label information from
labeled pixels is extended to all unlabeled pixels. This
expands the influence range of supervised information.
Subsequently, a pre-clustering process is performed on the
supervised information to refine the clusters, enhancing
cluster compactness and improving segmentation precision.
(2) Dynamic parameter adjustment: To overcome the limita-
tions of static parameterization, the algorithm leverages the
spatial information of labeled pixels to evaluate label relia-
bility and automatically determines the supervision strength
of each pixel for each cluster. This approach enhances
the algorithm’s flexibility, ensuring greater adaptability to
diverse scenarios. (3) Improved noise robustness: To bolster
the algorithm’s resistance to noise without significantly
increasing computational complexity, local spatial infor-
mation is incorporated into the algorithm. An adaptive
coefficient controls the weights between the original infor-
mation and local spatial information. Additionally, to address
perceptual inconsistencies in the RGB color space, all image
processing is conducted in the CIE Lab color space. These
enhancements collectively address the limitations of the
traditional semi-supervised FCM algorithm, enhancing its
effectiveness and adaptability for noisy image segmentation
tasks.

The remainder of this paper is structured as follows:
Section II introduces the FCM clustering algorithm and a
semi-supervised FCM algorithm; Section III explains the
principles and details of the proposed algorithm; Section IV
presents and discusses the experimental results of the algo-
rithm on both synthetic and natural images; and Section V
provides the conclusion.

II. RELATED WORK
A. SEMI-SUPERVISED ENTROPY REGULARIZED FUZZY
C-MEANS CLUSTERING ALGORITHM
To improve the accuracy of FCMsegmentation, Yasunori et al.
introduced a correction term into the objective function of
FCM clustering. Under the premise of knowing the categories
of certain pixels, i.e., including labeled data, they proposed
the Semi-Supervised Entropy Regularized Fuzzy C-Means
Clustering algorithm (eSFCM) [27]. Its objective function
and constraint condition are as follows:

JeSFCM =

N∑
j=1

k∑
i=c

uij
∥∥xj − ci

∥∥2
+ λ−1

N∑
j=1

k∑
i=1

∣∣uij − ūij
∣∣ ln ∣∣uij − ūij

∣∣ (1)

s.t.
k∑
i=1

uij = 1, j = 1, 2, . . . ,N (2)

where X =
{
x1, x2, · · · , xj, · · · , xN

}
represents a dataset

with N data points, k denotes the number of target clusters,
uij represents the membership degree of the j-th data point
to the i-th cluster, and uij ∈ [0, 1]; ci denotes the cluster
center of the i-th cluster; ∥•∥

2 denotes the squared Euclidean
norm. λ represents the weight of supervision and ūij denotes
the supervised membership degree of the j-th data point
to the i-th cluster. When the j-th data point is labeled
as belonging to the i-th cluster, ūij = 1; otherwise,
ūij = 0.
Using the constraint conditions and Lagrange multiplier

method to minimize the objective function, the iterative
formulas for uij and ci are derived as follows:

uij = ūij +

1 −

k∑
r=1

ūrj

k∑
r=1

e−λ∥xj−cr∥2
e−λ∥xj−ci∥2 (3)

ci =

N∑
j=1

uijxj

N∑
j=1

uij

. (4)

B. BILATERAL FILTERING
Traditional methods for obtaining spatial information typi-
cally consider only the relationship between a target pixel
and its surrounding pixels, as exemplified by Gaussian filters.
However, bilateral filtering [35] takes into account both
spatial positional relationships and pixel color differences.
This achieves different filtering effects in smooth areas and
regions with large gradients, thereby preserving the edge
details of an image. The equation for bilateral filtering is as
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follows:

ω (i, j, p, q)

= exp

[
−

(i− p)2 + (j− q)2

2σ 2
d

−
∥I (i, j) + I (p, q)∥2

2σ 2
r

]
(5)

ID (i, j)

=

∑
p,q I (p, q) ω (i, j, p, q)∑

p,q ω (i, j, p, q)
(6)

where σd and σr represent the geometric spread and
photometric spread respectively; ID(i, j) denotes the filtered
result; I (i, j) and I (p, q) represent the values of pixels (i, j)
and (p, q) in the original image, with pixel (p, q) being a
neighboring pixel in the window around pixel (i, j).

III. METHOD AND MOTIVATION
A. PRE-CLUSTERING OF SUPERVISED INFORMATION
Clustering segmentation typically requires the specification
of the number of clusters. However, the specified number of
clusters may not always correspond to the inherent features
within the data, which often leads to a decline in algorithm
performance. In such cases, subdividing the clusters can
yield better segmentation results. For example, as illustrated
in Fig. 1, two colors represent two types of data, with
corresponding-colored circles indicating the range covered
by the respective clusters during the clustering process.When
the target number of clusters is set to two, the circles fail to
precisely encompass each type of data, and the overlapping
areas of the circles indicate regions that simultaneously
belong to multiple clusters, resulting in a high probability of
incorrect cluster assignment, as shown in Fig. 1(a). However,
by subdividing one of the types into smaller subclasses,
the overlapping areas between clusters are reduced, thereby
improving clustering accuracy, as shown in Fig. 1(b).
This scenario is quite common in natural image pixels,

particularly in images with uneven lighting or shadows.
In such images, the pixel colors often follow this distribution.
Fig. 2(a) depicts an image of a chair with sunlight and
shadows that can be segmented into two regions, while
the background and shadow regions form elongated shapes
as shown in Fig. 2(b). If the original image is segmented
directly, the clustering ranges of the two regions will
overlap significantly, leading to large areas of error in the
segmentation result, as illustrated in Fig. 2(c). However,
by dividing the background into two subclasses, dark and
light, and then clustering, the overlap in the clustering ranges
can be significantly reduced. After segmentation, merging all
subclasses to obtain the final segmentation result can improve
accuracy, as shown in Fig. 2(d) and Fig. 2(e).
When dealing with images containing more complex

objects or backgrounds, manually determine reasonable
subcategories becomes increasingly challenging, as demon-
strated in the example above. In the unsupervised FCM algo-
rithm, addressing this issue is often challenging. However,

in the semi-supervised FCM algorithm, this paper utilizes
semi-supervised information to pre-cluster the supervision
data associatedwith each class. By refining the features incor-
porated into the semi-supervision, the number of features
within each subclass cluster is reduced, thereby aiding the
clustering process in forming mean regions. Ultimately, the
algorithm reassembles the contiguous areas of subclasses,
thereby enhancing overall segmentation performance.

In this study, the supervision information for each category
is clustered using the density peaks (DP) clustering method
[46], and the supervision information is divided into sub-
categories according to the clustering results. Since semi-
supervised information may inherently be contaminated by
noise, the DP algorithm might select erroneous data points
as cluster centers. The clustering results of DP are highly
dependent on the selection of these cluster centers, which
can lead to significant clustering errors, known as the domino
effect [47]. Therefore, this study accounts for all pixels within
the neighborhood window of each labeled pixel to calculate
the local density, thereby reducing the impact of noise on
pre-clustering.

First, calculate the local density ρ for the supervised data
labeled as belonging to the ith class:

ρl =

∑
l ̸=j

e
−

[
|xl−Il |
dcut

+

( dlj
dcut

)2]
(7)

where dlj represents the distance between the l-th supervised
data and the j-th data. dcut denotes the cutoff distance,
a parameter specified in advance. xl indicates the pixel value
of the l-th pixel. Il represents the average value of the
neighboring pixels around the l-th pixel. When the j-th pixel
is contaminated by noise, its difference from the surrounding
pixels increases, thereby reducing the local density of the
j-th pixel and decreasing its likelihood of being selected as
a cluster center.

Let δl represent the distance between the data point l and
the nearest data point with a higher local density:

δl = min
j:ρj>ρl

dlj. (8)

For any labeled data point l, the most probable cluster
centers can be identified based on two quantities: ρl and δl .
A cluster center should have a high local density and be far
from points with a higher density, meaning it should have
large values for both ρl and δl . Let γl = ρl × δl , if γl > dcut ,
the data point is selected as a cluster center. Noncentrality
data points wrer assigned to the same cluster as their nearest
cluster center. According to the pre-clustering results, the
number of target clusters used in the main clustering process
can be obtained as follows:

k̃ =

∑k

i=1
si (9)

where si denotes the number of subclasses belonging
to the ith class. Additionally, the pre-clustering results
of the labeled data belonging to the i-th class, denoted
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FIGURE 1. The influence of pre-clustering on the range of class clusters. (a)Cluster without pre-clustering. (b)Cluster with
Pre-clustering.

FIGURE 2. The influence of subclasses on image segmentation. (a) Original image. (b) Pixel color distribution of (a). (c) The
segmentation result without subclasses. (d) The segmentation result of subclasses. (e) The segmentation result with
subclasses.

as
{
Xi1,Xi2, · · · ,Xisi

}
, become the supervision information

for the corresponding actual clusters. After this step, the
original clusters are refined into more subclasses, with each
subclass possessing its own supervised information.

The selection of the parameter dcut in pre-clustering
significantly influences the number of generated subclasses,
thereby directly affecting the algorithm’s accuracy and
runtime. Therefore, careful consideration must be given to
its selection. Fig. 3 illustrates the impact of varying dcut
values on the algorithm’s performance within the Berkeley
dataset [48]. The figure primarily displays the algorithm’s
runtime alongside normalized evaluation metrics (where the
peak signal-to-noise ratio is normalized within the 0-30 dB
range), with detailed explanations of these metrics provided
in Section IV-A. From Fig. 3, it is evident that when dcut
is less than 10, the evaluation metrics exhibit only slight

fluctuations, whereas the runtime remains comparatively
long. As dcut increases, the algorithm’s runtime decreases;
however, significant declines in the evaluation metrics occur
only when dcut exceeds 20. This is because the generated
subclasses fail to capture the main features of the image.
Fig. 4 and Fig. 5 present the segmentation results for two
natural images from the Berkeley dataset, with the first row
depicting the segmentation outcomes for various dcut values
and the second row illustrating the final results after merging
the corresponding subclasses. The conclusions drawn from
Fig. 4 and Fig. 5 are consistent with the observed performance
of the data. When dcut is small, the segmentation results
remain largely unchanged; however, when dcut is excessively
large, incorrect segmentation occurs, particularly in the
yellow regions of the background (as illustrated in Fig. 4(m)
and (n)). Fig. 5 also demonstrates similar segmentation

196332 VOLUME 12, 2024



H.-R. Chen et al.: Adaptive Semi-Supervised FCM Method With Local Spatial Information and Pre-Clustering

errors resulting from a high cutoff distance, as illustrated in
Fig. 5(n).

Experimental results indicate that selecting dcut values
ranging from 10 to 15 optimally balances performance and
runtime across most images. To prevent abrupt declines in
algorithm performance resulting from dcut selection and to
more clearly illustrate the effects of pre-clustering, a value
of 10 will be employed for this parameter in the subsequent
sections of this paper.

The pre-clustering process integrates a divide-and-conquer
strategy into the FCM image segmentationmethod by decom-
posing complex and challenging segmentation tasks into
multiple homogeneous sub-tasks based on semi-supervised
information. This approach simplifies the identification of
regions with distinct features, making them more manage-
able. Furthermore, it extends the utility of semi-supervised
information, enabling it to guide the iterative process while
also influencing the dimensionality of the supervision matrix.
This dual role allows for a more thorough extraction
and utilization of the inherent value in semi-supervised
information.

FIGURE 3. Normalized index (%) and run time (s) of the algorithm with
different dcut on Berkeley database.

B. METHOD FOR FILLING SUPERVISED MEMBERSHIP
MATRIX
In the semi-supervised FCM algorithm, supervised informa-
tion influences and directs the clustering process in the form
of a supervision matrix within the objective function. One
method for constructing the supervision matrix is as follows:
if the l-th pixel in the image is assigned to the i-th class, then
its supervised membership for the i-th class is 1, and for other
classes, it is 0. However, because of the high cost of labeling
or the limited availability of labeled data in some cases, most
pixels cannot be labeled. Therefore, the initial supervision
matrix often contains numerous missing values, denoted as
NA. For example:

NA NA NA · · · NA
0 0 1 · · · 0
NA NA NA . . . NA
...

...
...

...
...

NA NA NA . . . NA


N×k̃

. (10)

By assigning a value of zero to the missing entries,
calculations can proceed, however, at this point, the super-
vision information might be too sparse to effectively guide
the clustering process, leading to unsatisfactory clustering
results. As shown in Fig. 6(b), there is a group of supervision
information within the red rectangle, but the segmentation
result for the pixels neighboring the labeled pixel is not
influenced by this supervision information, as illustrated
in Fig. 6(c). To ensure that the clustering results align
with supervision information, alternative methods should be
employed to fill the missing values in the matrix.

The missing values of matrix should be filled based on the
following principles: (1) Color consistency principle: If an
unlabeled pixel has an identical color to a labeled pixel, the
unlabeled pixel should have the same supervised membership
as the labeled pixel. (2) Maximum color difference principle:
If the color difference between an unlabeled pixel and
any labeled pixel is the greatest among all the pixel color
differences in the image, the supervised membership of
the unlabeled pixel to the same class as the labeled pixel
should be zero. Given these principles, and considering that
pre-clustering ensures no significant differences within the
same class of supervision information, and to optimize the
algorithm runtime, only the supervision information with
the smallest spatial distance to each pixel within the same
class will be considered when filling missing values.

The method for calculating the supervised membership of
the j-th unlabeled pixel to the i-th class is as follows:

ũij = 1 −
1Eij

1Emax
(11)

where 1Eij represents the color difference between the j-th
unlabeled pixel and the nearest labeled pixel belonging to
the i-th class. 1Emax denotes the maximum color difference
among all pixels in the image. However, calculating 1Emax
has high computational complexity, making it difficult to
obtain for larger images. Therefore, the maximum color
difference between the labeled pixels, 1Ēmax , can be used
as a substitute for 1Emax . Thus, we obtain the following
supervised membership matrix:

F =


F11 F21 F31 · · · Fc1
F12 F22 F32 · · · Fc2
F13 F23 F33 . . . Fc3
...

...
...

...
...

FN1 FN2 FN3 . . . FNc


N×k̃

=


ũ11 ũ21 ũ31 · · · ũc1
0 0 1 · · · 0
ũ13 ũ23 ũ33 . . . ũc3
...

...
...

...
...

ũN1 ũN2 ũN3 . . . ũNc


N×k̃

. (12)

Through label propagation, label information diffuses
across the entire image. During the iterative process, label
information not only indirectly influences other pixels,
as seen in traditional semi-supervised methods, but also
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FIGURE 4. Pre-clustering and segmentation results on #12003 with different dcut. (a)-(g) Pre-clustering result. (h)-(n) Segmentation results. (a) and
(h) dcut = 1. (b) and (i) dcut = 2. (c) and (j) dcut = 5. (d) and (k) dcut = 10. (e) and (l) dcut = 15. (f) and (m) dcut = 20. (g) and (n) dcut = 25.

FIGURE 5. TPre-clustering and segmentation results on #124084 with different dcut. (a)-(g) Pre-clustering result. (h)-(n) Segmentation results. (a) and
(h) dcut = 1. (b) and (i) dcut = 2. (c) and (j) dcut = 5. (d) and (k) dcut = 10. (e) and (l) dcut = 15. (f) and (m) dcut = 20. (g) and (n) dcut = 25.

FIGURE 6. The influence of label propagation. (a)Original image. (b) Segmentation result without label
propagation. (c)A set of labeled pixels and their neighborhoods.

directly guides the clustering of all pixels. This dual influence
enhances the algorithm’s generalization ability and improves
the overall utilization of the data. Subsequent experiments
demonstrate that, following label propagation, the clustering
segmentation results no longer exhibit the issues shown in
Fig. 6(b) and Fig. 6(c).

C. SSFCM-LP
1) OBJECTIVE FUNCTION
The objective function of SSFCM_LP consists of an unsuper-
vised part Jo and a supervised part Js:

J = Jo + Js. (13)

A supervision weight matrix is incorporated into the
objective function to balance the credibility of the propa-
gated supervision information. This matrix assigns different

supervision weights to each pixel, where Aij represents the
supervision weight of the j-th pixel in the i-th cluster. The two
components of the objective function are defined as follows:

Jo =

k̃∑
i=1

N∑
j=1

(
1 − Aij

)
uij2

(
α
∥∥xj − ci

∥∥2 + β
∥∥x̄j − ci

∥∥2)
(14)

Js =

k̃∑
i=1

N∑
j=1

Aij
(
uij − Fij

)2 [
α
(∥∥xj − ci

∥∥2 +
∥∥xj − c̄i

∥∥2)
+β

(∥∥x̄j − ci
∥∥2 +

∥∥x̄j − c̄i
∥∥2)] (15)

where xj denotes the j-th pixel in the original image, and x̄j
represents the j-th pixel after processing the original image
by using (6). The objective function involves two sets of
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parameters: supervisionmatrixA, which controls the strength
of supervision, and parameters α and β, which control
the intensity of the local spatial information. Additionally,
to enhance the influence of supervision information on
clustering, a supervision center c̄i was introduced [49].The
choices of these parameters and the calculation of the
supervision center are discussed in the next subsection.

2) PARAMETERS SELECTION AND SUPERVISED CENTER
Parameters α and β control the intensity of local spatial
information in the objective function. Literature [35] provides
a method for calculating the weights α and β:

α =
1∣∣xj − x̄j
∣∣+ eps

(16)

β =
∣∣xj − x̄j

∣∣+ eps (17)

where eps is a sufficiently small number that prevents the
denominator from becoming zero. The more severely pixel
xj is corrupted by noise, the greater the

∣∣xj − x̄j
∣∣, that is, the

greater the intensity difference between the original pixel and
the bilaterally filtered pixel. Consequently, the segmentation
result should be influenced more by the bilaterally filtered
image (requiring a larger β) and less by the original image
(requiring a smaller α). Conversely, when the effect of noise
is minimal, the original image should have a greater influence
on preserving the original information.

The parameter matrix AN×k̃ controls the extent to
which the pixel clustering is influenced by the supervision
matrix. The elements of the supervision intensity matrix A
are obtained using the following method:

Aij =
d−1
ijmin

k̃∑
r=1

d−1
rjmin

(18)

where dijmin represents the distance from the j-th pixel to
the nearest supervised pixel belonging to the i-th cluster; Aij
denotes the supervision weight of the j-th pixel for the i-th
cluster. Since most of the supervision information is obtained
through label propagation, and this information does not
consider spatial information and may not always be accurate,
it is necessary to assign parameters to these pixels to measure
the influence of the propagated label data on clustering.When
a pixel is far from any supervised pixel, it is less influenced
by the supervision information during the clustering process.
Conversely, when a pixel is close to particular supervision
information, it receives a greater supervision intensity for that
cluster.

To enhance the impact of supervision information on
clustering, the supervision center for each subcategory is
calculated and integrated into the objective function. The
supervision center is computed using the weighted average of
the original image and spatial information, thereby avoiding
significant deviations caused by the contamination of the

supervision pixels. The calculation method is as follows:

c̄i =

N∑
j=1

F2
ij

(
αxj+β x̄j

α+β

)
N∑
j=1

F2
ij

=

N∑
j=1

F2
ij

(
αxj + β x̄j

)
(α + β)

N∑
j=1

F2
ij

. (19)

This method ensures that the supervision center accurately
reflects the distribution of the original and spatially weighted
information, thus providing a robust guide for the clustering
process.

3) ITERATION FORMULA CALCULATION
First, to make subsequent expressions more concise and
intuitive, the unsupervised center distance D and supervised
center distance D̄ are defined as follows:

D = α
∥∥xj − ci

∥∥2 + β
∥∥x̄j − ci

∥∥2 (20)

D̄ = α
(∥∥xj − ci

∥∥2 +
∥∥xj − c̄i

∥∥2)
+ β

(∥∥x̄j − ci
∥∥2 +

∥∥x̄j − c̄i
∥∥2) . (21)

Next, the Lagrange multiplier method is used to minimize
the objective function and solve for the membership matrix
and cluster centers. The Lagrangian function Jλ is as follows,
where λj is the Lagrangian factor:

Jλ = J +

N∑
j=1

λj

 k̃∑
i=1

uij − 1

. (22)

Then derive the expression for uij:

∂Jλ
∂uij

= 0

⇒ 2
(
1 − Aij

)
uijD+ 2Aij

(
uij − Fij

)
D̄+ λj = 0

⇒ uij =
AijFijD̄−

λj
2(

1 − Aij
)
D+ AijD̄

. (23)

Substitute (23) into constraint condition
∑k̃

i=1 uij = 1:

k̃∑
i=1

AijFijD̄−
λj
2(

1 − Aij
)
D+ AijD̄

= 1

⇒ −
λ

2
=

1 −

k̃∑
i=1

AijFijD̄

(1−Aij)D+AijD̄

k̃∑
i=1

[(
1 − Aij

)
D+ AijD̄

]−1

. (24)

Let wij =
(
1 − Aij

)
D+ AijD̄ and substitute (24) into (23):

uij =

AijFijD̄+

1−
k̃∑

r=1

ArjFrjD̄
wrj

k̃∑
r=1

wrj−1

wij
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=
AijFijD̄
wij

+

1 −

k̃∑
r=1

ArjFrjD̄
wrj

k̃∑
r=1

wrj−1

wij−1. (25)

Next, derive the expression for ci using (26), as shown at
the bottom of the next page.

By updating uij and ci using (25) and (26), the objective
function can be minimized. Finally, each pixel is applied
to the cluster with the highest membership value, and the
implementation steps of SSFCM-LP are as follows:

INPUT:Number of clusters k , noisy image In, supervision
information F , maximum number of iterations itermax ,
minimum error ε.
Step 1: Compute filtered image using (5) and (6).
Step 2: Convert the color system of the image to CIE Lab.
Step 3: Cluster the supervision information for each cluster

using (7) to (8), and the number of subclasses k̃
using (9).

Step 4: Compute the supervised membership matrix F
using (11) and (12).

Step 5: Compute the supervision intensity matrix A
using (18) and supervised center c̄ using (19).

Step 6: Initialize the membership matrixU using the normal-
ized supervised membership matrix F.

Step 7: iter = 0, J (0) = −ε.
Step 8: Repeat:

8.1: Update clustering center c(iter)i using (26).
8.2: Update membership matrix u(iter)ij using (25).
8.3: Compute objective function J (iter) using (13)
to (15).
8.4: check if

∣∣J (iter) − J (iter−1)
∣∣ ≤ ε or iter >

itermax . If yes, then go to step 9; otherwise, let iter =

iter + 1 and return to step 8.
Step 9: Apply each pixel to the cluster with the highest

membership degree and merge subclasses from the
same class to obtain the final segmentation result
Ioutput.

OUTPUT: Ioutput.

IV. EXPERIMENT AND ANALYSIS
A. EXPERIMENT SETTINGS
To test the robustness of the algorithm to noise, three different
types of noise are added to the test images: additive Gaussian
noise, salt-and-pepper noise, and uniformly distributed mul-
tiplicative noise. The images containing d% mixed noise are
defined as those where additive Gaussian noise with a mean
of zero and variance d , salt-and-pepper noisewith an intensity
of d%, and uniformly distributed multiplicative noise with an
intensity of d% are simultaneously applied to the images.
The proposed algorithm is tested on both synthetic and real

images and compared with other algorithms. The algorithms
involved in the comparison are: FCM [17], CGFFCM [50],
SPFCM [45], FCM_SICM [35], eSFCM [27], SSPFCM
[26], and SSFCSC [51]. All the experimental images are

subjected to 1%, 5%, 10%, 15%, 20%, and 25%mixed noise.
The parameters for the participating algorithms are set as
follows: the common parameters for the maximum number
of iterations itermax, the minimum error, and the fuzziness
coefficient m are set to 100, 1 × 10−6, and 2, respectively.
For CGFFCM, pint, pstep, and pmax are set to 0, 0.1, and 0.5,
respectively. For SPFCM, morphological element radius and
local window size are both set to 3. Geometric extension
σd and photometric extension σr are set to 5 and 2.5 for
FCM_SICM, respectively. For eSFCM, supervision intensity
λ is set to 0.5. For SSPFCM, importance to probability
memberships a, importance to typicality memberships b,and
trade-off coefficient α are all set to 1, coefficients controlling
the fuzziness of the typicality values η is set to 2. The
controlling parameter α is set to 0.9 for SSFCSC.

The experimental results are evaluated and compared
using the segmentation accuracy(SA), mean intersection-
over-union(MIOU), peak signal-to-noise ratio (PSNR), and
adjusted rand index (ARI).

SA is defined as the ratio of correctly segmented pixels to
the total number of pixels. The higher this value, the more
pixels have been correctly segmented. Its expression is as
follows:

SA =

k∑
i=1

Ri
⋂
Ci

k∑
j=1

Cj

(27)

where k is the total number of classes; ri is the set of pixels
belonging to the ith class in the segmentation result; and ci is
the set of pixels belonging to the ith class in the ground truth.

MIOU is defined as the average ratio of the intersection
and union of the segmentation results and algorithm ground
truth across all classes:

MIOU =
1
k

k∑
i=1

Ri
⋂
Ci

Ri
⋃
Ci

(28)

where all variables are the same as in the above equation.
PSNR can be used to measure the difference between

two images. For two images with N pixels, PSNR can be
calculated using the following formula:

PSNR = 10 · log10

(
MAX2

MSE

)
(29)

where MAX is the maximum possible pixel value of the
images, and MSE (Mean Squared Error) is given by:

MSE =
1
N

N∑
i=1

(I1(i) − I2(i))2 (30)

where I1(i) and I2(i) are the pixel values of the two images
being compared.

ARI is a statistical metric used to measure the similarity
between two groupings or clusters. It is based on the Rand
Index (RI) but is adjusted to reduce the impact of random
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partitioning. The ARI is computed using the following
formula:

ARI =

∑
ij
(nij
2

)
−

[∑
i
(ai
2

)∑
j
(bj
2

)]
/
(n
2

)
1
2

[∑
i
(ai
2

)
+
∑

j
(bj
2

)]
−

[∑
i
(ai
2

)∑
j
(bj
2

)]
/
(n
2

)
(31)

where n is the total number of data points. nij represents
the number of data points common to the i-th cluster of the
first partition and the j-th cluster of the second partition.
ai is the total number of elements in the i-th cluster of the
first partition, and bj is the total number of elements in
the j-th cluster of the second partition.

(x
2

)
represents the

binomial coefficient. The ARI ranges from [−1, 1], where
a value of 1 indicates that the two partitions are perfectly
identical, zero means that the similarity is comparable to
random partitioning, and negative values indicate that the
similarity between the partitions is lower than that of random
partitioning.

NormalizedMutual Information (NMI) is another effective
metric for evaluating clustering performance. It quantifies
the agreement between the clustering results and the ground
truth by measuring the amount of mutual information shared,
normalized by the entropy of the two distributions. NMI is
defined as:

NMI =
2MI (I1, I2)

H (I1) + H (I2)
× 100 (32)

where I1 and I2 are two datasets of the same size, typically
representing the ground truth labels and the clustering
results. MI (I1, I2) denotes the mutual information between
I1 and I2, which quantifies the amount of information shared
between the two datasets. H (I1) and H (I2) represent the
entropy of I1 and I2, respectively, which measure the uncer-
tainty or variability within each dataset. NMI values range
from 0 to 1, where a higher value indicates better clustering
performance.

In addition, the Fuzzy Partition Coefficient (Vpc) and Fuzzy
Partition Entropy (Vpe) are widely utilized to assess the
efficacy of fuzzy clustering. However, these metrics rely on

the dimensions of the membership matrix. Since the proposed
algorithm adjusts the number of target clusters during the
pre-clustering process, it does not guarantee consistent mem-
bership matrix dimensions between the proposed algorithm
and comparative algorithms. As a result, Vpc and Vpe are
unsuitable for direct comparisons with other algorithms.
Therefore, these metrics are excluded as evaluation metrics
in the following experiments.

B. RESULT FOR SYNTHETIC IMAGE WITH MIXED NOISE
Fig. 7 and Fig. 8 illustrate the experimental results of
different algorithms on two synthetic images. Both images
have a size of 256 × 256 pixels. Synthetic Image 1 (Sy1) is
segmented into two categories, while Synthetic Image 2 (Sy2)
is segmented into three categories. Tables 1-5 present the
segmentation performance of various algorithms evaluated
using the following metrics: SA, MIOU, PSNR, ARI and
NMI.

From Tables 1-5, with a focus on the Sy1 experimental
outcomes, it can be observed that all algorithms perform
relatively well under 1% low noise. Notably, SPFCM
demonstrates superior performance, with MIOU and PSNR
reaching 99.98% and 38.69 dB, respectively. This is attributed
to SPFCM’s use of morphological methods for effective noise
removal and preservation of image details. When processing
Sy1 with 1% mixed noise, the PSNR values of the proposed
algorithm and FCM_SICM are 25.36 dB and 25.91 dB,
respectively, while other algorithms exceed 30 dB. This is
because these algorithms consider spatial information but
struggle to maintain edge fidelity in the presence of noise.
As noise increases, all algorithms experience performance
degradation, with FCM and eSFCM showing the most
significant decline. When noise reaches 20%, the PSNR
values of FCM and eSFCM drop to 8.19 dB and 8.18 dB,
respectively, as they rely solely on pixel color and disregard
other influencing factors. Similarly, CGFFCM, SSPFCM,
and SSFCSC are heavily affected by noise, resulting in
significant decreases in segmentation accuracy, PSNR, and
ARI. In contrast, SPFCM, FCM_SICM, and the proposed
algorithm produce larger homogeneous regions. SPFCM

∂Jλ
∂ci

= 0

⇒ 2
N∑
j=1

(
1 − Aij

)
uij2

[
α
(
ci − xj

)
+ β

(
ci − x̄j

)]
+ 2

N∑
j=1

Aij
(
uij − Fij

)2 [
α
(
ci − xj

)
+ β

(
ci − x̄j

)]
= 0

⇒ ci =

N∑
j=1

{(
1 − Aij

)
uij2

(
αxj + βci

)
+ Aij

(
uij − Fij

)2 [
α
(
ci − xj

)
+ β

(
ci − x̄j

)]}
(α + β)

N∑
j=1

[(
1 − Aij

)
uij2 + Aij

(
uij − Fij

)2] (26)
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FIGURE 7. The segmentation result of sy1. (a) Original image. (b) Image contaminated with 15% mixed noise. (c)FCM.
(d)SPFCM. (e)CGFFCM. (f)FCM_SICM. (g)eSFCM. (h)SSPFCM. (i)SSFCSC. (j) The proposed algorithm.

FIGURE 8. The segmentation result of sy2. (a) Original image. (b) Image contaminated with 15% mixed noise. (c)FCM.
(d)SPFCM. (e)CGFFCM. (f)FCM_SICM. (g)eSFCM. (h)SSPFCM. (i)SSFCSC. (j) The proposed algorithm.

performs well under low noise levels, while FCM_SICM
and the proposed algorithm achieve comparable results.
Although they lag slightly behind SPFCM under low noise,
their performance remains stable as noise increases. This
stability is due to their consideration of spatial information,
enabling the correction of noise-contaminated pixels by
leveraging neighboring pixel values. Fig. 7 illustrates the
segmentation results of various algorithms on Synthetic
Image 1 with 15% mixed noise. The results from FCM,
CGFFCM, eSFCM, SSPFCM, and SSFCSC are heavily
affected by noise, resulting in low-quality segmentation.
In contrast, SPFCM, FCM_SICM, and the proposed algo-
rithm produce larger homogeneous regions. However, the
segmentation results of SPFCM display discontinuous edges,
as shown in Fig. 7(d). This results in PSNR and NMI

values of 16.69 dB and 92.33%, respectively, values that are
surpassed by the proposed algorithm, achieving 24.17 dB
and 97.06%.

From the Sy2 experiment results in Tables 1-5, it is
evident that, except for the proposed method, all algorithms
experience notable performance deterioration even under
minimal noise levels. For instance, while SPFCM achieves
a PSNR of 38.69 dB when processing Sy1 with 1%
noise, its performance drops drastically to 18.36 dB when
processing Sy2. This is because Sy2 is a non-uniform
image where each class exhibits a degree of color gradient,
with the brightness in the upper-left corner being higher
than in the lower-right corner, thereby greatly compli-
cating the segmentation process. As shown in Fig. 8(d)
and 8(f), SPFCM and FCM_SICM exhibit comparable noise
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TABLE 1. Comparison of SA(%) of different methods on two synthetic images corrupted by different mixed noise.

TABLE 2. Comparison of MIOU(%) of different methods on two synthetic images corrupted by different mixed noise.

TABLE 3. Comparison of PSNR(dB) of different methods on two synthetic images corrupted by different mixed noise.

robustness to their performance on Sy1. However, their
segmentation results for Sy2 display under-segmentation

in the lower-right corner of the image. This issue arises
because the lower-right corner’s lower brightness is easily
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TABLE 4. Comparison of ARI of different methods on two synthetic images corrupted by different mixed noise.

TABLE 5. Comparison of NMI(%) of different methods on two synthetic images corrupted by different mixed noise.

TABLE 6. Comparison number of iteration steps of different methods on two synthetic images corrupted by different mixed noise.

confused with the dark circular region in the center of the
image, resulting in segmentation inaccuracies. The proposed

algorithm addresses this challenge by refining clusters,
segmenting the darker regions into a distinct cluster. It also
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employs label propagation to differentiate the supervised
information of pixels in the lower-right corner from those
within the central circle, effectively distinguishing the two
regions. Consequently, this markedly enhances segmentation
outcomes, as illustrated in Fig. 8(j). When segmenting Sy2,
the proposed algorithm achieves an average MIOU and
ARI of 22.53 dB and 0.9599, respectively, outperforming
SPFCM’s 11.48 dB and 0.5502 and FCM_SICM’s 17.74 dB
and 0.9251. The experimental data demonstrate that the
proposed method, through cluster refinement, label propa-
gation, and adaptive weighting of local spatial information,
effectively overcomes the challenges of segmenting noisy
images.

The number of iterations is also a key metric for assessing
algorithm efficiency. Table 6 presents the iteration counts of
the compared algorithms. The data indicate that the number
of iterations generally increases with noise density. SPFCM
and eSFCM require significantly more iterations, frequently
hitting the iteration limit when processing Sy2 or high-noise
images. CGFFCM maintains a consistent iteration count
of approximately 60 by dynamically adjusting the power
of the cluster weight vector during the iteration process.
FCM_SICM, on the other hand, completes clustering with
substantially fewer iterations, as it leverages a membership
linkage mechanism to incorporate information from previous
iterations. This mechanism enables FCM_SICM to achieve
clustering within 30 iterations in most cases. The proposed
SSFCM-LP algorithm achieves efficient clustering through
the effective use of supervised information to guide the
process. It eliminates the need for complex parameters or
computations during the iterative process and replaces the
random initialization of the membership matrix with results
from label propagation. This results in fewer, more stable
iterations while also reducing the likelihood of getting stuck
in local optima.

C. RESULT FOR NATURAL IMAGE WITH MIXED NOISE
Natural images often exhibit variations in illumination,
noise interference, and complex backgrounds. Illumination
variation refers to changes in light intensity and direction
within an image, which can influence the visibility and
color perception of objects. Noise interference involves the
introduction of unwanted random signals, often leading
to blurred details. Complex backgrounds, characterized by
diverse and chaotic elements, complicate the recognition and
segmentation of target objects. The segmentation results on
natural images provide a more comprehensive assessment
of an algorithm’s performance. In this section, various
algorithms are used to perform segmentation tests on images
from the Berkeley dataset [48], and the proposed algorithm
is also tested on images from the MSRC [52] and AID
[53] datasets. All images are subjected to 10% mixed noise,
and the experimental results show the best outcomes in
10 trials.

As shown in Fig. 9, the segmentation results of FCM,
CGFFCM, and eSFCM are severely affected by noise,
rendering the segmented targets indistinguishable. Although
the SPFCM algorithm demonstrates good performance in
synthetic image experiments, its efficacy diminishes when
applied to natural images with more complex and diverse
features. This is because SPFCM is based on grayscale
reconstruction, which struggles to process complex and irreg-
ular regions effectively. When segmenting images #124084
and #208001, SPFCM can identify the main objects but
struggles to form accurate homogeneous regions. SSPFCM
achieves superior segmentation of main regions relative to
FCM due to the guidance provided by semi-supervised
information, which reduces the impact of noise. However,
the segmentation results remain significantly impacted by
noise. FCM_SICM performs well in segmenting color
images but demonstrates errors in processing images like
#12003, #124084, and #299091. For instance, in image
#12003, it cannot differentiate between the starfish and the
light-colored parts of the background. Similarly, in image
#124084, parts of the flower’s stamens are mistakenly
classified as part of the background. The proposed algorithm
demonstrates robustness against noise, with no contami-
nation observed in the segmentation results. Additionally,
by fully leveraging semi-supervised information and refining
clusters, the proposed algorithm performs exceptionally
well in processing complex and non-uniform images. For
example, when processing image #124084, it correctly
segments the background with highly uneven illumination,
highlighting its advanced capability in addressing difficult
conditions.

Fig. 10 and Fig. 11 show the segmentation results of
the proposed algorithm on color images from the MSRC
dataset and remote sensing images from the AID dataset,
respectively. The first row displays the original images, the
second row shows the images with 10% mixed noise added,
and the third row presents the segmentation results of the
proposed algorithm.

Fig. 10 presents the segmentation results of the proposed
algorithm on six images from the MSRC dataset, each with
a size of 320 × 240 pixels. From the figure, it is evident
that the proposed algorithm forms continuous regions in the
segmentation of MSRC dataset images, though some edge
details are lost. For example, the green tree image loses the
edge details of the leaves, and in the two images containing
cows, the algorithm can locate the cows, but the edges are not
accurately delineated. However, in the images of the signpost
and plastic chair, the segmentation results are excellent; the
text on the signpost and the texture of the tiles on the ground
behind the plastic chair do not adversely affect the algorithm’s
performance.

Fig. 11 displays the segmentation results of the proposed
algorithm on six remote sensing images from theAID dataset,
each sized 600 × 600 pixels, covering categories such as
lakes, forests, bridges, and buildings. In the segmentation
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FIGURE 9. Segmentation results of images from the Berkeley database by different algorithms.

results of the bridge image in the first column, the algorithm
accurately segments the main body of the bridge; however,
due to the very similar colors of the river and the riverbank,
some segmentation errors occur. When segmenting the road
image in the fifth column, noise causes the algorithm to
fail in extracting some of the finer roads. The other images
achieve relatively ideal segmentation results. Notably, the
accurate results for the pond in the third column and the
stadium in the sixth column are due to the effectiveness of
pre-clustering, as the pond’s color closely resembles that of
the bank below, and the stadium image has significant light
and shadow variations. In summary, the proposed algorithm

achieves more accurate segmentation across various types of
color images.

D. ANALYSIS OF COMPUTATIONAL COMPLEXITY
Algorithmic complexity serves as a critical metric when
comparing algorithms. This section calculates and compares
the computational complexities of various clustering seg-
mentation algorithms, presenting the average runtime for
processing synthetic images with varying levels of mixed
noise, as discussed in Section IV-B.

As illustrated in the Table 7, N represents the total number
of pixels in the image, k denotes the number of clusters,
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FIGURE 10. Segmentation results of the proposed algorithm for images from the MSRC database.

FIGURE 11. Segmentation results of the proposed algorithm for images from the AID database.

TABLE 7. Complexity analysis and average running time for synthetic images with different mixed noise.

and T signifies the number of iterations. In the CGFFCM
and SSPFCM algorithms,M denotes the number of features.

For the SFFCM algorithm, h denotes the side length of
the neighborhood window, and L signifies the number of
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intensity levels in the image. In the FCM_SICM and our
proposed algorithm, the computational steps of the bilateral
filter are expressed asND×QD×log2(ND×QD). Additionally,
l denotes the number of semi-supervised labeled pixels, while
k̃ signifies the number of subclasses.

In terms of runtime, most algorithms demonstrate com-
parable time expenditures. The FCM_SICM algorithm
decreases the number of iterations through a membership
connectivity mechanism, thereby resulting in shorter run-
times. Our proposed algorithm initializes the membership
matrix with semi-supervised information, further decreasing
runtime. Although SPFCM and eSFCM require more itera-
tions to achieve convergence, their lower complexity during
the iterative process results in relatively short runtimes.
In contrast, the CGFFCM algorithm requires significantly
longer runtimes.

This section discusses the advantages and disadvantages
of the proposed algorithm compared to other algorithms.
First, compared with basic FCM and semi-supervised FCM
algorithms, the FCM and eSFCM algorithms do not consider
information beyond pixel color, resulting in simpler iterative
formulas and faster running speeds than the proposed
algorithm. However, they are severely affected by noise.
Second, compared with algorithms that use morphological
methods for noise suppression, SPFCM combines wavelet
decomposition and reconstruction with morphological meth-
ods to suppress noise. In simple images dominated by
straight lines and arcs in binary and edge representations,
morphological methods can effectively remove noise while
preserving edges. However, in color and natural images,
performance of the SPFCM is inferior to that of the proposed
algorithm. Third, CGFFCM, a method based on multi-feature
weighting, accounts for multiple image attributes such as
color, texture, and gradient. However, it has a longer running
time than the proposed algorithm and is not as effective in
suppressing noise. Fourth, compared with the FCM_SICM
algorithm, which also utilizes local spatial information, the
proposed algorithm exhibits similar robustness. FCM_SICM
accelerates convergence using membership linking, whereas
the proposed algorithm uses a label matrix to initialize the
membership matrix, thereby accelerating convergence.When
processing color images, the proposed algorithm refines
clusters using semi-supervised information, ensuring more
uniformity within each class by employing a perceptually
uniform color system, resulting in higher accuracy in natural
image segmentation. Finally, other semi-supervised FCM
algorithms are considered. Merely using semi-supervised
information is insufficient to suppress noise, and when
the semi-supervised information is contaminated by noise,
the clustering process can be severely misled, leading to
a significant decline in segmentation performance with
increased noise. Additionally, except for FCM_SICM and the
proposed algorithm, the above algorithms require parameter
selection during clustering and lack adaptability and flex-
ibility. Compared with the aforementioned algorithms, the

proposed algorithm enhances operability and adaptability to
different images while ensuring segmentation accuracy for
color and natural images.

V. CONCLUSION
To address the poor noise performance and insufficient use
of semi-supervised information in current semi-supervised
FCM algorithms, we proposed an adaptive semi-supervised
FCM segmentation algorithm that uses pre-clustering with
semi-supervised learning and incorporates local spatial
information. First, the algorithm refines clusters using
semi-supervised information to ensure more uniform data
within each class and employs a perceptually uniform
color system. Second, the algorithm propagates labels
within the supervision matrix and introduces the concept
of a supervised center, thereby ensuring the full utiliza-
tion of semi-supervised information. Finally, the objec-
tive function includes two sets of adaptive parameters
to control the intensity of semi-supervised and spatial
information.

Experiments demonstrate that the proposed algorithm
performs well in noisy environments and shows significant
advantages in processing color images. However, the algo-
rithm exhibits certain limitations: in images heavily affected
by noise, it struggles to effectively preserve edge details. Even
in images with minimal noise, distortion of edge informa-
tion may still occur. Although the algorithm can enhance
clustering accuracy with a small amount of supervised
information, the necessity to iterate through supervised pixels
for parameter computation leads to a substantial increase
in runtime as the amount of supervised information grows,
thereby reducing the efficiency of information utilization.
The challenges of maintaining edge information and effi-
ciently leveraging large quantities of supervised information
require further exploration. Additionally, intuitionistic fuzzy
logic, known for its flexibility in handling uncertain and
complex decision-making problems, presents a promising
avenue for enhancing FCM image segmentation algorithms
and merits further investigation.
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