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ABSTRACT The adoption of deep learning has exposed significant vulnerabilities, especially to adversarial
attacks that cause misclassifications through subtle small perturbations. Such attacks challenge security-
critical applications. This study addresses these vulnerabilities by proposing a novel adversarial attack
detection method leveraging data reconstruction errors. We evaluate this approach against three well-known
adversarial attacks—Fast Gradient Sign Method (FGSM), Projected Gradient Descent (PGD), and Basic
Iterative Method (BIM)—on Intrusion Detection Systems. Our method combines reconstruction error
alongside aleatoric, epistemic, and entropy metrics to distinguish between original and adversarial samples.
Experimental results show that our approach achieves a detection success rate of 92% to 100%, outper-
forming existing methods, particularly at low perturbation levels. This research enhances the robustness
and reliability of machine learning models against adversarial threats by using effective error metrics in
adversarial detection.

INDEX TERMS Adversarial attacks, deep learning, intrusion detection systems, reconstruction error,
security, machine learning resilience.

I. INTRODUCTION
In recent years, the widespread adoption of deep learning
across various areas has highlighted specific inherent tech-
nological weaknesses. It has been observed that even small
perturbations, indistinguishable from humans, can lead to dif-
ferent or incorrect classifications by deep learningmodels [1].
Adversarial attacks in the context of neural networks involve
creating inputs similar to legitimate inputs but misclassified
by the network, posing a significant challenge in deploying
neural networks in security-critical areas [2]. These attacks
can be formally defined as optimization problems aiming to
find minimal perturbations to inputs that lead to misclassifi-
cations [3].
There is a growing interest in exploring the vulnerability

of machine learning models in different domains, such as
network intrusion detection systems, which are one of the
prime targets of adversarial attacks [4]. Several motivations
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drive the exploration of adversarial attacks in the context of
deep learning detection [5]. These subtle and often indis-
cernible attacks can drastically affect the model’s predictions.
The challenge lies in detecting and mitigating these attacks.
Adversarial machine learning techniques are being developed
to understand andmitigate these attacks [4]. These techniques
involve studying attack strategies, developing detection sys-
tems, and exploring defense mechanisms [4]. The goal is
to improve the security and resilience of machine learning
models in the face of adversarial threats.

Various defense methods have been proposed to make
deep learning networks more reliable and robust. Adversarial
training is one of them. Themodel’s resilience is strengthened
by training with both adversarial and original examples [6],
[7], [8], and [9]. Model training is also used for AdvGAN
detection using generative adversarial networks or autoen-
coders [10]. Hybrid machine learning and network flow
forensics methods have also been applied [11]. The defensive
distillation method makes it more difficult for the attacker to
mislead themodel [12]. Uncertainty and closenessmetrics are
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used to detect adversarial attacks and achieve high detection
scores in deep learning (DL) models trained with network
traffic datasets [13].

In this study, a new approach for detecting adversarial
attacks is proposed. Besides the metrics used in the literature,
we use the reconstruction error metric to detect adversarial
attacks. Reconstruction error is the metric that measures the
difference between the original data and the reconstructed
data, which is the reconstruction of the compressed repre-
sentation of the original data. This difference is significant in
the case of adversarial attacks. Initially, adversarial samples
and original samples were examined after adversarial attacks.
Even with small perturbations from adversarial attacks, the
best features represent the data change. It was observed that
error rates in reconstructing data from the last layer of deep
learning are a distinguishing feature between original and
adversarial samples. During data reduction and reconstruc-
tion, small reconstruction errors occur between the original
samples’ initial and final states. Adversarial samples show
more distortion between their initial and final states compared
to the original samples. In the proposed method, we trained
the reconstruction model with original samples. The weights
learned by the model trained with original samples are deter-
mined according to the original sample, just like the best
representation logic of the same model. When this model
is used for the reconstruction of adversarial samples in the
testing phase, it has been observed that the reconstruction
error is higher than that of the original samples.

This paper evaluates three well-known adversarial attacks,
which are the Fast Gradient Sign Method (FGSM), Pro-
jected Gradient Method (PGD), and Basic Iterative Method
(BIM) on the Intrusion Detection System (IDS). This
study proposes an adversarial detection approach, Recon-
struction Error-based Adversarial Detection (READ), for
feature-based network traffic. We used reconstruction error
and three other metrics (aleatoric, epistemic, and entropy)
to detect whether the data was original or adversarial. Our
proposedmethod successfully detects these three attacks with
a success rate ranging from 92% to 100%. The performance
of our proposed method achieves good results as the level of
perturbation of the adversarial attack increases. Notably, our
proposed method achieves more successful detections at very
small perturbation levels, such as 0.01, compared to the study
by Tuna et al., which is recognized for achieving successful
detection results in the literature.

Briefly, our contributions to this paper are as follows:

1. A method for detecting adversarial attacks based on data
reconstruction errors was proposed.

2. Three adversarial attacks were evaluated and analyzed on
three network traffic datasets.

3. Detailed research was conducted on which error metric
will be more effective for adversarial attacks.

The remainder of this paper is structured as follows:
Related Work on adversarial attack detection is reviewed in
the second section. The background of the presented work is

listed in the third section, and some known adversarial attacks
used in this study are explained. In the fourth section, the
hypothesis of the proposed detection method is given. The
system design and experimental results are shown in the fifth
section. Discussions and conclusions are provided in the sixth
section.

II. LITERATURE REVIEW
Adversarial detection aims to identify adversarial examples
before classification. Detection methods are categorized in
the literature under four main headings: secondary clas-
sifier, protection-based attacks, statistics-based detection,
and mutation-based detection [14]. The secondary classifier
method uses an additional classification algorithm to classify
adversarial examples. Adversarial and original examples are
classified as binary and trained with a model that classifies
them as either adversarial or binary [15]. In projection-
based detection, attack detection is done by converting
to a lower-dimensional space vector. In the study using
PCA, adversarial images were found to have higher coef-
ficients. Statistical-based detection methods use statistical
tests to detect differences in distributions between adver-
sarial and clean examples. Gao [16] used the Maximum
Mean Discrepancy test, and Feinman et al. [17] modeled
output layers as Gaussian Mixtures. These methods also face
limitations against more advanced attacks. Mutation-based
detection randomly alters decision boundaries and measures
sensitivity to these changes. Adversarial examples, close
to decision boundaries, show inconsistent classifications.
Wang et al. [18] concentrated on understanding the nature of
adversarial attacks. Wang et al.’s study shows that adversarial
attacks tend to be close to both the original class and decision
boundary. Wang et al. [18] study leveraged the proximity of
adversarial examples (AEs) to their original manifold and
decision boundary for accurate AE detection.

Another method for detecting adversarial attacks is using
hybrid classification methods to determine if samples are
adversarial or original. Pawlicki et al. [19] propose a detection
approach based on adversarial machine learning with five
pattern recognition algorithms. Uelwer et al. [20] analyze
the detection performance of various attacks, including CW,
BIM, FGSM, boundary attack, and their combinations using
class scores.

A distinct approach, the EsPADA multi-model frame-
work, uses feature extraction via N-gram, commonly used
in natural language processing problems [21]. The features
are stored in Counting Bloom Filters for further usage.
Deep learning models’ uncertainty metrics produce different
results under adversarial attacks compared to original exam-
ples [17]. Tuna et al. [13] also investigated gradient-based
attacks, employing five different metrics, including epis-
temic uncertainty, aleatoric uncertainty, scibilic uncertainty,
entropy, and closeness score, to detect adversarial attack fea-
tures. Another approach is the feature-squeezing method for
detecting adversarial attacks on deep neural networks [22].
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Ye and Liu [23] explore using feature autoencoders to detect
adversarial examples. Peng et al. [24] leverage a bidirectional
generative adversarial network to learn the distribution of nor-
mal data and identify adversarial samples, thereby improving
the robustness and accuracy of network IDS in adversarial
environments.

These studies above highlight the importance of devel-
oping effective adversarial detection methods for network
intrusion detection systems. Despite pioneer studies in liter-
ature, detecting adversarial attacks is still an open research
area. It requires investigation of various methods including
data reconstruction, dimensionality reduction, uncertainty
metrics and adversarial attack methods.

III. BACKGROUND
Adversarial attack detection requires a variety of back-
grounds. This study evaluates the effects of three white-box
adversarial attacks on a network intrusion detection system.
The details of these adversarial attacks are presented in this
section. The dimensionality reduction and data reconstruction
techniques used in machine learning and deep learning mod-
els for IDS, which also play a critical role in our adversarial
attack detection approach, were explained. Uncertainty met-
rics, which are used to evaluate the reliability and robustness
of deep learning models, were also discussed.

A. MACHINE LEARNING AND DEEP LEARNING
This section delves into two critical aspects of deep learning:
dimensionality reduction and data reconstruction. Dimen-
sionality reduction and data reconstruction are important for
enhancing the effectiveness of machine learning models by
focusing on essential information and discarding irrelevant
or redundant data. According to our observations, these pro-
cesses affect adversarial samples differently than original
samples. Therefore, their role in detecting adversarial attacks
will be explained in detail.

1) DIMENSIONALITY REDUCTION
In deep learning architectures used for classification prob-
lems, it is critical to reduce data dimension before the
classification layer. Deep learning architectures apply com-
plex transformations between layers to obtain efficient and
useful data structures from input data. This process aims to
reduce data dimensions while preserving its meaning. This
would help to perform effective classification.

Let’s assume x is an input vector going through k layers in
the network, and the pre-activation function is given in (1).

zk = Wkhk−1 + bk (1)

where Wk represents the weight matrix, bk is the bias vector
for the k th layer, and h1 is set x (the input data). The activation
function (f ) of this layer is then computed using a non-linear
function such as sigmoid (σ ), hyperbolic tangent (tanh),
or Rectified Linear Unit (ReLU). This process effectively
transforms the original data x into a new form with reduced

dimension, as given in (2).

h1 = f (zl) (2)

One of the powerful utilities of this reduced representation
(hK ) is its capability to be utilized in transfer learning. Often,
a neural network trained for a specific task (e.g., image
classification) can be repurposed for another related task by
stripping away its last hidden layers and retaining up to hL .
This truncated network can be treated as a feature extractor.

2) DATA RECONSTRUCTION
Data reconstruction is the process of re-generating data from
its smaller representation to the original dimension. Given
the dataset D with n high dimensional data points, D= {X1,
X2, . . . , Xn} where each Xi is a vector in Rm. Rm is the
original sample space in m-dimensional space. Each vector
xi represents a data point within this high-dimensional space,
containingm features or attributes. Data reduction is a smaller
representation of the data denoted as f ; this function com-
presses the data from the high-dimensional space Rm to a
lower-dimensional representation Rk. Data reconstruction is
a function aimed at retrieving the original data by finding
the inverse of the data reduction function (denoted as g). his
function reconstructs the original data from its compressed
form Rk back to the high-dimensional space Rm′ Such that:
f : Rm → Rk compresses the data to a smaller representa-

tion where k<m.
g : Rk → Rm′ reconstructs the original data space from the

compressed form.
The reconstruction error measures the difference between

the original data and its reconstruction. There are several
methods to calculate reconstruction error, like mean square
error (MSE), root mean squared error (RMSE), mean abso-
lute error (MAE), and median absolute error (MedAE) [25],
[26], [27]. The reconstruction success can be calculated using
the error calculation formulas. A low error rate indicates
the correctness of the selected reconstruction method. The
reconstruction error formula of MSE is defined as:

MSE =
∑n

i=1
| |Xi − g (f (Xi))| |2 (3)

where:
• n is the number of data points,
• Xi is the original data point,
• f (di) is the reduced representation of the data point,
• g (f (Xi)) is the reconstructed data point,
• | |Xi − g (f (Xi))| |2 is the squared error between the
original and reconstructed data points.

Another reconstruction error metric MedAE mathematical
formula is defined as:

MedAE = median(| |g (f (Xi)− Xi)| |)ni=1 (4)

where:
• | |g (f (Xi)− Xi)| | is the absolute error between the orig-
inal and reconstructed data points,

• The median is taken over all n data points.
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These metrics provide insights into how closely the recon-
structed data approximates the original data. In practical
applications, choosing the appropriate metric depends on the
specific requirements and characteristics of the data and the
reconstruction method. For instance, MSE is sensitive to
outliers, whereas MedAE provides a robust measure that is
less affected by extreme values.

3) UNCERTAINTY METRICS
Various methods are used to detect adversarial attacks, such
as defensive distillation, statistical methods, GAN-based
detection, uncertainty, and closeness metrics. Our study eval-
uated aleatoric and epistemic uncertainty metrics and entropy
metrics for detecting adversarial samples. Many metrics
have been used in studies. Based on our tests and literature
research, we found that aleatoric, epistemic, and entropy met-
rics are more successful in perception. Therefore, we decided
to use them as references.

In machine learning, uncertainties have been evaluated
using statistical methods [28], [29]. Aleatoric uncertainty is
based on the randomness of the training data [30]. Tossing
a coin can be given as an example. There is a possibility
that the coin will land heads or tails, but the certainty is not
sure. Or it is the unpredictability of natural events such as the
arrival of a hurricane [31]. Aleatoric uncertainty is a measur-
able metric that cannot be manipulated [32]. High aleatoric
uncertainty means that the model cannot learn stably, and
the noise or variability in the data. Therefore, an adver-
sarial sample might purposefully change features in the
testing. This results to high aleatoric uncertainty. Addressing
aleatoric uncertainty is crucial for improving the robust-
ness and reliability of machine learning models, particularly
in tasks where the data exhibits significant variability and
unpredictability [33].

On the other hand, epistemic uncertainty is based on
the model’s lack of knowledge [30]. Compared to other
uncertainty metrics, this metric can be overcome with more
information. In the context ofmachine learning and predictive
modeling, epistemic uncertainty can arise when the training
data is not representative of the true distribution of the data,
leading to a lack of generalization in the model’s predic-
tions [33]. In adversarial attacks, it has been observed that
small perturbations in the data cause differences in both of
these metrics [13], [31]. Epistemic uncertainty is particularly
relevant because adversarial samples often fall outside the
model’s learned distribution. High epistemic uncertainty sug-
gests the model is less certain about its predictions due to
a lack of training on similar data, making it an indicator of
potentially adversarial samples.

Another approach for detecting adversarial attacks is
entropy as a metric. It measures how decisively data is used
when making decisions during the testing phase. A high
entropy value indicates a higher level of uncertainty and
randomness; this suggests that the data may not provide clear
distinctions for decision-making. Conversely, a low entropy

value implies a more stable and informative dataset that
can contribute to more robust and reliable decision-making
processes. Understanding the entropy of data is necessary
to evaluate the quality and reliability of information used in
decision-making processes, especially in machine learning
and statistical modeling [34]. High entropy in predictions
indicates low confidence and uncertainty, which may be due
to an adversarial sample attempt. One pixel adversarial attack
can be detected using the entropy metric by analyzing the
entropy level as low or high [35]. Adversarial attacks like
PGD,CW, Spatial, andHopskip for images can be detected by
analyzing entropy-changing image processing methods [36].
In both image and attack detection systems, the entropy value
is used for detection along with many metrics.

B. ADVERSARIAL ATTACKS
1) FAST GRADIENT SIGN METHOD (FGSM)
Goodfellow et al. [1] proposed the FGSM in 2014 to deceive
deep learning methods. FGSM was initially conceptual-
ized to deceive deep learning techniques, predominantly in
image processing. However, its utility has been expanded
to encompass areas such as network traffic detection [37]
and NLP [34]. FGSM offers a singular adversarial attack
mechanism applicable to targeted and untargeted attacks. The
method integrates a user-determined proportion (e) of the
utmost loss to the primary data, as denoted in (5). Initially,
it discerns the prediction, original, and either targeted or
nearest decision boundaries then supplements the genuine
data with amplified loss through a multiplier termed epsilon.
FGSM attack sample generation function is:

Xadv = X + e∗sign(∇xJ(X, y)) (5)

where;
• Xadv : The modified input is designed to fool a machine-
learning model.

• X : The original input that is normally classified cor-
rectly.

• e: A small number that limits the amount of modification
applied.

• sign(·): Function returning the sign of the gradient.
• ∇x J(X, y): Gradient of the loss function with respect to
the input data.

• J(X,y): The loss function indicates model performance.
• y: True label of the data.

2) BASIC ITERATIVE METHOD (BIM)
Kurakin et al. [38] proposed an iterative adversarial attack
method called Basic Iterative Method (BIM) in 2016. BIM
was proposed as an iterative approach for targeted or untar-
geted use since targeted attacks require the attack to attain
more perturbation to achieve the targeted class.

The BIM formula is given in (6). BIM is also known
as I-FGSM. First, the attacker calculates the loss for the tar-
geted or untargeted classes. Then, the alpha value represents
the step size or the amount of perturbation added to the data in
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each iteration. The alpha value (a) and maximum iteration are
one of the hyperparameters of BIM. BIM attack generation
procedure is:

Xadv,0 = X ,

Xadv,n+1 = Xadv,n + a∗sign(∇xJ(Xadv,n, y) (6)

where;

• Xadv,n : The adversarial data at the nth iteration.
• Xadv,n+1: The adversarial data at the (n+1)th iteration,
which is the updated adversarial data.

• a: The step size or learning rate that scales the
update.

• sign(·): The sign of the gradient of the loss function with
respect to the adversarial data at the nth iteration. This
indicates the direction of the update.

• ∇x J(Xadv,n, y): Gradient of the loss function with
respect to the adversarial data at the nth iteration.

• J (Xadv,n,y): Loss function, indicating model
performance.

• y: True label of the data.

3) PROJECTED GRADIENT DESCENT (PGD) METHOD
Madry et al. [39] proposed the Projected Gradient Descent
(PGD) in 2017. This methodology, adept at crafting adver-
sarial examples, resolves the intrinsic maximization problem.
The maximization is achieved by iteratively adjusting the
input to maximize the loss function, which leads to the gen-
eration of adversarial examples. It stands compatible with
both FGSM and PGD methods, whether targeted or untar-
geted. Unlike BIM, where iterations invariably commence
from the same point, PGD starts arbitrarily from varied initial
positions within the neighboring vicinity but identifies the
optimal direction via the BIM approach. The PGD equation
is outlined in (7).

Xadv,0 = X ,

Xadv,n+1 = Pe(Xadv,n + a ∗ sign(DxJ (Xadv,n, y)) (7)

where;

• Xadv,0: The initial adversarial data equals the original
data.

• Xadv,n+1: The adversarial data after the (n+1)th update.
• P : A projection function that ensures the adversarial
data stays within a valid range (often within a certain
distance from the original data).

• a : The learning rate or step size for the update.
• sign(·): The sign of the gradient of the loss function with
respect to the adversarial data at the nth iteration, which
directs the adversarial update.

• ∇x J(Xadv,n, y): Gradient of the loss function with
respect to the adversarial data at the nth iteration.

• J (Xadv,n,y): Loss function, indicating model
performance.

• y: True label of the data.

IV. SYSTEM DESIGN
A. HYPOTHESİS
Given that adversarial attacks are known to perturb the most
critical features of data, leading to significant changes in data
representation, we hypothesize that a reconstruction-based
methodology could be employed for efficient and accurate
detection of these attacks. We anticipate that while these
adversarial attacks can subtly alter data to mislead classifi-
cation methods, they could concurrently lead to considerable
shifts in the data’s representation in lower dimensions. This
significant shift can be exploited to detect such attacks.

In our study, we initially consider the normal scenario of
data processing where X represents the original data. The
process begins with a dimensionality reduction step, denoted
as F (X) in (8), which transforms the original data X into a
reduced form Z . Following this, a reconstruction operation,
R (Z ), is applied, attempting to revert Z back to its original
form, resulting in X̂ in (9). The reconstruction error in this
case, 1, is typically negligible, as shown in (10).

Z = F(X ) (8)

X̂ = R(Z ) (9)

1 =

∣∣∣X − X̂ ∣∣∣ (10)

Then, an adversarial attack A (X) is applied to the original
data, yielding amodified dataXadv in (11). Thismodified data
undergoes the same dimensionality reduction and reconstruc-
tion process, which is given in (12), yielding a significantly
larger reconstruction error, denoted as 1̄, which is signifi-
cantly larger than in the standard scenario in (13).

A (X)→ Xadv (11)

R(F (Xadv))→ X + 1̄ (12)

1̄≫ 1 (13)

For our reconstruction model, the reconstructed version
of original data is R(F (X)) and of the adversarial attacked
data is R(F(Xadv)). The error rates for original and adver-
sarially attacked data are denoted ϵRE (R (F (X))) in (14)
and ϵRE (R (F(Xadv))) is given (15) respectively. Based on
proposed hypothesis:

R (F (X)) ≈ X

ϵRE (R (F (X)))→ minimal (14)

R(F(Xadv)) ̸= Xadv

ϵRE (R(F(Xadv)))→ high (15)

Our model architecture includes the last hidden layers, H
and a reconstruction architecture, R (X) , which would pro-
vide a robust mechanism to capture and model the nuanced
relationships and patterns in the transformed data repre-
sentation, potentially introduced due to adversarial attacks.
If A (X)→ Xadv and F (X)→ F (Xadv)+ δ then difference
betweenXadv andR(F (Xadv)) gauged by reconstruction error
calculation ϵRE , can serve as a mechanism to detect adversar-
ial attacks.
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B. ARCHITECTURE
Our methodology is divided into two distinct segments,
as illustrated in Fig. 1. The first segment involves the learn-
ing process up to the final layer of a deep learning method
(Fig. 1a). The second segment focuses on reconstructing the
data back to its original size from this last layer, employing a
specific reconstruction model (Fig. 1b).

FIGURE 1. The system architectures used in the proposed approach:
(a) Deep learning architecture includes the last hidden layers and output
layer, (b) Reconstruction architecture takes input from the last hidden
layer outputs and the output is reconstructed input data.

The first segment is represented by a DNN model, shown
in Fig. 1a. This model encompasses the last hidden and output
layers. It is important to note that outputs from the last hidden
layer of any deep learning architecture can be extracted, not
just from the DNN employed in this research.

The second segment depicted in Fig. 1b, the Reconstruc-
tion Model is a pivotal part of our approach. The hypothesis
mentioned in Section IV-A is based on original samples
and adversarial samples. The best feature representation is
diversified, as shown in Fig. 3. We used this hypothesis and
constructed a reconstruction model that reconstructs input
data using the last hidden layers of input data. This model
is trained using original samples, so the model’s weight is
optimized for original samples. Therefore, if an adversarial
sample is reconstructed using this model, it is reconstructed
using the original sample reconstruction weights. This led
to higher divergences between input and output data (recon-
structed data).

To assess the quality of the reconstructed data, we employ
two metrics. The MSE, outlined in (16), quantifies the
squared differences between the original and the recon-
structed data. The MedAE, detailed in (17), measures their
absolute differences.

• Input data vector: X = {x1, x2, . . . , xn},
• Reconstructed data vector: X̂ = {x̂1, x̂2, . . . , x̂n}

MSE i =
1
n

∑n

k=0
(X i − X̂i)

2
, for all i ∈ [1, n] (16)

MedAE i = median(|X̂1 − X1

∣∣∣, |X̂2 − X2

∣∣∣ , . . . , |X̂n − Xn|)
(17)

where Xi refers to each element of the input data vector X .
X̂i refers to each element of the reconstructed data vector
X̂ . n refers to the total number of elements in the vectors X
and X.’’ |X̂i − X i| indicates the absolute difference between
corresponding elements of the input and reconstructed data.
(X i − X̂i)

2
indicates the squared difference between corre-

sponding elements of the input and reconstructed data.
Algorithms 1 and 2 define the reconstruction of the

input data process and reconstruction error metric functions,
respectively. Algorithm 1 applies a reconstruction model
trained previously with the original last hidden layer outputs
and original input data. Algorithm 1 derives the reconstructed
data from the hidden layer output for any input sample.

Algorithm 1 Reconstruct Input Data
function: Reconstruct_Input_Data (R, H i):
input: A regressor model (R), last hidden layer outputs from
IDSs model (H i), input data (X i))
output: Reconstructed data (X̂i)
X̂i← R.predict(H i)
return RDi
end function

Algorithm 2 then computes the reconstruction error, giving
us an essential metric to evaluate our model’s performance.
The error computation caters to bothMSE andMedAE, offer-
ing flexibility in model evaluation depending on the research
question or analytical requirements.

Algorithm 2 Calculate Reconstruction Error

function: Calculate_Rreconstruction_Error (X i, X̂i, Str)
input: input data (X i), reconstructud data (X̂i), error metric
(Str) (either ‘mse’ or ‘medae’)
output: Average Mean Squared Error (MSEi), Average
Median Absolute Error (MedAEi)), Error (E)
if size(X i)̸= size(X

′′
i ) then

raise an error ‘‘InputData and ReconstructedData must have
the same shape’’
else if Str = ‘mse’ then
MSEi← mean((X̂i−X i)2)
E← MSEi
else if Metric = ‘medae’ then
MedAEi← median (|X̂i−X i |)
E← MedAEi
Else ∗ raise an error∗ ‘‘Invalid metric. Supported metrics are
‘mse’ and ‘medae’.’’
return E
end function

V. EXPERIMENTS AND RESULTS
A. EXPERIMENTAL SETUP
Our experimental system design, like other machine learning
lifecycles, includes training and testing, and our experimen-
tal setup comprises five steps. In Fig. 2, all processes are
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comprehensively shown. The first step includes two training
stages. In the initial step of this research, two models were
constructed: the IDS model and the reconstruction model.
The IDSmodel was trained using a CNN-based deep learning
architecture with original data samples. The second training
of the first step aims to train the last hidden layer model
reconstruction to be as close as possible to the original data.
In this study, we employed a Linear Regression model to
establish a relationship between the outputs of the last hidden
layer and the input data. We initialized the Linear Regression
model using the LinearRegression() function from the scikit-
learn library.

The second step involved the creation of an adversarial
dataset. FGSM, BIM, and PGD were employed to generate
the adversarial dataset, applying various perturbation values.
The third step was focused on calculating reconstruction
error, entropy, and aleatoric and epistemic metrics for orig-
inal and adversarial samples. As detailed in the background
section, reconstruction errors were computed using two dis-
tinct algorithms, Algorithm 1 and Algorithm 2. We compare
two reconstruction error metrics (MSE and MedAE), and for
the experimental results, we specifically chose MedAE as
the reconstruction error. In the fourth stage, an adversarial
attack detection model is trained using the mentioned metrics
(reconstruction error, entropy, aleatoric and epistemic).

The last step involves testing the performance of the
adversarial attack detection model. Adversarial attack detec-
tion distinguishes adversarial samples from benign samples.
Finally, the fifth step involves testing the adversarial detection
classification. The four metrics from the test data were classi-
fied, and the prediction results were subsequently analyzed to
determine whether the samples were original or adversarial.

Fig. 3 shows the testing steps of the READmodel, which is
implemented to enhance the IDSmodel. ‘‘Original Samples,’’
which may undergo adversarial attacks such as FGSM, BIM,
and PGD, leading to the creation of ‘‘Adversarial Samples.’’.
These samples, along with the original ones, are input into the
‘‘READ model.’’ The READ model then assesses whether a
sample is adversarial. If the sample is identified as adversar-
ial, it is classified accordingly and marked as an ‘‘Adversarial
Sample.’’ If not, it is passed on to the IDS model for further
analysis. This figure illustrates the critical role of the READ
model in distinguishing and filtering out adversarial samples
before they impact the IDS model.

B. EFFECTS OF ADVERSARIAL ATTACKS ON DIFFERENT
DATA FEATURES
The proposed approach for detecting adversarial attacks
fundamentally relies on the notion that insignificant mod-
ifications, which are subtle enough to go unnoticed by
classificationmethods, can result in significant changes in the
best data representation.

Our main idea first finding is that the most critical features
change after adversarial attacks. This is depicted in Table 1,
which shows two perspectives between original and adversar-
ial samples. As observed in Table 1, when an FGSM attack

is added with an intensity of 0.01, the five most important
features of the data change slightly.

TABLE 1. The top five important features of the cse-cic-ids2018 dataset
are original samples and adversarial samples.

Following this initial exploration, we delve deeper into
the data by studying the weight of feature importance. This
analysis is graphically represented in Fig. 4. This step vali-
dates the first part’s findings and provides a comprehensive
understanding of how the data distribution and character-
istics change after an adversarial attack, even with small
perturbations).

C. EXPERIMENTAL RESULTS OF STANDARD ADVERSARIAL
ATTACKS AND THEIR EFFECTS ON IDSs MODEL
In this study, experiments systematically evaluated the per-
formance of IDSs, which aim to detect unauthorized access
and malicious activities. The IDSs were trained using the
CSE-CIC-IDS2018 [40], KDDCup99 [41], and ROSIDS23
[42], [43], and their performance was evaluated under stan-
dard conditions and adversarial attack scenarios.

The CSE-CIC-IDS2018 [40] dataset contains over 80 fea-
tures and includes various attack types such as Brute Force,
DDoS, Botnet, and Web Attacks. The KDDCup99 [41]
dataset has 41 features and covers four main attack cate-
gories: DoS, Probe, U2R, and R2L. The ROSIDS23 [42],
[43] is the dataset aimed at enhancing IDS capability
within the Robot Operating System (ROS) environment.
This dataset contributes to the advancement of cybersecu-
rity measures tailored to the unique requirements of robotic
networks, addressing vulnerabilities and potential attacks
specific to the ROS ecosystem. The dataset consists of 84 fea-
tures. The three datasets—KDDCup99 (145,586 samples),
CSE-CIC-IDS2018 (508,248 samples), and ROSIDS23
(136,681 samples)—are evaluated using the same prepro-
cessing steps. This process included normalization using a
min-max scaler and the removal of any null or infinity values.
For each dataset, 80% of the data was used for training, while
the remaining 20% was used for testing.

This study focused on the three known adversarial attacks:
FGSM, BIM, and PGD at varying intensity levels (0.01 to
010). Under normal conditions, both IDSs showed high clas-
sification accuracy (see Table 2). Specifically, KDDCup99
achieved the highest accuracy at 99.66%, outperforming
both ROSIDS23 with 96.64% and CSE-CIC-IDS2018 with
93.71%. However, all systems’ accuracy was significantly
compromised under adversarial attack conditions.
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FIGURE 2. Experimental setup for the adversarial detection system.

FIGURE 3. Experiment design for the test of the READ.

FIGURE 4. Feature importance weight result’s graph of CSE-CIC-IDS2018
dataset.

D. DATA RECONSTRUCTION ERROR ON THE BENIGN AND
MALICIOUS SAMPLE
Our proposed methodology for detecting adversarial samples
uses several metrics, and one of them relies on calculating
reconstruction errors using the MSE and MedAE calcula-
tions. The reconstruction error results of the original and
adversarial samples from the CSE-CIC-IDS2018 dataset are
shown in Fig. 5. This indicates that the reconstruction error
rates between the adversarial and original samples differ, even
with a perturbation of 0.04 under the FGSM attack.

Table 3 shows the MSE and MedAE of reconstruc-
tion errors for the CSE-CIC-IDS2018, KDDCup99 and
ROSIDS23 datasets under normal conditions and various

TABLE 2. CSE-CIC-IDS2018, KDDCup99, and ROSIDS23 datasets accuracy
result under normal and adversarial attacks with various perturbation
amounts.

adversarial attacks (FGSM, PGD, and BIM) with different
perturbation amounts.

For original samples, the CSE-CIC-IDS2018 dataset has
an MSE of 0.00251 and a MedAE of 0.00411, while the
KDDCup99 dataset has an MSE of 0.00293 and a MedAE of
0.00505. The ROSIDS23 dataset, on the other hand, shows
an MSE of 0.00657 and a MedAE of 0.01351. These val-
ues represent the baseline reconstruction errors without any
adversarial perturbations.

Upon analysis, it was observed that the MSE and MedAE
scores increased under the adversarial attack conditions
across all datasets. This trend underscores the substantial
influence of these adversarial attacks. This finding suggests
more significant average deviations from the true values,
indicating a more pronounced impact of adversarial attacks
on this dataset.
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TABLE 3. MSE and MedAE of reconstruction errors for different datasets under FGSM, PGD, and BIM with various perturbation amounts and normal
samples.

FIGURE 5. CSE-CIC-IDS2018 dataset reconstruction error results in
original samples and adversarial samples.

MSE and MedAE metrics effectively highlight the dif-
ferentiation between original and adversarial data. While
most studies in the literature rely on MSE for adversarial
attack detection, MedAE tends to perform better in the values
between 0-1 due to its calculation based on absolute errors
rather than squared differences.

In our study, we found that MedAE more effectively
highlights reconstruction errors in the presence of small
perturbations, whereas MSE becomes more effective as the
intensity of the attack increases. However, MedAE intro-
duces a greater computational burden on the detection system
compared to MSE. Our approach focuses on using the
MedAEmetric at the initial stage to detect small perturbations
accurately.

Fig. 6 presents a graphical representation of the recon-
struction error outcomes for the CSE-CIC-IDS2018 dataset
subjected to FGSM, PGD, and BIM with multiple perturba-
tion degrees. It’s apparent that attacks using perturbation rates
differing from 0.1 are more conspicuously separable from the
original dataset. Furthermore, there’s a noticeable trend that
with the rise of the perturbation rate, the reconstruction error
of each attack starts showing a higher degree of divergence.

E. ADVERSARIAL ATTACK DETECTION USING
RECONSTRUCTION ERROR
The effects of adversarial attacks have shown different
impacts on various datasets for the same epsilon values (see
Table 4). For this reason, when comparing our proposed
approach with studies in the literature, we focused on how
much performance loss the system experiences under adver-
sarial attack. We evaluated the success of detection methods
based on this performance loss. The experimental results
first demonstrated that the effects on different datasets yield
different outcomes depending on the epsilon values (see
Table 4. Therefore, in our literature comparisons, the exper-
iments were designed based on the performance loss caused
by the attacks on the system (see Table 5).

Fig. 7 shows the ROC curves for the FGSM attack on three
datasets: CSE-CIC-IDS2018, KDDCup99, and ROSIDS23,
with the epsilon set to 0.01. The ROC curves compare
different detection methods: Aleatoric, Epistemic, Entropy,
MedAE, and a combined method (All). These results illus-
trate the performance of different detection methods under
FGSM attacks. For the CSE-CIC-IDS2018 dataset, the com-
bined method (All) achieved the highest AUC of 0.98,
indicating strong performance in distinguishing between true
and false positives. The MedAE method also performed
well, with an AUC of 0.95. For the KDDCup99 dataset,
the MedAE method achieved a high AUC of 0.92, while
the combined method (All) had an AUC of 0.93. The other
methods (Aleatoric, Epistemic, and Entropy) showed lower
performance on this dataset, with AUC values of 0.61. For the
ROSIDS23 dataset, theMedAEmethod achieved a high AUC
of 0.84, while the combined method (All) also had an AUC of
0.84. The other methods (Aleatoric, Epistemic, and Entropy)
showed lower performance, with AUC values of 0.59 for both
Aleatoric and Entropy and 0.62 for Epistemic.

These experiments demonstrate that the combined method
andMedAE effectively detect adversarial samples, especially
for the CSE-CIC-IDS2018 dataset. The KDDCup99 dataset
results indicate that the MedAE and combined methods are
effective results indicate that the MedAE and combined
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FIGURE 6. CSE-CIC-IDS2018 dataset reconstruction error results in graphical visualization under FGSM, PGD, and BIM with various perturbation amounts.

FIGURE 7. Comparative evaluation of ROC curves for FGSM attack.

TABLE 4. Proposed detection system ROC-AUC scores across CSE-CIC-IDS-18 and KDDCup99 datasets under FGSM, BIM, and PGD attacks at varying
perturbation levels.

methods are effective. Similarly, for the ROSIDS23 dataset,
the MedAE and combined methods also show strong per-
formance in detecting adversarial samples, highlighting their
robustness across different datasets.

Fig. 8 shows ROC curve performance for different detec-
tion methods on the CSE-CIC-IDS2018 dataset under FGSM
attack with 0.04 perturbation. The ROC curves compare
different detection methods: Aleatoric, Epistemic, Entropy,
MedAE, and a combined method (All). These results indi-
cate that the combined method (All) achieved the highest
AUC of 1.00, demonstrating its effectiveness in distinguish-
ing between true positives and false positives. The MedAE

method also performed well, with an AUC of 0.99. The
Epistemic and Entropy methods followed with AUC val-
ues of 0.96 and 0.94, respectively. The Aleatoric method
had the lowest AUC among the methods compared, with a
value of 0.93.

Even if the epsilon of the attack is the same, the impact of
the attack can vary; the effect of the attack changes depending
on whether the classes are close or distant, as analyzed in the
literature byWang et al. [18] study. Therefore, when compar-
ing the effects of attacks, we evaluated the attack’s success as
the baseline. The decrease in the success of the IDS after an
adversarial attack is evaluated as the attack success rate.
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FIGURE 8. ROC curve of CSE-CIC-IDS2018 dataset under FGSM attack with
0.04 perturbation amount.

As the attack’s success increases, the attack’s detection also
increases. At an epsilon value of 0.04, the detection of the
FGSM attack, although the results for the detection of BIM
and PGD attacks are very close, it is observed that FGSM’s
success is slightly better. This situation is because other
attacks are iterative, resulting in higher impact with smaller
perturbations, while FGSMworks in a single iteration, adding
all perturbations at once. This might slightly increase its
detection.

Table 4 presents the ROC-AUC scores of a pro-
posed detection system tested on the CSE-CIC-IDS2018,
KDDCup99, and ROSIDS23 datasets under FGSM, BIM,
and PGD attacks at varying perturbation levels. For the
CSE-CIC-IDS2018 dataset, the attack success rate ranges
from 24% to 99%, while the detection scores remain high,
ranging from 96% to 100%. In contrast, for the model trained
with the KDDCup99 dataset, the attack success rate is gen-
erally low at lower perturbation levels, ranging from 1% to
50%, but it increases to 63% at higher levels, with detec-
tion scores consistently high between 92% and 100%. The
ROSIDS23 dataset exhibits a wider range of attack success
rates from 40% to 97%, with detection scores ranging from
84% to 100%. Increasing perturbation levels lead to higher
attack success rates. For example, in the CSE-CIC-IDS2018
dataset, FGSM success rates rise from 24% at 0.01 pertur-
bation to 98% at 0.1 perturbation. In the ROSIDS23 dataset,
FGSM success rates increase from 41% to 87% across the
same range. The detection scores remain robust across all
datasets, even as the attack success rate increases. However,
the KDDCup99 dataset shows significantly lower attack suc-
cess rates at lower perturbations, ranging from 1% to 50%, but
it aligns more closely with the other datasets at higher pertur-
bations, reaching up to 63%. Despite these increased attack
success rates with higher perturbation levels, the detection
system maintains high ROC-AUC scores across all datasets,
indicating strong resilience and detection capability against
varying levels of attack intensity.

These points highlight the robustness of the detection
system and its effectiveness in maintaining high detection
scores even as the attack success rates increase with higher
perturbation levels.

Fig. 9 and Fig. 10 present the outcomes of three adversarial
attacks, showing detection scores versus attack success rates.
Both figures compare the proposed method’s attack accuracy
and ROC-AUC scores with the method by Tuna et al. [13].
For both FGSM and PGD attacks, our proposed method
consistently achieves higher ROC-AUC scores across various
epsilon levels, indicating better detection performance.

Fig. 9 shows the successful detection of adversarial attacks
against the effect of adversarial attacks on the IDS. Fig. 9
depicts the x-axis as the success rate of adversarial attacks
and the y-axis representing the response rate of the mod-
els to the attacks. Our proposed method starts above 90%
detection performance for all three adversarial attacks and
quickly approaches near 100%, even at lower attack success
rates, demonstrating successful detection. While Tuna et al.’s
method also shows high performance, closely matching ours,
our proposed method achieves higher scores, particularly at
lower attack accuracies.

FIGURE 9. Comparative evaluation of adversarial attack detection
performance on FGSM, PGD, and BIM for the proposed method and
Tuna et al. [13].

In Fig. 10, the success of adversarial attacks in terms of
the epsilon values and the success of detection methods are
separated on a per-attack basis. The success rates of deceiving
IDSs in both models follow a similar trend. The graph also
shows that as the perturbation amount increases, the impact
of the attacks becomes more pronounced. Similarly, even
with very small perturbations of attack effect, the success of
our proposed detection methods achieves better performance
than Tuna et al. [13], with detection scores over 90%. As the
attack’s impact increases, the success of both detection meth-
ods approaches nearly 100%.

The READ performance is compared with another study
that detected adversarial samples in the literature Peng et. al.
study as ASD [24] (see in Table 5). The evaluation metrics
are Accuracy and F1-Score.
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FIGURE 10. Performance comparison of proposed method and Tuna et al. [13] at adversarial attack detection ROC-AUC scores.

TABLE 5. Proposed detection system comparison for FGSM and PGD
attacks.

Under FGSM attacks, the ASD improves the system per-
formance, with an accuracy of 61,56% to 73,41%. In our
study, we improve the system performance with the READ,
with an accuracy improvement of 57,84% to 99,69%. READ
achieves higher performance than ASD on the system under
FGSM attacks.

For PGD attacks, ASD improves the system perfor-
mance, with an accuracy of 55,81% to 82,2%. In our study,
we improve the system performance with the READ, with an
accuracy improvement of 51,17% to 98,49%. READ achieves
higher performance than ASD in the system under PGD
attacks.

Overall, the READ system outperforms the ASD in both
accuracy and F1-Score across both types of attacks, demon-
strating its effectiveness in detecting adversarial attacks.

Adversarial attacks involving low-level perturbations pose
challenges for ASD detection. The ASD approach, which
relies on analyzing reconstruction errors andmatching losses,
is less effective in identifying such attacks. Small perturba-
tions, particularly in the early stages of adversarial attacks,
introduce minimal modifications to mislead the IDS’s deci-
sion, resulting in decreased differences between input and

reconstruction data. This makes it difficult for ASD to
detect adversarial samples accurately. Our proposed method
(READ), utilizing MedAE for reconstruction error calcula-
tion, offers a more effective solution, achieving high accuracy
even with small perturbations. However, this approach incurs
a computational overhead on the detection system.

VI. CONCLUSION
In this study, four metrics were used for attack detection.
Three metrics previously used in the literature for adversarial
attack detection were combined with the reconstruction error
rate metric and the proposed adversarial detection approach
named READ. Although high success rates starting from
0.04 were achieved in the literature, success rates exceeding
92%were observed in detecting attacks in low-impact ranges.
Adding the three metrics from the literature to this proposed
metric increased the success rate to 100%with computational
complexity.

The impact of adversarial attacks generally increased as
the epsilon perturbation rate increased. As found in previous
studies, FGSM attacks were less successful compared to PGD
and BIM attacks. In the proposed detection method, as the
success of the adversarial attack increased, the success of the
proposed attack detection also increased. Specifically, when
evaluating the results at an epsilon value of 0.04, FGSM
attacks were detected slightly better than other adversarial
attacks. This is because FGSM is a single-step attack and
is usually performed with a simple computation. Therefore,
the attack manipulates the target using only the first gradient
information. BIM and PGD attacks are iterative versions of
FGSM. They are performed in multiple steps, making small
changes at each step to increase the attack’s impact. The main
reason FGSM attacks are detected better is that the attack
is simpler and single-step. This simplicity makes the attack
more superficial and easier for detection systems to notice.

By integrating READ in front of the IDS, the robust-
ness and effectiveness of the IDS have been significantly
enhanced. In scenarios where adversarial attacks occur, the
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accuracy of the IDS can decrease, falling to as low as 51%.
However, with the implementation of READ, the accuracy
of the IDS is substantially improved, reaching levels as
high as 98%. This demonstrates that READ effectively mit-
igates the negative impact of adversarial attacks, ensuring
a much higher detection accuracy and overall reliability of
the IDS.

Our experimental results highlight the importance of
incorporating multiple metrics to enhance the detection capa-
bilities of IDSs against adversarial threats. High detection
success rates are achieved with READ at high perturbation
levels. Furthermore, the novelty of our method of detecting
low-level perturbations is a significant advancement over
existing methods in the literature.

The same adversarial attack with the same perturbation
may affect various datasets differently. Wang et al. [18]
study examined the differences and detection of adversarial
examples for cases where decision boundaries are completely
disjoint, close, or intertwined. In our study, the reason for the
varying success of adversarial attacks detected on different
datasets could be similar.

The current detection system’s dependency on the last
hidden layer of the data model necessitates access to the
data, which might not always be feasible or secure. Future
studies, therefore, focus on creating detection systems that
operate independently of the data layer, ensuring broader
applicability and enhanced security. In our approach, we used
MedAE to detect smaller perturbations successfully. While
MSE is computationally efficient to calculate, MedAE is
more effective at capturing small perturbations. Therefore,
future studies could explore the combined use of MSE and
MedAE, which may enhance detection performance while
optimizing computational efficiency. As a future study, the
relationship between the effects of attacks on datasets and
data distribution can be examined, and detection system
updates can be suggested.
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