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ABSTRACT In the field of e-commerce, the visual presentation of product images is crucial for attracting
consumers, improving conversion rates, and enhancing user experience. However, existing image enhance-
ment methods often struggle to balance high-quality visual effects with computational efficiency, especially
when handling complex and diverse datasets. This paper proposes a novel image enhancement method
that integrates instance segmentation, dominant color detection, background replacement, realistic shadow
generation, and logo addition into a unified framework, optimized for e-commerce product images. The
method begins with instance segmentation, effectively separating foreground products from the background
to provide clear targets for further processing. Dominant color detection ensures visual consistency by
extracting the primary colors of the product images. Background replacement techniques improve the
aesthetic appeal by replacing the original background with more suitable or attractive scenes. The addition of
realistic shadows enhances the three-dimensional appearance of the product, while logo integration strength-
ens branding and recognition. Experimental results demonstrate that the proposed method significantly
improves recognition accuracy, IoU, and mAP for models such as YOLOv5, SSD, and Faster-RCNN, with
YOLOv5 showing improvements of 16.66%, 23.28%, and 24.32%, respectively. With an average processing
time of 125 ms per image, the method offers a superior balance between performance and computational
efficiency, making it suitable for real-time e-commerce applications. The method also holds promise for
other domains, including natural landscape photography, medical imaging, and artwork analysis. Future
work will incorporate statistical analyses and extend the dataset to include more diverse product categories,
aiming to further validate the generalizability and scalability of the method.

INDEX TERMS E-commerce, image enhancement, instance segmentation, background replacement, image
recognition.

I. INTRODUCTION
With the rapid growth of e-commerce, high-quality visual
content has become indispensable across multiple appli-
cations, including product categorization, recommendation
systems, search engines, and targeted advertising. These
applications rely on robust machine learning models that
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require vast quantities of labeled image data to perform
effectively. However, the e-commerce industry faces signif-
icant challenges in collecting diverse, representative, and
accurately labeled images, especially when attempting to
cover a wide range of product categories, styles, and pre-
sentation formats. Datasets such as DeepFashion and the
Amazon Product Dataset exemplify these challenges, reveal-
ing issues like inconsistent backgrounds, varying lighting
conditions, misaligned product angles, and noisy data. Such
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visual inconsistencies hinder the training of robust machine
learning models, making it essential to develop advanced
image enhancement techniques.

Data augmentation has emerged as a key solution to
these challenges, providing a systematic approach to gener-
ating extensive and varied datasets from limited raw images.
By applying transformations such as rotation, flipping, color
adjustments, random cropping, and noise addition, data
augmentation enables models to generalize effectively and
adapt to real-world scenarios. For example, rotation simu-
lates different viewing angles, improving the recognition of
objects like furniture or electronic devices in diverse ori-
entations. Mirror flipping creates horizontally or vertically
flipped images, enhancing model performance on symmet-
rical products such as shoes or glasses. Adjusting brightness,
contrast, and hue accounts for variations in lighting con-
ditions, ensuring adaptability across different photographic
settings. Random cropping focuses on essential product fea-
tures, such as logos or unique designs, while noise addition
mimics real-world imperfections like sensor noise or com-
pression artifacts, making models more resilient.

In the context of e-commerce, data augmentation not only
enhances model performance but also addresses critical data-
related challenges. These techniques mitigate issues such as
class imbalance, sparse samples for niche categories, and
labeling noise by generating diverse and representative train-
ing samples. For instance, they help models focus on crucial
product details, reduce overfitting, and improve robustness
against unpredictable visual variations. Moreover, data aug-
mentation plays a pivotal role in enhancing downstream
applications. In product categorization tasks, it allowsmodels
to recognize items under various conditions, improving clas-
sification accuracy. In recommendation systems, augmented
images enable more precise matching of products to user
preferences, while in targeted advertising, they help optimize
the placement and effectiveness of ad content.

Overall, data augmentation contributes significantly to the
generalization, robustness, and adaptability of machine learn-
ing models in e-commerce, improving performance across
tasks and enabling amore seamless user experience. By effec-
tively leveraging these techniques, e-commerce companies
can address existing challenges, develop smarter and more
scalable solutions, and better serve consumer needs while
driving business growth.

II. LITERATURE REVIEW
A. DATA AUGMENTATION OVERVIEW
Data augmentation, also known as data augmentation,
is essentially the process of generating incremental data based
on existing limited data without actually collecting more
data, thereby creating value equivalent to a larger dataset.
The essence of data augmentation methods lies not only in
increasing the quantity of data samples but also in enhancing
the features of the data itself. Sample data is a sampling of the
entire dataset, and when the sample data size is large enough,

the distribution of the samples should be similar to that of
the overall population. However, due to objective reasons, the
collected sample data may not be complete enough. In such
cases, data augmentation methods can be used to generate
new samples of data that are more similar to the distribution
of real data. Deep learning neural network models possess
strong learning capabilities, and thus, learning some useless
information features can have a negative impact on the final
results. Data augmentation techniques can impose constraints
on the data according to requirements to increase the prior
knowledge, such as deleting or supplementing some infor-
mation, in order to reduce the negative impact on the model
performance of processing image tasks.

Data augmentation methods are mainly divided into two
categories: those applied to images and those applied to
text. This paper primarily focuses on image-based data aug-
mentation methods [1]. Based on whether machine learning
techniques are used, these methods are divided into two
parts for discussion: image data augmentation based on
traditional image processing techniques and image data aug-
mentation based on machine learning techniques. In the
section on image data augmentation based on traditional
image processing techniques, geometric transformations,
color transformations, and pixel transformations targeting
image data itself will be introduced. The section on image
data augmentation based onmachine learning techniques will
cover automatic data augmentation techniques, data augmen-
tation techniques based on generative adversarial networks,
and data augmentation methods combining au-to-encoders
and generative adversarial networks. These methods utilize
machine learning-related theories to implement image gen-
eration and image transformation models. The image data
augmentation method is shown in Fig 1.

FIGURE 1. Classification of image data augmentation methods.

B. TRADITIONAL IMAGE DATA AUGMENTATION METHODS
Traditional image data augmentation methods typically uti-
lize image processing techniques [2] to expand the dataset
and optimize image quality, generally divided into three main
categories: geometric transformations, color transformations,
and pixel transformations.

Geometric transformations involve operations such as
image flipping and rotation, image cropping and resizing, and
image shifting and edge padding. Image flip-ping operations
include vertical and horizontal flipping of images. Vertical
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flipping is achieved by first performing horizontal flipping
followed by a 180-degree rotation of the image. Horizon-
tal flipping is more commonly used than vertical flipping.
Whether the dimensions of the resulting image after rotation
are the same as the original image depends on the degree
of rotation and the shape of the original image. When a
rectangular image is rotated 180 degrees or a square image is
rotated 90, 180, or 270 degrees, the dimensions of the rotated
image remain consistent with those of the original image.

Random cropping of images can be viewed as randomly
sampling from the original image and then restoring the
sampled image data sample to the original image size. Image
scaling can be divided into outward scaling and inward scal-
ing. Unlike image cropping, outward scaling results in images
larger than the original image, from which an image of the
same size as the original image is cropped. Inward scaling,
on the other hand, reduces the size of the original image and
fills the areas beyond its boundaries in order to obtain an
image of the same size as the original image.

Image shifting refers to moving the image along the
horizontal and vertical axes without changing its size, and
padding the edge parts of the image. After performing image
shifting operations, the useful parts of most image data for
image tasks will be located at the edges of the image. There-
fore, during the training of computer vision tasks with deep
learning models, the focus of attention will shift to arbitrary
positions rather than just focusing on learning from the center
region of the image. This operation can effectively improve
the robustness of the model. The mathematical representation
of image shifting can be expressed as follows:

Ishifted (x, y) = I (x + 1x, y+ 1y) (1)

where 1x and 1y represent the shifts along the x and y axes
respectively.

After performing operations such as rotation, shifting, and
scaling on image data samples, it is necessary to restore the
transformed images to the same size as the original image.
The restoration process is achieved by padding the edge
parts of the image. Commonly used image padding methods
include: constant padding, which fills the edge parts of the
image with constant values. This padding method is suitable
for images with a single-color back-ground; boundary value
padding, which fills the outside of the original image bound-
ary with the pixel values of the original image boundary. This
method is suitable for short-distance shifts.

Color transformations involve converting between differ-
ent color spaces. Digital image data is represented using
dimensions for width, height, and channels. Common color
spaces include RGB color space, YUV color space, and HSV
color space, among others. Color space conversion is a highly
effective way to extract color features. Although different
color spaces have their own characteristics, they can be con-
verted between each other due to their isomorphic nature.
For instance, Lu et al. [3] proposed a color space framework
for facial recognition tasks, introducing the LuC1C2 color
space. This color space selects the Lu luminance component

by comparing the color sensor attributes of RGB coefficients.
The direction of the transformation vector for the C1C2 color
components is determined through the chromatic subspace
of the RGB color space and covariance analysis. Experi-
mental results conducted on facial image data-bases such
as AR, Georgia Tech, FRGC, and LFW demonstrated that
the LuC1C2 color space exhibits superior facial recognition
performance.

Pixel transformations include noise, blur, and image
fusion. Image noise refers to randomly superimposing iso-
lated pixels or pixel blocks on the original image to disrupt
observable information, thereby improving the generalization
ability of convolutional neural network models. Common
types of noise include salt-and-pepper noise and Gaussian
noise. Blurring essentially involves convolving the original
image, with Gaussian blur being a commonly used method.
This method employs a convolutional kernel matrix that
follows a two-dimensional normal distribution to reduce dif-
ferences in pixel values, thus smoothing out the pixels of the
image and achieving the effect of blurring the image. The
Gaussian blur can be expressed as:

Iblurred (x, y) =

k∑
i=−k

k∑
j=−k

G (i, j) · I (x + i, y+ j) (2)

Image fusion techniques blend two images together by
averaging the pixel values of the two images or by randomly
cropping and stitching images together to form a new image.
Better results can be obtained when blending images from
the entire training set rather than just from instances of the
same class. While image fusion methods may seem mean-
ingless from a human perspective, they have been observed
to improve accuracy in experiments. For example, CUTMIX
is an improved random erasing strategy that randomly erases
a portion of pixel information from the original image using a
rectangular mask. However, its drawback is that it reduces the
proportion of pixels containing information on the training
image and requires a significant amount of computation,
making it time-consuming.

C. DATA AUGMENTATION METHODS BASED ON DEEP
LEARNING
In addition to traditional data augmentation techniques,
researchers have begun to apply machine learning technolo-
gies to the field of data augmentation in recent years, achiev-
ing significant research outcomes. For instance, researchers
from Google Brain proposed a method called Auto Aug-
ment [4], which automatically searches for suitable data
augmentation policies. This approach designs data augmen-
tation methods that do not alter the architecture of deep
learning networks to achieve augmentation strategies with
more invariance. This approach optimizes the training pro-
cess of models from the perspective of policy search without
modifying the neural network architecture. The method cre-
ates a search space to store data augmentation policies and
selects appropriate sub-policies from the search space for
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different batch tasks using a search algorithm. The selected
sub-policies apply specific image processing functions for
data augmentation operations, enabling the trained neural
network to achieve the best validation accuracy. However, this
method requires long training times under simplified settings.

Li et al. [5] proposed a new data augmentation tech-
nique, applying differentiable neural architecture search
algorithms to data augmentation policy search tasks. This
algorithm addresses the issue of expensive computation in
Auto-Augment, which affects its applicability. The DADA
algorithm transforms discrete data augmentation policy selec-
tion into an optimization problem using Gumbel-Softmax.
CycleGAN [6] is an important model in the field of image
transformation, enables the transformation of sample data
without pairing, such as converting a celebrity into a car-
toon character. This use of image transformation greatly
expands sample data while retaining the contours of the
original images. CycleGAN, as a method for unaligned
data image transformation, is widely used for image-to-
image transformation tasks. Yang He proposed a novel image
generation method [7], classified as a stochastic regres-
sion approach, which learns to generate multiple different
instances from a single conditional input. This method com-
bines the advantages of generative adversarial networks and
auto-encoders to accomplish image generation tasks, simi-
lar to the CVAE-GAN method. Chen et al. [8] introduced
the Cascaded Refinement Networks (CRN), which trans-
form image generation tasks into regression problems. This
model demonstrates that it can synthesize image data seam-
lessly scaled to high resolution using a properly structured
feed-forward network and proves the effectiveness of the
model in experiments.

D. E-COMMERCE IMAGE DATA AUGMENTATION
The visual appeal of e-commerce product images plays a
crucial role in attracting and retaining customers. Some stud-
ies have utilized image enhancement techniques to improve
product images. Traditional data augmentation methods
include simple transformations, horizontal and vertical flips,
scaling, and color adjustments [9]. However, given the
specificity of e-commerce images, the above enhancement
methods have the following shortcomings when applied
to e-commerce image enhancement: simple transformations
may not address complex product shapes and backgrounds;
color adjustments may struggle to overcome lighting varia-
tions; scaling may lead to distortion, affecting visual quality;
horizontal and vertical flips cannot resolve annotation errors
or noise issues. With the rise of deep learning, Genera-
tive Adversarial Net-works (GANs) based on deep learning
have gradually been applied to the field of im-age enhance-
ment. However, GANs have high computational resource
requirements, unstable image quality, and issues such as
mode collapse. These problems will affect the practical
effectiveness and application scope of e-commerce image
enhancement.

Additionally, there are two main issues with e-commerce
image datasets: class imbalance and poor generalization.
Addressing the class imbalance issue, reference [10] proposes
a dynamic balancing of positive and negative sampling gra-
dients for each class, reducing class imbalance. However,
its optimal performance requires fi-ne-tuning of hyperpa-
rameters. Furthermore, this algorithm cannot completely
eliminate class imbalance in highly imbalanced datasets. Ref-
erence [11] effectively reduces competition between rare and
common classes by grouping them into disjoint sets, but if
classes do not naturally fall into well-defined groups, optimal
performance may not be achieved. Techniques focused on
rare classes are proposed in [12] and [13], but they require
parameter tuning and may not guarantee compatibility with
certain neural network architectures.

To address the generalization issue of data augmentation,
reference proposed the MixUp technique [14], which gener-
ates new training samples by blending between two images.
Specifically, it combines the pixel values of two images
using weighted addition, while also averaging their labels
with weights to produce new training samples. While MixUp
can reduce overfitting and facilitate learning of boundaries
between different classes, the blending process may lead
to class confusion, and the changes to image content in
generated samples are relatively minor, limiting the model’s
generalization ability. Reference [15] introduced the Copy-
Paste data augmentation technique, which involves copying
and pasting parts of an image from the same image into
an-other image to create new training samples. This technique
helps the model learn about objects from different posi-
tions and angles, thereby enhancing the model’s robustness
and generalization ability. However, it may introduce noise
and lose important information, and the pasted parts may
be highly similar to the original image, failing to provide
sufficient sample variation, thus affecting the model’s learn-
ing effectiveness. CutOut [16] covers or cuts out randomly
selected rectangular regions in im-ages to generate new train-
ing samples. This technique helps themodel learn robust-ness
to local information in images, reducing sensitivity to noise
and interference. However, random cutting may lead to the
loss of important feature information, and the consistency
between generated samples is low, limiting the model’s gen-
eralization ability.

In summary, the methods discussed above have poten-
tial advantages in addressing class imbalance and increasing
dataset diversity. However, their effectiveness may be influ-
enced by the specific dataset and problem at hand, requiring
targeted adjustments and settings to achieve optimal results.
Additionally, for certain methods, there may be a trade-off
between improving balance and addressing potential draw-
backs, such as increasing training time or model complexity.
In practical applications, it is necessary to consider various
factors comprehensively and make decisions and optimiza-
tions based on specific circumstances.

This paper proposes a convolutional neural network-based
image data augmentation method for e-commerce product
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images. The method utilizes techniques such as image seg-
mentation, background replacement, shadow generation, and
logo addition, primarily targeting image recognition tasks
in e-commerce product catalogs. Com-pared to traditional
image enhancement methods, the proposed approach demon-
strates stronger robustness as it enables neural networks to
perceive product images under various backgrounds, light-
ing conditions, and multiple contextual settings. Moreover,
it maintains a balance between training time and model
complexity, offering significant advantages over existing
methods.

III. PROPOSED METHOD
This paper proposes an algorithm for automatically gener-
ating enhanced images based on image segmentation. The
algorithm consists of five key steps: image segmentation,
primary color detection, background processing, shadow gen-
eration, and logo addition. As shown in Fig 2, the proposed
e-commerce image enhancement algorithm comprises the
following five essential steps. Firstly, utilizing image seg-
mentation techniques, the complex content of the image
is segmented into multiple regions, providing clear targets
for subsequent processing. Subsequently, employing primary
color determination methods, the system accurately extracts
the primary colors from the image, aiding in maintaining
overall consistency in subsequent processing. During the
background processing stage, advanced image processing
algorithms are applied to effectively remove or replace the
background, thereby making the image more prominent and
clearer. Following this, through shadow generation tech-
niques, the system simulates light projection and shadow
formation, imparting a sense of depth and realism to the
image.

The algorithm takes the original RGB image as input,
segments the image, deter-mines the primary color tone of
the foreground image based on the segmented image, and
then performs background deletion or replacement operations
based on the determined RGB primary color to enhance the
display effect of the foreground image. To further improve
the visual effect of the image and enhance the robustness of
the algorithm, shadow generation and logo addition opera-
tions are sequentially performed on the replaced background
image, resulting in an image enhanced using this algorithm.
Each step will be elaborated on in the following sections.

A. IMAGE SEGMENTATION
This paper utilizes the instance segmentation model Fast-
SAM, its overview as shown in Fig 3. The proposed method
involves two stages: All-instance Segmentation and Prompt-
guided Selection [17]. The first stage serves as the foundation,
while the second stage acts as task-specific post-processing.
Unlike end-to-end transformer models [18], this approach
integrates various human priors that align well with vision
segmentation tasks, such as convolutional local connec-
tions and strategies for assigning objects based on receptive
fields. This customization enhances its suitability for vision

FIGURE 2. The workflow of the image enhancement algorithm in these
papers.

segmentation, allowing for quicker convergence with fewer
parameters.

1) ALL-INSTANCE SEGMENTATION
Model Architecture. YOLOv8 builds upon the foundation
of its predecessor, YOLOv5, while incorporating signifi-
cant design elements from more recent models, including
YOLOX, YOLOv6, and YOLOv7. In YOLOv8, the back-
bone network and neck module replace the C3 module used
in YOLOv5 with the C2f module. Additionally, the Head
module has been enhanced with a decoupled architecture,
separating the classification and detection heads, and transi-
tioning from an Anchor-Based to an Anchor-Free approach.

Instance Segmentation: YOLOv8-seg leverages the prin-
ciples established by YOLACT [19] for performing instance
segmentation. The process begins by extracting features from
an image using a backbone network combined with a Fea-
ture Pyramid Network (FPN) [20], which merges features
of varying scales. The network’s output is divided into
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FIGURE 3. The framework of FastSAM. It contains two stages: All-instance
Segmentation (AIS) and Prompt-guided Selection (PGS).

two branches: detection and segmentation. The detection
branch produces the object categories and their corresponding
bounding boxes, while the segmentation branch generates k
prototypes (with 32 as the default in Fast SAM) along with
k mask coefficients. Both tasks, detection and segmentation,
are carried out simultaneously.

The segmentation branch receives a high-resolution feature
map that retains spatial details while also encoding semantic
information. This map undergoes processing through a con-
volutional layer, is then upscaled, and passes through two
additional convolutional layers to produce the masks. The
mask coefficients, similar to those in the detection head’s
classification branch, are within the range of -1 to 1. The
final instance segmentation result is achieved by multiplying
these mask coefficients with the prototypes and summing the
results.

YOLOv8 is adaptable for a wide range of object detection
tasks. With the addition of the instance segmentation branch,
YOLOv8-seg becomes well-suited for the ‘‘segment any-
thing’’ task, which focuses on precisely identifying and seg-
menting every object or region within an image, independent
of the object category. The prototypes and mask coefficients
offer significant flexibility for prompt-based guidance. For
instance, a straightforward prompt encoder-decoder structure
can be trained, where various prompts and image feature
embeddings serve as inputs, and mask coefficients are pro-
duced as outputs. In Fast SAM, the YOLOv8-seg method is
directly employed for the comprehensive instance segmen-
tation stage. Although further refinement through manual
design might yield additional improvements, such explo-
ration falls beyond the scope of this work and is left for future
research.

2) PROMPT-GUIDED SELECTION
After successfully segmenting all objects or regions within an
image using YOLOv8, the subsequent phase in the segment
anything task focuses on identifying the specific object(s)

of interest through the use of various prompts. This pro-
cess primarily involves point prompts, box prompts, and text
prompts.

a: POINT PROMPT
This technique involves selecting specific foreground and
background points in the image. Foreground points identify
relevant masks, while background points exclude irrelevant
ones. Morphological operations, such as dilation and ero-
sion, are applied to enhance the precision of the final mask.
This method is particularly effective for isolating irregularly
shaped objects.

b: BOX PROMPT
Box prompts use a bounding box to guide the selection pro-
cess. The Intersection over Union (IoU) is calculated between
the selected box and the bounding boxes of the generated
masks. The mask with the highest IoU score is chosen as the
target object. This approach is well-suited for objects with
defined geometric boundaries.

c: TEXT PROMPT
Using CLIP-based embeddings, text prompts allow seman-
tic matching between textual descriptions and segmented
regions. The text embeddings are compared with image fea-
tures, and the mask most similar to the text embedding
is selected. This method introduces a semantic dimension,
enabling the model to process natural language inputs and
refine segmentation accordingly.

The prompt-guided selection process builds on the results
from the all-instance segmentation stage. While the seg-
mentation stage ensures that all objects in the image are
identified, prompt-guided selection enables targeted refine-
ment to extract specific objects of interest. This integration
makes the system versatile and capable of handling a wide
range of use cases. For example, point and box prompts
are ideal for applications requiring quick and precise object
selection, while text prompts add semantic understanding for
more complex scenarios.

By combining all-instance segmentation with prompt-
guided selection, the proposed method achieves both high
precision and flexibility. As depicted in Figure 3, this work-
flow enables the system to handle complex segmentation
tasks efficiently, making it a robust solution for diverse
e-commerce and real-world applications.

B. PRIMARY COLOR DETECTION
After obtaining the segmented image, the next crucial step is
to determine the primary color of the final object. This paper
employs the unsupervised learning algorithm k-means [19] to
achieve primary color determination. The K-means algorithm
aims to cluster image data into K clusters, with the core idea
of minimizing the total squared deviation between data points
and their cluster centroids. Through an iterative process, the
K-means algorithm determines the cluster centroids of data
points, thereby identifying the primary colors in the image.
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In practical applications, by selecting an appropriate value
for K, it is possible to ensure that the centroid of the largest
cluster accurately represents the main colors of the image,
thus extracting the primary colors of the image.

The primary color detection step provides a critical foun-
dation for subsequent image processing steps, including
background replacement and shadow generation, ensuring
that the overall consistency and visual appeal of the image
are maintained throughout the workflow. In the background
replacement stage, the identified primary color guides the
selection of complementary or harmonious background col-
ors, ensuring that the product remains visually prominent
while maintaining aesthetic coherence. For instance, prod-
ucts with a dominant blue tone are paired with neutral or
cool-toned backgrounds to enhance visual harmony, whereas
products with warm tones, such as red or orange, are paired
with softer, contrasting backgrounds to avoid clashing colors.

Similarly, in the shadow generation stage, the primary
color is used to derive the shadow tones, creating shadows
that blend seamlessly with the object and its surrounding
environment. Shadows are generated by applying a darker
shade of the detected primary color, which prevents artificial
visual discrepancies and maintains the natural appearance of
the product.

C. BACKGROUND PROCESSING
The background processing module plays a crucial role in
enhancing the visual appeal and clarity of e-commerce prod-
uct images by either removing or replacing the original
background. This module offers three distinct approaches
to background manipulation: 1) solid color fill, 2) tex-
ture replacement, and 3) image composition. Each approach
is designed to cater to different aesthetic and functional
requirements.

1) SOLID COLOR FILL
In this approach, the original background is replaced with a
uniform color, such as white or a gradient. This method is
simple yet effective, as it ensures that the product remains
the focal point of the image. It is particularly suitable for
platforms that prioritize clean and minimalistic designs.
Mathematically, the operation can be expressed as:

Ioutput (x, y) =

{
Iforeground (x, y) if M (x, y) = 1
Cbackground if M (x, y) = 0

(3)

where Iforeground represents the product image, Cbackground
is the chosen solid color, and M (x, y) is the binary mask
generated during instance segmentation.

2) TEXTURE REPLACEMENT
This technique overlays the segmented product onto a prede-
fined textured background, adding richness and depth to the
visual presentation. The texture is selected from a library of
patterns tailored to the product category, ensuring harmony
with the product’s primary color. The blending operation uses

alpha compositing:

Ioutput = αIforeground + (1 − α)Tbackgroud (4)

where α is the blending coefficient, and Tbackgroud represents
the textured background.

3) Image Composition
In this method, the foreground object is seamlessly inte-

grated onto a new photographic background, creating a
natural and realistic environment for the product. The inte-
gration preserves the object’s edges and details using Alpha
blending, as defined by:

Ioutput (x, y) = M (x, y) · Iforeground (x, y)

+ (1 −M (x, y)) ·Ibackgroud (x, y) (5)

Here, Ibackgroud denotes the new background image, and
M (x, y) is the binary mask indicating the object‘s position.
By offering these three approaches, the background pro-

cessing module provides flexibility in designing product
images for different e-commerce scenarios. This ensures that
the enhanced images not only meet aesthetic standards but
also highlight the unique features of the products effectively.

D. SHADOW GENERATION
The shadow generation module is essential for enhancing
the three-dimensional appearance and realism of e-commerce
product images. By simulating the effects of light projection,
this module creates shadows that mimic real-world lighting
conditions, thereby making the product visually compelling.
The process begins by determining the light source direction
and intensity, which influence the shape, size, and opacity of
the shadow. The shadow is then generated using a combina-
tion of geometric transformations and blending techniques.
The mathematical representation of shadow generation can
be expressed as:

S
(
x ′, y′

)
= α · F (x, y) + (1 − α) · B

(
x ′, y′

)
(6)

where S
(
x ′, y′

)
represent the pixel value of the

shadow-augmented image at position
(
x ′, y′

)
, F (x, y) denotes

the pixel value of the foreground product, B
(
x ′, y′

)
refers

to the pixel value of the background, and α is the shadow
intensity coefficient, which ranges for 0 to 1.A higher α value
result in a darker shadow. To ensure natural blending, Gaus-
sian blur is applied to soften shadow edges. The Gaussian
kernel, defined as:

G (x, y) =
1

2πσ 2 exp
(

−
x2 + y2

2σ 2

)
(7)

where G (x, y) is the kernel value at position (x, y),and σ

represents the standard deviation, controlling the blur radius
and smoothness of shadow transitions. This combination of
shadow modeling and blending ensures the enhanced image
maintains high aesthetic quality and visual coherence.

To further enhance the realism of the shadows, the pro-
posed method incorporates specular shadow generation,
which simulates light reflections on the product surface.
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Specular shadows add dynamic highlights and depth, mim-
icking real-world lighting effects. This is achieved using a
modified Blinn-Phong reflection model, which calculates the
intensity of light reflections as:

I = kd · (L · N ) + ks · (R · V )n (8)

In the modified Blinn-Phong reflection model, the intensity
of the reflected light I is calculated by combining diffuse
and specular reflection components. The diffuse reflection
componentkd · (L · N ), represents the scattered light intensity
on the surface. Here, kd is the diffuse reflection coefficient,
controlling the proportion of light scattered uniformly, while
L and N denote the light source direction and surface normal
vector, respectively, with their dot product determining how
directly the light strikes the surface. The specular reflection
component, ks · (R · V )n, simulates light reflections concen-
trated around the viewer’s perspective. In this term, ks is the
specular reflection coefficient, which dictates the intensity
of the specular highlight, R represents the direction of the
reflected light, and V denotes the viewer direction. The shini-
ness factor n controls the sharpness of the highlight, with
higher values producing smaller, more concentrated reflec-
tions typical of polished surfaces. Together, these parameters
enable the dynamic adjustment of light reflection and shadow
distribution, ensuring that the generated specular shadows
align naturally with the product’s material properties and
surrounding lighting conditions.

Specular shadows are dynamically adjusted based on the
product’s material and texture. Glossy surfaces, such as met-
als or polished plastics, exhibit sharper and more intense
highlights due to higher ks values, while matte surfaces, like
fabrics, produce softer and more diffused reflections. The
direction and intensity of the light source are tailored for each
product, ensuring that the shadows integrate naturally with
the background and surrounding elements.

E. LOGO ADDITION
Logos are not just decorations, which they can also contain
additional information about the image content, such as brand
names, product models, website links, etc. This additional
information provides more context to the image, making it
easier for image recognition algorithms to understand the
content conveyed by the image. In this step, we take the RGB
image with replaced background and generated shadows,
along with the logo, as input. By combining the image with
the logo in an overlapping manner, we generate high-quality
enhanced images. This step not only makes the image more
personalized and specialized but also adds brand identifica-
tion or other relevant information to enhance the commercial
value and recognition ability of the image. By adding the
logo, we can add more information and meaning to the
image, making it stand out more in conveying information
and attracting attention.

To maintain visual coherence and avoid interfering with
key product features, the placement and size of the logo
are dynamically determined. The logo is positioned in an

unobtrusive yet prominent area, such as the bottom-right or
top-left corner of the image. Bounding box coordinates gener-
ated during the segmentation step are analyzed to identify free
background space, ensuring the logo does not overlap with
essential product details. Additionally, the size of the logo
is scaled proportionally to the dimensions of the product’s
bounding box, typically occupying 5–10% of the area. This
approach ensures that the logo remains visually noticeable
without detracting from the product’s prominence in the
image.

By combining the image with the logo in this manner,
we generate high-quality enhanced images that are person-
alized and specialized. These logos not only provide brand
identification or other relevant information but also enhance
the commercial value and recognition ability of the image.
For example, Figure 7 demonstrates two cases where logos
are dynamically added to product images. In the first case,
a footwear product is paired with a logo positioned in the
bottom-right corner, scaled to 7% of the product’s bounding
box area. In the second case, a fashion accessory features a
logo in the top-left corner, occupying 5% of the product’s
bounding box area. These examples highlight the adaptability
of the logo addition process across different product types.

By adding logos in this structured manner, the processed
images gain more contextual meaning and become more
visually appealing, standing out in conveying information
and attracting attention. This step ensures that the enhanced
images not only meet the aesthetic and informational needs
of e-commerce applications but also provide added branding
value for commercial purposes.

IV. EXPERIMENTAL RESULTS
A. EXPERIMENTAL PLATFORM AND DATASET ANALYSIS
The hardware platform used in this experiment is the
Dell PowerEdge T640, con-figured with an Intel Xeon
Gold 6226R CPU, featuring 16 cores and a clock speed
of 3.22GHz. It is equipped with an NVIDIA GeForce
RTX 3080GPUwith 8GB of VRAM and 16GB of RAM. The
operating system is Ubuntu 20.04 LTS. The software platform
includes PyCharm 2022.2, Python 3.8, PyTorch 1.7, CUDA
Toolkit 11.0, and cuDNN 8.0.

The experiments in this study utilized a comprehensive
e-commerce image dataset specifically curated for evaluat-
ing image enhancement methods. The dataset consists of
10 product categories, including clothing, footwear, acces-
sories, and electronic devices, carefully selected to represent
the diversity of products commonly sold on e-commerce
platforms. These categories were chosen to capture a wide
range of challenges associated with e-commerce image pro-
cessing, such as the need for accurate color representation
in clothing, texture differentiation in footwear, and shape
recognition in electronics. By focusing on these represen-
tative categories, the dataset aligns closely with real-world
e-commerce applications.

A total of 2,618 images were collected from publicly avail-
able online sources, ensuring a variety of shooting conditions,
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such as different lighting setups (indoor, outdoor, and low-
light environments) and background types (plain, textured,
and natural). Approximately 40% of the images feature com-
plex natural backgrounds, 35% have plain backgrounds, and
25% include textured or gradient backgrounds, reflecting the
visual diversity encountered in e-commerce scenarios. The
dataset also includes products of various colors, shapes, and
sizes to ensure robust evaluation across heterogeneous data.
For instance, clothing images feature both single-colored and
patterned items, while electronic devices vary in form factor
and surface finish.

Each image in the dataset was annotated with key
attributes, such as product category, brand, color, and size,
to support downstream tasks and enhance its applicability.
Prior to training and evaluation, all images were prepro-
cessed, including resizing to a uniform resolution of 640 ×

640, normalization, and label encoding, ensuring consistency
and compatibility with the proposed method. Examples of
the dataset images are shown in Figure 4, demonstrating the
diversity and complexity of the data.

FIGURE 4. Some images from the e-commerce image dataset.

Despite its strengths, the dataset has certain limitations that
may affect the generalizability of the results. The focus on
commonly sold product types means that niche categories,
such as furniture or automotive parts, are underrepresented.
Additionally, the dataset’s size, while diverse, may not fully
capture the vast range of product variations encountered in
large-scale e-commerce platforms. These limitations sug-
gest that while the proposed method demonstrates robust
performance on the included categories, future work involv-
ing larger datasets with broader category representations
would be necessary to further validate its generalizabil-
ity. By addressing these limitations and emphasizing its
strengths, this dataset provides a valuable benchmark for eval-
uating image enhancement techniques while offering insights
into its applicability in real-world e-commerce scenarios.

B. ALGORITHM PERFORMANCE
Based on the dataset constructed in the previous sections,
running the algorithm proposed in this paper enables the
automatic generation of images that comply with the stan-
dards of the e-commerce industry. Examples of enhanced
images are shown in Figure 5. In this example, we start with
a light gray background and process an im-age of a sports
wristband. Firstly, the algorithm automatically segments the
image and replaces the background with a solid color or a

specific scene, making the wristband image more prominent
and clearer. Secondly, by generating specular shadows, the
three-dimensional and realistic appearance of the image is
enhanced, making the wristband look more lifelike. Finally,
the logo addition feature ensures the reasonable calculation
of the logo’s position, avoiding obstruction of objects and
maintaining the overall aesthetics of the image. Overall, the
images processed by the algorithm in this paper exhibit supe-
rior visual effects and meet the standard requirements of the
e-commerce industry.

FIGURE 5. Example of enhanced image generated by the proposed
algorithm.

C. VALIDATION OF EFFECTIVENESS
To further validate the effectiveness of our algorithm, we con-
ducted tests to determine whether image enhancement con-
tributes to improving automatic image recognition. Firstly,
we defined the dataset constructed earlier as the base dataset,
which includes the original images along with their corre-
sponding labels. Next, we ap-plied our proposed algorithm
to enhance each image in the base dataset, generating the
enhanced dataset II. Then, we randomly selected 50% of the
images from both the base dataset and enhanced dataset II
to form enhanced dataset I. In this way, we obtained three
different datasets: the base dataset, enhanced dataset I, and
enhanced dataset II.

Subsequently, we divided these three datasets into training
and testing sets and utilized the YOLOv5, SSD and Faster
RCNN image recognition model for training and testing.
On the testing set, we evaluated the segmentation perfor-
mance and conducted comparative analysis on metrics such
as accuracy, IoU (Intersection over Union), average precision.
The formulas for Accuracy, IoU and mAP are as follows:

IOU =
A ∩ B
A ∪ B

(9)

where A is the marking window, B is the detection window,
the numerator represents the overlapping area of windows A
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TABLE 1. The comparison of YOLOv5, SSD and FASTER-RCNN
performance on the three datasets.

and B, and the denominator represents the sum of the areas
of windows A and B. Obviously, the value of IOU is between
[0, 1]. The closer the IOU is to 1, the more the two windows
overlap, and the better the positioning accuracy. Otherwise,
the worse it is.

Accuracy =
TP+ TN

TP+ TN + FP+ FN
(10)

Among them:
True positives (TP): the number of instances correctly

classified as positive, that is, the number of instances that are
actually positive and classified as positive by the classifier Q
(number of samples).

True negatives (TN): the number of instances correctly
classified as negative, that is, the number of instances that are
actually negative and classified as negative by the classifier.

False positives (FP): the number of instances incorrectly
classified as positive, that is, the number of instances that are
actually negative but classified as positive by the classifier,

False negatives (FN): the number of instances incorrectly
classified as negative, that is, the number of instances that are
actually positive but classified as negative by the classifier.

The specific results are presented in Table 1. This exper-
iment aims to explore the impact of our algorithm on
automatic image recognition tasks, validating the potential
of image enhancement techniques in improving image pro-
cessing and recognition performance, and providing strong
empirical support for further research in image processing.

The experimental results indicate that the proposed data
augmentation method, when applied to the YOLOv5, SSD,
Faster-RCNN model for e-commerce image recognition
tasks, has a significant positive impact on recognition accu-
racy, IoU and mAP. The image dataset processed with
data augmentation during the training process effectively
improves the model’s generalization ability and facilitates the
model to converge to higher performance levels in a shorter
time. This result further validates the rationale behind the
additional cost of longer training times during training, as it
significantly enhances the model’s recognition performance
and robustness. The findings of this experiment provide
strong support for employing data augmentation techniques
to improve the performance of deep learning models in
e-commerce image recognition tasks. They also offer impor-
tant reference value for further research and application of
image data augmentation methods.

To further validate the effectiveness of the proposed
method, we extended our experimental analysis by includ-
ing comparisons with additional methods. Specifically,
we selected representative techniques from both traditional
and advanced image enhancement approaches. Table 2
presents the comparative performance of these methods
against our proposed algorithm on the e-commerce dataset.

TABLE 2. Performance comparison of the proposed method and baseline
techniques.

The results in Table 2 demonstrate that the proposed
method outperforms traditional data augmentation tech-
niques and CycleGAN across all performance metrics.
Specifically, it achieves the highest accuracy (91.0%), IoU
(90.0%), and mAP (92.0%) while maintaining a competitive
average processing time of 125 ms per image. In comparison,
CycleGAN, while performing well in recognition metrics,
has a significantly higher computational cost of 280 ms per
image, making it less suitable for real-time applications. The
proposed method effectively balances performance and effi-
ciency, highlighting its potential for practical deployment in
e-commerce platforms.

Additionally, to further validate the necessity of the
segmentation algorithm, we conducted an ablation study
comparing the performance of the proposed method with
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TABLE 3. Performance comparison with and without the segmentation
algorithm.

and without the segmentation step. Table 3 summarizes the
results.

The results demonstrate that incorporating the segmen-
tation algorithm significantly improves performance across
all metrics. The accuracy increased by 5.8%, IoU by 7.7%,
and mAP by 8.5% when the segmentation algorithm was
used. Although the inclusion of segmentation added an addi-
tional processing cost of 25 ms per image, the performance
gains justify its integration into the workflow. These find-
ings highlight the segmentation algorithm’s critical role in
reducing noise from complex backgrounds, improving the
clarity of input data, and enabling more accurate downstream
processing.

While the performance metrics reported in this study
demonstrate significant improvements across models, statis-
tical validation such as confidence intervals or t-tests was
not conducted due to the scope of the current study. The pri-
mary focus was to evaluate the effectiveness of the proposed
method through comparative metrics such as accuracy, IoU,
and mAP. Nevertheless, future work will aim to incorporate
statistical analyses to further validate the reliability and gen-
eralizability of the results.

V. DISCUSSION
This study highlights the substantial performance gains
achieved by the proposed method across different mod-
els and metrics, demonstrating its potential impact in both
technical and practical contexts. Beyond achieving signifi-
cant improvements in accuracy (91.0%), IoU (90.0%), and
mAP (92.0%) when applied to YOLOv5, SSD, and Faster-
RCNN, the proposed method offers broader implications for
e-commerce applications and other domains.

The proposed method’s ability to enhance image qual-
ity has direct relevance to e-commerce metrics such as
click-through rates (CTR) and conversion rates (CR). High-
quality images, characterized by improved segmentation,
realistic shadows, and seamless logo integration, are more
visually appealing and can capture user attention effectively.
This is likely to result in higher CTR as users are drawn
to better-presented product images. Similarly, the increased
accuracy of image recognition models can enhance recom-
mendation system precision and search engine relevance,
thereby driving higher CR. For example, products with accu-
rately enhanced images are more likely to appear in relevant

searches, improving the overall user experience and increas-
ing purchase likelihood.

The technical features of the proposed method, including
instance segmentation, background replacement, and shadow
generation, offer promising applications in fields such as
natural landscape photography,medical imaging, and artwork
analysis. In natural landscape photography, these techniques
can isolate elements like trees, mountains, and water bodies
for targeted enhancements such as color balancing or sky
replacement. In medical imaging, precise segmentation sup-
ports the isolation of anatomical structures, aiding diagnostics
and improving visualization. Similarly, in artwork analysis,
the method’s ability to manage complex backgrounds and
detect dominant colors can facilitate restoration, study, and
high-fidelity digital replication of artworks.

While the method demonstrates robust performance, the
lack of statistical validation, such as confidence intervals
or significance tests, represents a limitation. This restricts
the ability to fully quantify the reliability of performance
improvements. Additionally, the dataset used in this study,
while diverse, primarily focuses on common e-commerce
product categories and may not fully represent niche cate-
gories. These limitations suggest that further work is required
to validate the generalizability of the findings and address
broader datasets and scenarios.

To address these identified limitations, future research
will incorporate rigorous statistical analyses, including con-
fidence intervals and significance tests, to ensure a more
robust foundation for the reported improvements. Expanding
the dataset to include more niche product categories and
testing themethod’s scalability on larger, more heterogeneous
datasets will also be prioritized. Additionally, optimizing the
algorithm for domain-specific applications, such as adaptive
segmentation for medical imaging or artistic style trans-
fer for artwork analysis, offers exciting avenues for further
exploration.

VI. CONCLUSION
This paper presents an innovative e-commerce image
enhancement technique that integrates instance segmen-
tation, primary color detection, background replacement,
shadow generation, and logo addition into a unified
framework. The proposed method achieves significant
improvements in accuracy, IoU, and mAP while maintaining
computational efficiency, with an average processing time of
125 ms per image. These results highlight the method’s suit-
ability for real-time e-commerce applications and its potential
to enhance image quality and recognition accuracy across
various scenarios.

By aligning technical capabilities with the unique demands
of different fields, this study demonstrates the versatility
and scalability of the proposed method. The findings lay a
foundation for future work in advancing image processing
methodologies and expanding the algorithm’s applicability
across diverse industries, from e-commerce to medical imag-
ing and beyond.
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