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ABSTRACT In recent years, the rapid advancements in wireless communication technologies have
necessitated more efficient and integrated systems. An emerging paradigm addressing this need is the
integration of Intelligent Reflecting Surfaces (IRS) with Non-Orthogonal Multiple Access (NOMA) for
Integrated Sensing and Communication (ISAC). This paper offers a comprehensive survey of the state-
of-the-art IRS-NOMA technologies, emphasizing their potential to enhance ISAC systems. We examine
the fundamental principles of IRS and NOMA, investigating how their combined integration can markedly
improve spectral and energy efficiencies, system capacity, and overall performance. The survey methodically
categorizes and reviews recent research contributions, highlighting key innovations, design methodologies,
advancements in the sophisticated algorithms, and performance metrics. Furthermore, we address the
practical challenges and implementation issues associated with IRS-NOMA in ISAC, such as hardware
limitations, signal processing complexities, and security concerns. Additionally, we outline open research
directions and future prospects, aiming to stimulate further advancements in this promising field. Also,
we highlight the interplay between the IRS assisted ISAC NOMA with the other emerging technologies
towards the realization of 6G. Lastly, we present and summarize the lessons learned from this study. This
survey serves as an invaluable resource for researchers and practitioners interested in understanding and
advancing IRS-NOMA for next-generation integrated sensing and communication systems.

INDEX TERMS 6G, ISAC, IRS, NOMA, optimization, sensing, wireless communication.

I. INTRODUCTION

The introduction of fifth-generation (5G) wireless commu-
nication networks has ushered in a new era of connectivity,
marked by extraordinary data speeds, ultra-reliable low-
latency communications (URLLC) [1], [2], and massive
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machine-type communications (mMTC) [3]. As we advance
toward sixth-generation (6G) networks, the integration of
cutting-edge technologies becomes essential to satisfy the
increasing demand for more efficient, dependable, and
versatile communication systems. Among the many inno-
vative technologies, Integrated Sensing and Communication
(ISAC), Non-Orthogonal Multiple Access (NOMA), and
Intelligent Reflecting Surfaces (IRS) are prominent as key
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enablers for the next generation of wireless networks. ISAC
is a revolutionary concept that combines the functions of
wireless communication and radio sensing into a single
framework. This dual capability enables the concurrent
transmission of data and the gathering of environmental
information, which can be utilized for various applications,
including autonomous driving, smart cities, and industrial
automation [4]. The integration of sensing and communica-
tion promotes the more efficient use of spectral resources,
lowers hardware costs, and enables new services that
were previously unattainable with traditional communication
systems. ISAC systems are designed to harness the synergy
between communication and sensing, thereby improving
overall performance and unlocking new opportunities for
innovation in wireless networks [5]. In [6], the authors
introduced an innovative online learning strategy using
the multi-armed bandit (MAB) framework to effectively
manage inter-functionality interference (IFI) in a ISAC-
NOMA environment. Their approach addresses interference
by jointly optimizing the communication unit (CU)-radar
target (RT) pairing, power allocation (PA) at both the
base station (BS) and communication units (CUs), and the
design of the receiver beamformer. The proposed optimiza-
tion problem carefully balances the intricate relationship
between the communication rates of CUs and the radar
estimation information rate (REIR) of RTs in the uplink
scenario.

NOMA is a multiple access technique designed to enhance
the spectral efficiency of wireless communication systems
by enabling multiple users to share the same frequency
and time resources. Unlike traditional orthogonal multiple
access schemes such as Time Division Multiple Access
(TDMA) or Frequency Division Multiple Access (FDMA),
NOMA differentiates users based on their power levels or
code sequences [7]. By superimposing signals from different
users and using advanced signal processing techniques at the
receiver, NOMA can significantly boost network capacity and
support a larger number of simultaneous users [8], [9], [10],
[11], [12], [13]. The inherent ability of NOMA to deliver high
spectral efficiency, low latency, and massive connectivity
makes it a promising candidate for 6G networks [14].
IRS is an emerging technology that uses programmable
metasurfaces to control the propagation environment of
electromagnetic waves. By dynamically adjusting the phase,
amplitude, and polarization of incident signals, IRS can cre-
ate favorable propagation conditions, thereby enhancing the
performance of wireless communication systems [15], [16].
IRS can be deployed on building facades, walls and other
structures to mitigate signal blockages, extend coverage, and
improve signal quality in challenging environments [17].
The reconfigurability and low power consumption of IRS
make it a cost-effective solution for boosting the efficiency
and reliability of wireless networks [18]. The integration of
ISAC, NOMA, and IRS represents a powerful synergy that
can revolutionize the landscape of wireless communication.
By combining the sensing capabilities of ISAC, the spectral
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efficiency of NOMA, and the environmental control offered
by IRS, it is possible to develop highly efficient and intel-
ligent communication systems. This integrated approach can
address the limitations of individual technologies and provide
comprehensive solutions for the challenges faced by future
wireless networks [19]. For instance, ISAC can utilize the
environmental information provided by sensing to optimize
NOMA power allocation and IRS configuration, thereby
enhancing overall system performance [20]. The application
of ISAC-NOMA-IRS in various domains such as smart
cities, autonomous driving, and industrial automation holds
immense potential. In smart cities, this integrated framework
can support a wide range of services, from enhanced mobile
broadband (eMBB) to URLLC, ensuring seamless connectiv-
ity and efficient resource management [21]. In autonomous
driving, real-time sensing and communication capabilities
can enable safer and more efficient vehicle-to-everything
(V2X) communication [22].

Over the years, the potential of ISAC in advancing the
objectives of 6G has been extensively explored. The ISAC
system is set to deliver high-resolution sensing, localiza-
tion, imaging, and environmental reconstruction capabilities,
enhancing communication performance while simultane-
ously expanding the range of network service scenarios.
Broadly the use cases of the ISAC can be categorized [23]
as shown in Figure 1.

High y localization and imaging, mapping, and
tracking : localization;
High Precision Location .

Mapping (Outdoor/Indoor) City Mapping

Cooperative Localization and Environmental

Imaging . Monitoring
: (Weather/Rain/Pollution
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: Augmented human
sens; . sense
N Human Presence/Proximity/
: FalllActivity Detection
Hidden Object Detection [ W :
: I Using Virtual Platform

Medical Diagnosis/

Treatment/Monitoring W —

FIGURE 1. Broad categories of ISAC use cases in 6G.

Thus, the significance of ISAC for the future gen-
eration of society is evident. The potential of ISAC
to enhance societal well-being motivates the authors to
explore its capabilities and investigate the integration of
ISAC with NOMA and IRS. However, achieving these
goals requires addressing numerous challenges. The deploy-
ment of ISAC-NOMA-IRS presents significant obstacles,
including the need for sophisticated algorithms for joint
optimization, the complexity of hardware implementation,
and potential security and privacy concerns associated
with integrated sensing [24]. Motivated by these chal-
lenges, the authors have addressed all the related issues in
this review.
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FIGURE 2. Organization of the paper.

TABLE 1. List of acronyms and corresponding definitions.

Acronym Definition

NOMA Non-Orthogonal Multiple Access
SC Superposition Coding

SIC Successive Interference Cancellation
BS Base Station

UE User Equipment

DL Downlink

UL Uplink

UE User Equipment

LOS Line of Sight

NLoS Non-Line of Sight

IRS Intelligent Reflecting Surface
AWGN Additive white Gaussian noise

ISAC Integrated Sensing and Communication
RCC Radar-Communication Coexistence
DFRC Dual-functional Radar-Communication
SCNR Signal to Clutter Plus Noise Ratio
SNR Signal to Noise Ratio

Pd Probability of Detection

Pfa Probability of False Alarm

MSE Mean Squared Error

CRB Cramér-Rao Bound

FIM Fisher’s Information Matrix

EC Ergodic Capacity

oC Outage Capacity

o It provides a comprehensive overview of the perfor-
mance matrices to evaluate the performance of the radar
and communication system for an ISAC system.

« It highlights the fundamental mathematical model for
the IRS-NOMA assisted ISAC system along with the
progress of the IRS-NOMA assisted ISAC related
works. This includes a tabulated overview of system
metric utilization, a comparison of algorithms related
to IRS-NOMA -aided ISAC, and distinct IRS-NOMA
approaches within ISAC systems, along with a thorough
discussion on the objective, methodology, IRS deploy-
ment strategies, and related achievements.

« It further emphasizes the interplay between IRS-aided
ISAC NOMA and augment other emerging technologies
towards the connectivity framework of 6G. It lays
out the broader framework for how these integrated
technologies may align with the vision for forthcoming
wireless communications.

o Addressing Implementation Challenges: We discuss
the significant practical challenges and implementation
issues associated with IRS-NOMA in ISAC, related

A. CONTRIBUTIONS

We summarize the main contributions of this paper as
follows:

to algorithmic complexities, i.e., signal processing
complexities, hardware limitations and impairment,
and security and privacy concerns associated with

o It provides a comprehensive overview on the NOMA IRS-NOMA in ISAC, and also highlight future perspec-

and IRS along with related mathematical modeling.
Tuning of IRS elements is the most critical aspect of the
IRS-assisted networks as it greatly influence the overall
system performance. It provides an outline about the

tives.

It also highlights the limitations associated with the
integration of IRS, NOMA, and ISAC. Furthermore,
we have summarized the lessons learned from this study.

tuning process involves in the IRS.

o A comprehensive overview on the ISAC is presented
including its architectural overview, frequency band of
operation, application areas and present technological
standards. It also highlights the relative merits and
demerits of different configurations.

B. RELATED WORK AND EXISTING SURVEYS

The up-to-date list of surveys [25], [29], magazine [26], [27],
[28] and mini survey paper [30] that have discussed IRS are
shown in Table 2. To the best of the authors’ knowledge,
the present survey paper addresses a wide range of topics

VOLUME 12, 2024 186089
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TABLE 2. A comprehensive list of the existing survey papers and magazine articles and comparison.

Reference Year Type NOMA IRS ISAC-A ISAC-PM | INI CHN FP Lim LL
[25] 2024 Survey X v X X X v v X X
[26] 2024 Magazine v X v X X X v X X
[27] 2023 Magazine X v v X X v v X X
[28] 2023 Magazine X v v v X v v X X
[29] 2023 Survey X v X X X v v X X
[30] 2023 Mini-Review X v X X X v X X X
This work Survey v v v v v v v v v
ISAC-Architecture: ISAC-A; ISAC-Performance Matrices:ISAC-PM;IRS-NOMA for ISAC: INI; Challenges: CHN; Future Perspective: FP; Limitations: Lim;

Lesson Learned: LL [Discussed: v ; Not Discussed: x |

related to the IRS-NOMA assisted ISAC in comparison to
the existing survey papers. Emphasizing the novelty and
uniqueness of this survey compared to existing surveys.
This survey paper provides a novel contribution to the
field by offering the first comprehensive investigation of
IRS-assisted NOMA systems specifically applied to ISAC as
per the authors knowledge. It highlights both technical and
practical challenges, outlines state-of-the-art solutions, and
proposes potential research directions, setting a foundation
for future research and development in next-generation
wireless networks.

C. ORGANIZATION OF THE PAPER

The rest of the paper is structured as follows: Section II
provides a basic understanding of NOMA and related signal
processing techniques. An overview of IRS is presented in
Section III, including discussions on related signal processing
approaches and various tuning techniques. Section IV covers
the fundamentals of ISAC and its different configurations,
highlighting the relative merits and demerits of these system
configurations, as well as addressing key parameter metrics
[18]. Section V discusses IRS-NOMA -assisted ISAC and
related works. Section VI highlights the possible interplay
between the IRS assisted ISAC NOMA with the other
technologies. The challenges and future perspectives are
highlighted in Section VII. Several limitations are discussed
in Section VIIIL. In Section IX, we provide the lessons learned
through this study. Finally, Section X summarizes the paper.
More detailed about the organization of the paper is depicted
in Figure 2. The list of abbreviations used in this survey paper
is presented in Table 1.

Il. NOMA: BASICS

This section highlights the basic concept of the Superposition
Coding and Successive Interference Cancellation methods.
It also includes the basic signal processing model for
downlink/uplink NOMA.

A. SUPERPOSITION CODING (SC)

The idea of SC was first introduced in [31]. In this approach
of the SC scheme is used to enable the transmission of
information from a single source to multiple receivers. The
SC scheme is further investigated in [32]. Further in [33],
the authors have implemented the SC based transmission
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FIGURE 3. Superposition Coding (SC) scheme.

scheme. In this scheme, multiple user’s data (Here, K UEs)
are superimposed to produce the composite signal for the
transmission and the same is depicted in Figure 3. The
composite signal (s) can be expressed as

K
§= ZV Ay Pspy, (D
m

where, s,, is the information from the m™ UE, a,, is the
power coefficients (Zf: 1 o; = 1) corresponding to m™ UE
and the total power allocation for the K UEs is limited to P.
To counter the interference due to this superimposition, it is
required to implement SIC at the receiver side.

>y sy t,—»@)—l—»

_)[ y2 =y' — hy§y ]—)[3"’ Layer DetectlonJ———) 8

......................... [ () Layer

'
I_>[YK =y —hg 48k }—)[K"' Layer De‘ecﬁon]—__) Sk

FIGURE 4. Successive Interference Cancellation (SIC) receiver.

B. SUCCESSIVE INTERFERENCE CANCELLATION (SIC)

The basic architecture of the SIC scheme is depicted in
Figure 4. The SCI [34] is particularly important to decode
the UE signal from the superimposed coded signal. The basic
operation of the SIC relies on exploiting the power differences
among UEs ( who’s signal are superimposed). In this iterative
algorithm, the data is decoded according to the decreasing

VOLUME 12, 2024
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FIGURE 5. Downlink NOMA.

power levels. It means that data corresponding to the UE
having strongest power is decoded first, then the data of UE
having the next highest power is decoded. The process will
continue till all the user’s data are decoded.

With the brief description of SC and SIC, the following
section provides an overview of NOMA in downlink and
uplink networks along with a relative comparison between
OMA and NOMA techniques.

C. DOWNLINK NOMA

As in Figure 5, at the transmitter side, the BS transmits
the combined signal towards the users. The combined signal
in a DL-NOMA networks is basically a superposition of
the desired signals corresponding to the multiple users with
user specific power coefficients. The selection of the power
coefficient depends on the channel condition corresponding
to each users and in an inversely proportionate. Under this
scheme, lesser power is allocated for the user with good
channel condition and higher power towards the user with bad
channel condition. The heart of receiver signal processing is
the SIC processor, which is discussed in detail in the later part
of this section. In a brief, in SIC, the receiver at the user end
first detect the stronger signals and are subtracted from the
received signal. This process continues until the desired user
is able to extract its own signal.

In DL scenario, the BS transmits s; signal to towards the
i" UE considering the corresponding power coefficients «;
(lez 1 o; = 1). The total power allocation for the K UEs is
limited to P. Therefore, the superimposed signal transmitted
from the BS can be represented as,

K
S = wz,/aiPs,- )
i=1

Based on the concept of NOMA, the order of the channel
gains are assumed to be |h%| < |h§| < < |h%(|
corresponding to the power coefficients order oy > o) >
..o . The channel gain can be maximized using the precoding
matrix w. The received signal (y,,) corresponding to the m™
UE can be expressed as

K
Ym = Whi D JatiPsi + np, 3
i=1
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where n,, ~ CN(0,0?) and h,, is the channel coefficient
corresponding to m™ UE.

D. UPLINK NOMA

Figure 6 represents a uplink NOMA (UL-NOMA) network.
As in Figure 6, each UE transmits its signal towards the BS.
SIC process is carried out to detect the signal corresponding
to each UEs. Considering the same channel conditions and
power coefficients as discussed in the DL scenario, the
received signal at the BS under the UL scenario can be
expressed as

K
y=WwW Z hi\/a;iPs; + n, (Y]
i=1

where n ~ CN(0,0?) and h; is the channel coefficient
corresponding to /" UE. P is the maximum transmission
power and it is assumed to be common for all UEs. The
received precoding matrix is denoted by w.

E. SUM RATE ANALYSIS

This section deals with the overview on the sum rate of the
DL-NOMA and UL-NOMA. Considering the signal model
as in (3), the SNIR [35], [36] corresponding to the m™ UE
can be expressed as,

amy |Whm|2

SNIR,, = ,
Y |WhWI|2 ZtK:m+l @i+ 1

&)

The DL-NOMA rate corresponding to the m” UE can be
expressed as

RDL=NOMA — [og, (1 + SNIR,,)
= log> (1 +

Ay [Whiy|*
2 K
Y Wh | X8 i+ 1

), (6)
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FIGURE 6. Uplink NOMA.

Here, y represents the SNR (y = P/az). Thus, the sum rate
of DL-NOMA can be expressed as

K
RDL-NOMA _ Z logs (1 4 SNIR,,)

sum
m=1

K—1 2
o wh,
=2 loga| 1+ aaull
P Y AWhin|® 2 i @i + 1

+loga (1 + ey [Whil?) )

The last term in (7) represents the SINR of the K th UE.
Similarly, the sum rate can be done for UL-NOMA system.
As in [36], corresponding to the m” UE (m # 1) can be
expressed as,
Ay [Whi|*
y 22";11 o |whil> + 1
The sum rate of UL-NOMA can be expressed as

SNIR,, = ®)

sum

K
RUL—NOMA _ Z logs (1 + SNIR,;,)

m=1

= logs (1 +ary |wh1|2)

< amy [Why|?
+ D log e .9
m=2 Y Zi=1 o |whi|“ + 1
where the first term (o1y |h |2) represents the SNIR corre-
sponding to the first UE.

Ill. IRS: OVERVIEW

This section highlights the hardware aspect of the IRS
design along with the discussion on the tuning processes.
Furthermore, it also highlights the mathematical modeling for
the single/multi IRS system.

A. IRS HARDWARE: OVERVIEW

The IRS is composed of a programmable metasurface that
can fully control the phase shifts corresponds to the scattering
elements [37], [38], [39], [40], [41]. This can be achieved by
subjecting the scattering elements to an external stimulus that
changes their physical properties and thereby alter the EM
properties of the metasurface [37], [39], [42]. A typical IRS
structure is presented in Figure 7.
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As in Figure 7, IRS comprising three distinct layers and a
smart controller. The first layer, referred to as the IRS layer,
consists of a dielectric substrate hosting multiple tunable
and reconfigurable metallic patches to directly manipulate
incoming waves. In most cases, copper is employed in the
second layer to mitigate transmission power losses arising
from IRS reflection. The third layer comprises a control
integrated board, responsible for both excitation and real-time
controlling the reflection amplitudes and phase shifts of the
individual reflecting elements.

Within this context, the metasurface plays a pivotal
role in the effective implementation of the IRS [43]. This
metasurface comprises a multitude of scattering elements,
often composed of metal and dielectric materials. It leverages
its scattering, focusing, and polarization properties to craft
the desired beam pattern [44], [45]. As detailed in [46]
and [39], advancements in micro-electro-mechanical systems
(MEMS), field-effect transistors (FET), liquid crystals,
graphene, varactors, and PIN diodes have made it econom-
ically viable to create metasurfaces. Once a metasurface
is fabricated with a specific structure, it exhibits fixed
electromagnetic properties.

Howeyver, to be effective for IRS, a metasurface must be
reconfigurable. In the case of a metasurface, altering the
surface impedance causes an abrupt change in the incoming
signal. This fundamental principle is harnessed in IRS to gen-
erate the desired beam formation. In simpler terms, it means
that the reflection coefficient of each element within the
metasurface should be tunable to accommodate user mobility.
The development of MEMS, FETs, and PIN diodes has
made this reconfigurability feasible. In practical applications,
a controller, often implemented using a field-programmable
gate array (FPGA), comes into play. As illustrated in Figure 7,

VOLUME 12, 2024
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TABLE 3. Tuning processes.

Type Element Band Control Method
Compati-
bility
Varactor Diode [48] M/MW Bias Voltage
Circuit Tuning PIN Diode [49] M/MW Bias Voltage
Complementary Metal-Oxide- T Bias Voltage
Semiconductor (CMOS) Tran-
sistor [50]
High-Electron Mobility Tran- T Bias Voltage
sistors (HEMTs) [51]
. . Micro electromechanical sys- T Bias Voltage
Geometric Tuning tems (MEMS) [52] Y g
High impedance surfaces T Bias Voltage
(HIS) [48]
Ferroelectric films [53], [54] M/MW Bias Current
[Bag.6Sro.4TiO3(BST)]
Material Tuning  Ga-Sb-Te (SGT) [55] T Bias Current
Liquid crystal [56] T Bias Voltage
Graphene [57], [58] T Bias Voltage

Vanadium Dioxide (VO2) [59] MW/T
Microwave Band: M; Millimeter-wave: MW, Terahertz: T

Joule Heating

an embedded controller has the capability to interface
with the external world, facilitating the reconfiguration of
each metasurface element by disseminating optimized phase
information [15], [37].

There are several research works where the first layer
is completely build with the passive elements but this
approach leads to a significant challenge in channel esti-
mation. Furthermore, dedicated sensors may be strategically
deployed within the first layer, potentially interwoven with
the IRS’s passive reflecting elements. The approach of
combining passive elements with the strategically placed
active elements improve the optimization of the reflection
coefficients, thereby enhancing the IRS’s ability to adapt
to its environment [37]. Although there are studies, where
researchers are dividing the IRS elements into subgroups to
reduce the overhead for the channel estimation [47].

B. IRS: TUNING PROCESSES

Hence, it becomes evident that configurability or tunability
stands as a critical factor in unlocking the full potential
of the IRS. In the realm of tuning processes within the
context of IRS, researchers have identified three fundamental
categories as elucidated in the literature: Circuit Tuning,
Geometric Tuning, and Material Tuning. Each of these
categories plays a crucial role in tailoring the performance of
IRS to meet specific objectives. Circuit Tuning encompasses
the fine-tuning of IRS by adjusting individual impedance
elements within the unit cell circuit model. This intricate
process involves the strategic deployment of adjustable
capacitors and switches, both within the unit cells themselves
and at inter-cellular connections. Through these adjustments,
the electrical characteristics of the IRS can be precisely
controlled, allowing for dynamic impedance changes to
optimize its performance for various applications. Geometric
Tuning takes a more physically transformative approach.
In this method, modifications are made to the shape or
structure of the unit cell itself. These alterations have
a profound impact on the corresponding circuit model,
resulting in significant changes to the IRS’s electromagnetic

VOLUME 12, 2024

behavior. Material Tuning, revolves around the manipulation
of material properties within the IRS. This involves altering
the characteristics of the substrate or specific segments within
unit cells to influence the reactivity and attributes of the
substrate layer or specific components of the unit cell.

In the pursuit of impedance reconfigurable surfaces, it’s
essential to consider these three tuning processes, as they
collectively enable precise control and optimization of IRS
behavior. The elements related to these tuning processes
are summarized for your reference in Table 3. Addition-
ally, the literature [55] also highlights the significance of
phase-change materials in the context of IRS. A compre-
hensive discussion of various phase-change materials and
their potential contributions to IRS technology can be found
in [55].

C. IRS: SIGNAL MODEL

This section presents the pictorial representation and mathe-
matical signal model for various scenarios, considering both
single and multiple IRS configurations.

s

ai
Uncontrollable

S @
\Channel Response |

(b) In absence of LoS link

FIGURE 8. IRS assisted communication system with single user.

1) SINGLE-IRS SINGLE USER

In Figure 8, we illustrate a simplified communication system
featuring an IRS that assists in DL communication. In this
setup, a single IRS is deployed to support a user or mobile
station (MS). The IRS comprises N, discrete reflecting
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elements, each MS is equipped with N,, antennas, and the
BS is equipped with Np, antennas. The system configuration
involves both direct/LoS and a NLoS/reflected path. In this
context, we denote the channel between BS and MS as hy,,, €
CNoxNu - Additionally, we use hj,, € CNo*Ne to represent the
channel matrix between the MS and IRS. Similarly, we refer
to hp; € CNeXNm a5 the channel matrix associated with the
link between the IRS and BS. The expression for the received
signal at the user corresponding to the transmitted signal x is
as follows:

Y= (hpp, + him!bhbi) px+u (10)
y= (hpmpx) + (hin¥hy)px +u, (11)
Uncontrollable Controllable

Here, u represents the AWGN channel, and p represents the
precoding matrix employed by the BS for the specific MS.
Notably, the path denoted as A, is uncontrollable, whereas
the reflected path can be actively managed by leveraging the
phase () distribution of the IRS elements.

2) MULTI-IRS MULTI USER

Figure 9 and Figure 10 depict the configuration of an
IRS-assisted communication system, illustrating both the
UL and DL scenarios. In this setup, multiple (L) IRSs are
incorporated within the network to provide service to the K
MSs. It is important to note that within this system, there
exists a direct communication link between each MS and the
BS. Moreover, the communication path involves a cascaded
channel, which includes reflections at the IRS, adding a layer
of complexity and adaptability to the overall communication
process.

FIGURE 9. IRS-assisted UL communication system: multi-IRS and
multi-user.

In the diagram presented in Figure 9, we have several
key channel matrices representing different segments of
the communication system; hyp, € CNo*Nw signifies the
channel matrix corresponding to the k™ MS’s link to the
BS. The /i, € CNeNr denotes the channel matrix
representing the connection between the k” MS and the
™ IRS. Similarly, i}, € CM>*Ne is the channel matrix
associated with the path between the /" IRS and the BS.
The advantages of utilizing IRS can be harnessed through
careful design of the phase matrix and the phase shift matrix,
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denoted as ¥ = o diag (¢!, ... .., eé/¥Ne). Here, each ¢; €
[0,27], where i = 1,...,N,, represents the phase shift
corresponding to the i element of the IRS, and ¢ € [0, 1]
signifies the reflection coefficient. Furthermore, to specify
the phase matrix associated with the 1" IRS, we use the
notation ¥'. This approach allows for precise control over the
reflected signals, enabling optimization and enhancement of
the communication system’s performance.

Considering the system as illustrated in Figure 9, the
received signal at the BS corresponding to the transmitted
signal x; from the k”* MS is given by:

K

L
y= Z(hmm - Zhﬁhv/f’hinik)pkxk +u (12)
=1

k=1

where, u denotes the complex valued AWGN channel and py
represents the precoding matrix corresponding to the k" MS.
The received signal at the BS can be processed to estimate
the transmitted signal, x. This estimation, denoted as X,
is achieved by utilizing an appropriate filter represented as W,
as follows: X = WHy. Here, X represents the estimated signal
at the BS, and W denotes the filter used for this purpose.

IRS IRSL

BS

FIGURE 10. IRS-assisted DL communication system: multi-IRS and
multi-user.

Here, BS allocate Ny ; streams for each MSs and x; is the
signal transmitted towards the k”* MS. In above Figure 10,
B, € CNo*Nim represents the channel matrix corresponding
to k™ MS to BS. And A, € CNo*Ne denotes the channel
matrix between the k™ MS and (" IRS. Similarly, hl, €
CNexNm is the channel matrix related to the path between
the /" IRS and BS. Similarly, considering the system as in
Figure 10 the received signal at the k" MS corresponding to
the transmitted signal x; can be expressed as

L K
i = (hbmk +> himkwlhé,i) Spxctwe (13)
=1

k=1

Similar to the previous case, the signal corresponding to each
MS can be estimated (X ) by utilizing appropriate filter (Wy),
i.e, XAk = nyk.

This section outlines a fundamental signal processing
model for IRS-assisted system. When applied in the con-
text of communication, localization and energy harvesting
etc, there exist exciting prospects for the development of
novel signal processing algorithms. These algorithms can
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FIGURE 11. Simplified ISAC block diagram.

effectively tackle various aspects, including; Scaling Laws,
Near-Field Propagation Challenges, Channel Modeling with
Sparsity, Mutual Coupling and IRS Mobility etc. In essence,
the research challenges in IRS-assisted signal processing
encompass system modeling, algorithm design, and opti-
mization to harness the full potential of IRS technology and
achieve maximal signal gain in various applications. These
challenges present exciting opportunities for innovation and
advancement in the field of future generation wireless
communication system.

IV. ISAC: OVERVIEW
The development of next-generation wireless networks,
encompassing beyond 5G (B5G) and 6G, has been heralded
as a pivotal advancement with the potential to empower a
wide range of emerging applications. To meet the demands of
these applications effectively, these networks must offer not
only high-quality wireless connectivity but also unparalleled
sensing capabilities. The role of sensing in BSG/6G networks
is envisioned to surpass previous levels of importance
and significance [60], [61]. At the same-time, telecom-
munications companies are actively exploring avenues for
re-purposing spectrum that is currently allocated for other
purposes. Radar frequency bands emerge as highly promising
options for sharing with diverse communication systems due
to the substantial spectrum resources they offer [5], [62].
Consequently, there exists a mutually beneficial scenario
through the integration of radar and communication systems.
This has sparked interest in the emerging research area known
as Integrated Sensing and Communications (ISAC) [63].
A simplified block diagram is depicted in Figure 11.
Specifically, there are two primary research directions
within this field: Radar-Communication Coexistence (RCC)
and Dual-functional Radar-Communication (DFRC) [64].
RCC endeavors to advance effective interference manage-
ment techniques, enabling the concurrent operation of both
systems without causing undue interference [65], [66].
In contrast, DFRC techniques are geared toward creating
integrated systems capable of seamlessly conducting wireless
communication and remote sensing simultaneously [66],
[67]. Typical system models for RCC and DFRC are pre-
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FIGURE 12. Joint radar communication system.

sented in 12a and 12b respectively. Considering the RCC sys-
tem architecture, there are several limitations such as, it need
for two different systems with proper coordination, severe
interference, synchronization and compatibility [5]. In case
of a DFRC system, this integrated approach offers several
advantages, including improved efficiency in terms of size,
power consumption, and cost when compared to the RCC
systems. However, it’s important to note that because radar
and communication functionalities share critical resources
like spectrum, power, and antennas, DFRC methods often
come with a trade-off, resulting in some degradation in both
radar and communication performance [68]. In this regard a
summary of the coexistence of the radar and communication
system is presented in Table 4.

Based on the target location and ISAC transmitter and
receiver sections, the ISAC system configuration can be
characterized into four categories [83]. The architectures
corresponding to each categories are presented in Figure 13.
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FIGURE 13. System configurations of ISAC. (a) Mono-static ISAC BS and
radar-targeted UE. (b)Mono-static ISAC BS and non-targeted UE.

(c) Bi-static ISAC BS and radar-targeted UE (d) Bi-static ISAC BS and
non-targeted UE.

Table 5 summarized the features an challenges corresponding
to each categories.

A. TYPICAL ISAC SYSTEM MODEL
Figure 14 illustrates a DL-ISAC system, wherein N; transmit-
ter antennas (Tx) are utilized at the ISAC-BS, and N, receiver
antennas (Rx) are employed. Here, the User Equipment (UE)
is equipped with a signal antenna system. The overall system
signal model can be segregated into two components: the
sensing model and the communication model. Subsequent
sections provide concise mathematical models for these
components. Initially, we address the sensing model. As in
Figure 14, we assume that there are L paths [One LoS and
L — 1 NLoS Paths]. And for the simplification we assume
that LoS path contains desired target information and NLoS
paths are from clutter source.

Let x = [x0,x1,...,x1—1]7 € CE*! be the transmitted
signal from the ISAC-BS. Therefore, the received signal at
the ISAC-BS can be expressed as in (14),

L—-1

¥r = a04/pob(Bo)a’ (G0)Fx + D ey /pib(@a (6)Fx +n,.,
=1

LoS Path NLoS Path

(14)

where oo and oy (Vi,...L — 1) represents the reflection
coefficients corresponding to the desired target and the
" clutter. The transmitted powers corresponding to LoS
and NLoS path are represented by po and p; respectively.
Here, the angles corresponding to the target and the [
clutter are denoted by 9y and 6; respectively. The transmit
and receive steering vectors are represented by a(9) and
b@®). F = [fo,f,....f1_1] € CN>*L represents the
transmit beamforimg matrix. The additive white Gaussian
noise (AWGN) vector is denoted by n, with variance of
0,12'_. As in [92], the received sensing signal after the receiver
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beamforming at the ISAC-BS can be expressed as in (15),
L—1
¥s = c0/Pow b(Bo)xo + D e /prwb@)x; + wn,,
=1
(15)

where w is the receiver beamforming matrix and it is so
formulated to maximize the the overall signal to clutter plus
noise ration (SCNR). The overall SCNR can be expressed as
in (16),

|etg o/PoW b(B0)x0 |

SCNR = —— . (16)
St e ymrwtbOpx|” + wHwo?2
Clutter/Scatterer
- -
<€---___
((( )))w Target
<:-:2 Echosignal
—> Transmitted signal UE
ISAC BS

FIGURE 14. Mono-static ISAC system.

As a part of the communication signal modeling, it is
assumed that channel information is available to receiver (a
communication user (UE)). As in Figure 13, the received
communication signal is composed of the LoS and NLoS
components. The received signal can be expressed as

ye = h'Fx + n,, (17)

where h € CM*! represents the channel vector and 7,
denotes the AWGN noise with the variance anzl.. Considering
the system model, based on [92], the communication signal
to noise ration can be expressed as in (18),

I Fx|*

2
Unc

SNR = (18)

B. PERFORMANCE METRICS

In this section, we first introduce basic sensing and com-
munication performance metrics with some insights. All the
performance matrices are summarized in Figure 15.

1) PERFORMANCE METRICS FOR SENSING

In this segment, we outline the essential performance metrics
crucial for characterizing the sensing, communication, and
ISAC systems.

Three primary categories can be used to classify sensing
tasks: detection, estimate, and recognition. These tasks
involve assessing gathered signals or information in light of
the detected objects [61], [93].

Detection: It is basically refers to the process related
to making binary or multiple decision about the intended
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TABLE 4. Summary: Radar-Communication coexistence.

Frequency Band Radar System Communication System Reference
L Band Long-range radar, ATC radar LTE, 5G NR [69], [70]
S Band Moderate-range radar, ATC radar, airborn early warning radar ~ IEEE 802.11b/g/n/ax/y WLAN, LTE, 5G NR, NB- [71]1-[74]
IoT
C Band Weather radar, ground surveillance radar, vessel traffic service IEEE 802.11a/h/j/n/p/ac/ax WLAN. [62], [75]
radar
Ku Band Military radar Satellite Communication, NASA’s Tracking Data
Relay Satellite
mmWave Band Automotive radar, High resolution imaging radar IEEE 802.11 ad/ay WLAN, 5G NR [75]-78]
THz Band Active covert Terahertz imager (ACTI), Concealed weapon Indoor communication systems, fiber-equivalent [79]-[82]
imager,Human activity recognition (HAR). wireless links.
TABLE 5. Summary: System configurations of ISAC.
Configuration  Features Challenges Reference
10(a) Self-interference signal can degrade radar sensing [84], [85]
o The ISAC Tx and radar Rx are co-located in ISAC BS, The radar Rx can  performance.
use the transmitted signal .
e No additional time and frequency synchronizations are needed as the Tx
and Rx share the same clock and oscillator.
10(b) Same as in for 10(a) Optimization in waveform to minimize the Interfer- [86], [87]
ence.
10(c) [88], [89]
e The ISAC Tx and radar Rx are separated from each other. o The radar Rx do have access of pure refer-
o No additional time and frequency synchronizations are needed as the Tx ence signal.
and Rx share the same clock and oscillator. o Time and Frequency Synchronization.
o Optimal power allocation.
¢ Inability to detect targets due to insufficient range
resolution or overwhelming transmitted signal strength.
10(d) Same as in for 10(c) Apart from challenges as in for 10(c), Optimization [90], [91]

in waveform to minimize the Interference.

target under the noisy or under the influence on interference.
Usually, binary or multi-hypothesis testing problems can
be used to describe detection problem. In case of binary
detection problem, two hypotheses are considered, H1: target
present and H: target absent. Generally the performance of
any sensing system is assess by probability of detection (Pd)
and probability of false alarm (Pfa). Pd is the likelihood that,
in light of the occurrence of H, hypothesis H; is decided.
Pfa is the likelihood that, in light of Hg events, hypothesis
'H1 is decided. The ability of a detector to attain a specific Pd
and Pfa for a particular SNR is used to gauge the detector’s
performance. Understanding the detection performance can
be gained by looking at the receiver operating characteristic
(ROC) curves.

Estimation: The process of obtaining valuable information
about the sensed object from noisy or interfered-with obser-
vations is known as estimation. The estimation performance
is generally measured by mean squared error (MSE) and
Cramér-Rao Bound (CRB). Furthermore, Weiss-Weinstein
Bound (WWB) and Ziv-Zakai Bound (ZZB) can be utilized
for the same. The MSE defined the mean squared error
between a parameter’s estimate (say, é) and true value (9).
The inverse of the Fisher Information (FI), or CRB, is a
lower bound on the variance of any unbiased estimator over 6.
As in [94], the MSE can be defined as

MSE; = E [(9 _ é) (9 —_ é)H} (19)
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Several literature [94], [95] have provided lower constraints
on MSEy in order to obtain more insights. One of the most
well-known is the CRB. This CRB can be calculated as it
pertains to an unbiased estimator,

CRBy =17 (0) (20)

where 1(0) is the Fisher’s information matrix (FIM) with
(m,ny" element [I(O)ln, = E %&:‘”%T The
probability function for predicting the unknown deterministic
parameter vector 6 from the measurements y is denoted by
p(y; 0). When the parameters are random variables with a
known prior distribution, the CRB can also be applied [96].
The CRB with prior distribution knowledge is referred to as
the posterior CRB. The posterior CRB can be found using

CRBY™ = (1 + Iprior) ™ 1)

where I; = E[I(0)] is the FIM related to the measurement
and I, is the FIM corresponding to the prior distribution
p(0) with (m, )" element [Lyyiorlmn = Eo %%]
Bayesian lower bounds, which consider the parameters as
random variables with known prior distributions for each,
have subsequently been proposed to increase the tightness.
Two delegates in the Weiss-Weinstein Bound (WWB) and
Ziv-Zakai Bound (ZZB) fall under this group. Although they
are more difficult to assess overall, WWB and ZZB both
outperform CRB over a large range of SNRs. More details
about the WWB and ZZB can be found in [97].
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FIGURE 15. Performance metrics: ISAC.

Recognition: Understanding the nature of the detected item
based on noisy and/or disturbed observations is known as
recognition. At the application layer, recognition is com-
monly described as a classification task whose performance
is assessed using the recognition accuracy metric.

2) PERFORMANCE METRICS FOR COMMUNICATION

We discuss PHY performance indicators for communications
in this section. Generally speaking, the performance of a
communication system can be evaluated through efficiency,
and reliability. Further classification can be made and
discussed in the following sections.

Efficiency: The efficiency and the success of the commu-
nication system depends on the efficient utilization of the
resources, like, frequency-band, spatial resources and power
resources etc. Given the restricted resources, the efficiency
of a communication system is a indicative parameter that
assesses the amount of information that is successfully
transferred between the source and destination [98]. Most
commonly ‘“spectral efficiency” and “energy efficiency,”
are used to highlights the efficiency of a communication
system. Furthermore, coverage is also a crucial efficiency
measures. Although the spectral efficiency is equal to the
capacity normalized by bandwidth and is further detailed in
the following section.

Capacity: When the coding block length is long enough,
Shannon capacity quantifies the greatest communication rate
in bits per transmission at which the likelihood of error
can be arbitrarily small. The Shannon capacity refer to the
maximum mutual information /(X, Y) corresponding to the
channel input X and output Y. The same can be expressed
as, C = max 1(X,Y). Furthermore, considering the AWGN
channel (with noise variance o%) and input signal X with the
average power P, the Shannon capacity can be formulated
as, C = logo(1 + a%)‘ As further quantification, ergodic

186098

!

Performance
Metrics for
Communication

Energy
Efficiency

. Symbol Error Rate}
" — il o

'

v v
capa&irtgs"':;ﬂral .

Bit Error Rate

md Ergodic Capacity BER

g Data Collection £y Frame Error Rate

Outage
d Probability

]
m
l!l

capacity (EC) and outage capacity (OC) are often used. The
EC represents the average maximum data rate corresponding
to a communication system under given time varying channel
conditions. It is also assumed the CSI is perfectly known
to the receiver. Appropriate for fast-fading channels where
it matters more to achieve an average performance over
time. For each particular instance of the channel, it offers
no guarantees. OC refer to the maximum data rate of
a communication that can be reliably transmitted over a
channel with a certain probability of outage. An outage
is a communication breakdown caused by extremely poor
channel conditions that allow the transmission rate to surpass
the immediate channel capacity. It stands for the capacity with
proven reliability in particular. Furthermore, it can be applied
to situations requiring strict quality of service or to slow-
fading environments. The bit error rate (BER), frame error
rate (FER), symbol error rate (SER), and outage probability
are examples of frequently used metrics.

Reliability: The ability of a communication system to
reliably transfer correct data from a sender to a recipient
without errors, lags, or loss is referred to as reliability in
communication. Ensuring accurate and effective transmission
of information despite various impairments like fading,
interference, noise, jamming and other distortions is a crucial
feature of communication networks.

Latency: Latency refers to message transmission delays,
and essential measurements include round-trip time (RTT),
one-way delay, and jitter. Lower latency leads to faster and
more responsive communication.

Connectivity: Wireless connectivity is critical since it has
a direct impact on the dependability, quality, and efficiency
of data transmission. Strong connectivity provides seamless
network access, allowing for continuous communication
for voice conversations, video streaming, and real-time
apps. Connectivity measures the stability and reliability of
network links using Network Uptime, Signal Strength, and
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Connection Drop Rate. Metrics such as bandwidth utilization
and throughput assess the network’s data handling capacity.

A comparative analysis related to the exploration of
the performance matrices used in different literature are
summarized in Table 6.

V. IRS-NOMA FOR ISAC

Integrating IRS with NOMA enhances wireless network
capabilities by boosting spectrum and energy efficiency,
extending coverage, and accommodating a greater number
of users [111], [112], [113]. When paired with NOMA—
which allows multiple users to access the same frequency
resources—IRS maximizes spectral efficiency and reduces
energy consumption, offering a cost-effective and efficient
solution for advanced networks like 5G and 6G, which
demand high user density and robust coverage [113], [114].
This integration is thus well-suited for ISAC systems. This
section provides a foundational mathematical model for
an IRS-NOMA-enhanced ISAC system and reviews and
compares existing studies in this area.

A. MATHEMATICAL MODEL:IRS-NOMA FOR ISAC

This section presents the mathematical model for an
IRS-assisted NOMA system in the context of ISAC, as illus-
trated in Figure 16.

In the proposed system, a BS is equipped with N; antennas,
serving 2U single-antenna UEs, along with T radar targets,
and an IRS comprising M reflecting elements. It is assumed
that there are no direct links between the UEs and the
radar targets. Consequently, the IRS plays a crucial role in
establishing virtual line-of-sight (LoS) links between the BS,
UEs, and radar targets. As shown in Figure 16, the UEs are
distributed across U clusters, with each cluster containing
two UEs. Within each cluster, the UEs are supported by the
NOMA protocol to ensure efficient resource allocation.

1) COMMUNICATION MODEL

The communication signal transmitted by the BS can be
expressed as,

X_Zwu( VBunsun+Bugsur) . @2)

where w, € CN*! denotes the active beamforming
vector corresponding to u” cluster. The communication
signals corresponding to the near UE (UE (u, n)) and far UE
(UE(u, f)) in the u™ cluster are denoted by su.» and s, r. The
power coefficient corresponding to the UE (u, n) and UE (u, f)
UEs are denoted by B, , and B, s respectively. And Pyqx
represents the maximum transmit power of BS for all UEs
in each cluster.

As depicted, there are no direct path between the BS and
UEs. The communication links are established via IRS. Let,
H e CM*MN represents the channel between the BS and
IRS. And also, the channel coefficients between the IRS and
UEs are represented by h,; € CMx1 [where, i € n,f1.
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Furthermore, the passive beamforming is realized utilizing
the IRS element phase shift ¢,, € [0, 27) and the passive
beamforming vector is represented by F = [e’d" eiPr it ]
Therefore the received signal at the UEs can be expressed as

Yu,i = (hgiq’H) Wu+/ ﬁu,isu,i + (hIIZi(I)H) Wu+/ ﬁu,lsu,l

Intra—Cluster Inteference

Desired S ignal

(hH ‘I’H) ZwV > msv,j‘F&I/,L, (23)

VU jenf Noise

Inter —Cluster Inteference

where [,i € n,f, ] # i and ® = diag(F) represents the
diagonal phase matrix corresponds to the IRS. The additive
white Gaussian noise (AWGN) component associated with
u™ cluster and i”* UE is denoted by z,; ~ CN (0, 02).
Considering that SIC is applied for the UEs to decode the
signal and following [109], the achievable rate for UE (u, n)
to decode the signal of UE(u, f) can be expressed as

2
us I, 0w
]intra+]inter +02 ’ ( )
u,n u,n

Ryfon= logs (1 +

Bun |0, ®Hw,|* and Iimer

intra —
Where I = g

V;éu |hH <I)va| . Furthermore, with the successful decod-
ing of UE(u, n)’s own signal, the rate can be expressed as

h ®Hw,|*
Ru,n=logz(1+ﬂ””’ = “}) (25)
u,n

Jinter 4 o2

The corresponding SINR can be expressed as

hH ®Hw
y(u,n) = (ﬁ“”| S ) (26)
I"I{I’lfler + U

Considering the same approach as in [109], the achievable
rate for UE(u, f) to decode its own signal can be expressed
as

H
u.f
Ru,faf = 10g2 1+ = », s 27
Izltr,l;m +I’:;er +O’2
1) H 2 1
where I;”f’“ = Bu.n hu,f<I>ku and I;”f” =
2
v,+_u ‘thQva . As in 27, the required SINR for the
UE(u, f) to decode its own signal can be expressed as
H
u.f

Following [109], [115], and [116], the achievable rate for
UE(u, f) is given by

Ry g = min (Ru,f%n’ Ru,f%f) . (29)
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TABLE 6. Exploration of system metrics utilization.

Ref. | Year| IRS BS No. of | CSI Algorithm Performance Metrics Achievement Limitation
users
[99] | 2024 | BH- Terrestrial | Multiple Perfect Composite Distance and | Sensing-Total —Sensing | Boosted the overall | When error tolerance in-
IRS and Angle-based (CDA), Power and Beampattern communication creases, performance de-
Imperfect Channel-Oriented Gain; Communication- throughput and | clines as channel errors
Adaptive (COA), Average Sum Rate strengthened the total contribute to the overall
Alternative Optimization target sensing power. noise.
(AO), and Successive
Convex Approximation
(SCA)
[100]| 2024 | IRS Terrestrial | Multiple Perfect AO and SCA Sensing-Beampattern Sum secrecy rate maxi- As the number of BS an-
Gain; Communication- mization and reliable tar- tennas rises, the sum se-
Sum Secrecy Rate get detection. crecy rate levels off.
[101]{ 2024 | IRS Terrestrial | Multiple Perfect SCA and AO Sensing- Optimization of  the As the jamming signal
Transmit Power; sum secrecy rate threshold’s decoding rate
Communication-Sum and simultaneously rises, more power is de-
Secrecy Rate and Sum | guaranteeing precise voted to the jamming sig-
Eavesdropping Rate sensing performance. nal, leading to a slight de-
cline in user transmission
rates.
[102]| 2024 | STAR- | Terrestrial | Multiple Perfect SCA and Semidefinite ISAC Fairness (Fairness Optimizing the minimum Since STAR-RIS is to-
IRS Programming (SDP) between communication | of the signal-to- tally passive, the phase-
users and the sensing tar- interference-plus-noise shift coefficients for both
get) ratio (SINR) and the reflection and transmis-
signal-to-clutter-and- sion can grow interdepen-
noise ratio (SCNR). More dent in real-world scenar-
precisely, optimizing the | ios, thus complicating the
fairness  across  the design of passive beam-
sensing  target and | forming.
communication users.
[103]| 2024 | Active- | Terrestrial | Multiple Imperfect Imperfect successive in- Sensing-Received Enhancement of outage | Performance might de-
IRS terference cancellation (i- Sensing SINR at the probability, ergodic rate, cline more when the an-
SIC) BS, and Normalized system throughput, and | gle between the active
Beampattern; SINR alongside beam- IRS and the target is
Communication-Outage pattern analysis. wrongly estimated, par-
Probability, Ergodic ticularly in highly mobile
Rate, and System conditions.
Throughput
[104]| 2024 | IRS Aerial Multiple Perfect AO, SCA, Manifold | Sensing-NA; Improvement of the av- The UAV’s optimized tra-
(potential Optimization (MO), and Communication- erage achievable rate as | jectory burns more en-
eaves- Dinkelbach’s Average Achievable Rate well as energy efficiency. ergy in order to optimize
dropper (AAR), Average Secrecy the AAR, which reduces
CSI  not Rate (ASR), and Energy the energy efficiency.
available) Efficiency
[105]] 2024 | IRS Terrestrial | Multiple Perfect AO, SCA, and Penalty Sensing-Minimum Enhancing the minimum Sensing performance de-
Method Beampattern Gain; beampattern gain under | grades when communi-
Communication-NA the communication rate | cation requirements are
constraints. more stringent.
[106]] 2024 | STAR- | Terrestrial | Multiple Perfect SCA, Block Coordinate Sensing-Minimum Enhancing the minimum As the number of sensing
IRS Descent (BCD) reliant | Beampattern Gain; beampattern gain satis- targets increased, the
Integral Matrix (BCD- Communication-NA fying the communication minimum  beampattern
M), Penalty-reliant and power consumption gain tumbled.
Method, and BCD reliant requirements.
Element-Wise (BCDE)
[107]| 2024 | Distribu} Aerial Single Perfect Modified  Cramer-Rao Sensing-Angle Maximized trade-off be- Improving the
ted- Lower Bound (CRLB)- Estimation, and tween the communica- communication
IRS reliant  Estimation of | Localization; tion and localization per- performance would
Distribution ~ Algorithm Communication-Mutual formance. degrade the localization
(EDA) Information, performance and vice
versa.
[108]| 2023 | IRS Terrestrial | Multiple Perfect Dinklbach, AO, Sensing-NA; Enhancing the uni-cast With a fixed transmit
and Semidefinite Relaxation Communication- achievable rate while pre- power, a higher minimum
Imperfect (SDR), and Sequential Achievable serving the minimum tar- rate requirement leads
Rank-One Constraint | Rate/Achievable  Uni- get illumination power | to decreased uni-cast
Relaxation (SROCR) cast Rate and multicast rate. achievable rates.
[109]] 2023 | IRS Terrestrial | Multiple Perfect Iterative BCD (IBCD), Sensing-Minimum Optimization of the mini- The minimum
SDR, SCA, Sequential Beampattern mum beampattern gain. beampattern gain shrinks
Rank-one Constraint Re- Gain/Normalized as the transmit power at
laxation (SRCR), Itera- Beampattern Gain, BS drops.
tive AO (IAO,) and SDP and Illumination Power;
C ication-
[110]] 2022 | IRS Terrestrial | Multiple Perfect AO, SCA, and SRCR Sensing-Minimum Maximization of the min- When transmit power at
Beampattern imum beampattern gain. BS decreases, the min-
Gain/Normalized imum beampattern gain
Beampattern Gain, monotonically shrinks.
and Illumination Power;
Communication-

2) RADAR MODEL
For the sensing part, as depicted, it is assumed that the
IRS also assists in detecting or sensing the targets. The IRS

reflects the transmitted signal from the BS towards the targets,
and the reflected signal from the target is received at the
BS. The channel coefficients between the IRS and targets are
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ALLOCATION

FIGURE 16. IRS-NOMA for ISAC.

represented by h; € C¥ <! The received sensing signal at the
BS can be expressed as,

y: = aHph wys, + 2 (30)

where s, is the same communication signal used for the
sensing, and z; ~ CN (0,02) represents the sensing
noise.And he reflection coefficient of the target is modeled
by «. The sensing SNR at the BS can be expressed as
2
aHphw
_ loHehw. [ L ! (1)

Vi
o
3) OPTIMIZATION
This section highlights the joint optimization objective
formulation. Let w!! and wj, represents the weights corre-
sponding to the near and far UEs related to the u™ cluster.
And A represents the weights for the sensing rate.

The overall objective function combines both the commu-
nication and sensing objectives. The goal is to maximize the
sum rate of the NOMA users in the communication system
and the sensing signal-to-noise ratio (SNR). This can be
expressed as the combination of two weighted objectives as
given below,

U
max > (whloga(1 + y () + wilogal + v (w. 1))
ﬂu.n,ﬁu,f’cb u=1
oLy, (32)

The optimization problem as stated in (32) is under the
constraints of By, + Bus < Pmax, Yu (Power Constraints).
Each NOMA cluster has a power limit at the BS. The
total power assigned to both the near and far UEs in each
cluster must not exceed the maximum permissible transmit
power (Pyqy). And the IRS phase shift constraints ¢, €
[0,27),Vm e 1,2,..., M.

This problem is non-convex due to the linkage of power
allocation and IRS phase changes in the SINR and SNR
equations. There are numerous ways to solve this type of
joint optimization problem:- Alternating Optimization (AO):
In AO, we alternately optimize the power allocation B, ,,, Bu. s

VOLUME 12, 2024

and the IRS phase shifts ® while keeping the other set
of variables fixed. The iterative procedure continues until
convergence is reached. Successive convex approximation
(SCA): The non-convex goal functions (SINR and SNR
expressions) can be approximated by convex functions via
Taylor series expansions or other linearization approaches.
SCA solves the convex approximation iteratively. Semidef-
inite relaxation (SDR): The IRS phase optimization can
be expressed as a semidefinite programming (SDP) issue,
with SDR relaxing non-convex constraints to make the
problem solvable using convex optimization techniques. The
solution is then projected back to meet the initial non-
convex restrictions. Block Coordinate Descent(BCD): BCD
is another strategy that divides the optimization issue into
blocks (for example, optimizing power allocation first, then
phase shifts) and optimizes each block iteratively.

B. LITERATURE REVIEW: IRS-NOMA FOR ISAC

IRS and NOMA have emerged as promising technologies to
enhance the performance of ISAC systems. ISAC aims to
unify sensing and communication functions within a single
framework, allowing for efficient resource utilization and
improved system capabilities. A typical scenario is presented
in Figure 16. By leveraging IRS and NOMA, ISAC systems
can achieve higher spectral efficiency, improved sensing
accuracy, and more reliable communication links.

IRS, also known as reconfigurable intelligent surfaces,
consists of a large array of passive reflecting elements that can
adjust the phase and amplitude of incident electromagnetic
waves. By smartly configuring these elements, IRS can
manipulate the propagation environment to enhance signal
quality and coverage. In ISAC systems, IRS can facilitate
simultaneous communication and sensing by steering and
focusing signals towards desired directions, thereby improv-
ing the sensing accuracy and communication reliability. One
significant advantage of IRS in ISAC systems is the ability
to create virtual line-of-sight (LoS) paths in environments
where direct LoS is unavailable. This is particularly useful
in urban areas or indoor environments with many obstacles.
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By reflecting signals towards intended receivers or sensing
targets, IRS can mitigate the impact of blockages and enhance
the overall system performance [117]. NOMA is a multiple
access technique that allows multiple users to share the
same frequency and time resources by superimposing their
signals with different power levels. This approach contrasts
with traditional OMA schemes, where users are allocated
separate resources. By enabling the concurrent transmission
of multiple users’ signals, NOMA can significantly enhance
the spectral efficiency and user capacity of ISAC systems.
This improved efficiency is crucial for meeting the high
demands of next-generation wireless networks, facilitating
more robust and extensive connectivity [118]. In the con-
text of ISAC, NOMA enables efficient resource sharing
between communication and sensing tasks. By adjusting the
power allocation among users and tasks, NOMA ensures
that communication links maintain high quality while
also providing sufficient power for accurate sensing. This
dynamic resource allocation is essential in scenarios where
communication and sensing requirements vary over time,
allowing the system to adapt and optimize performance
continuously [119]. By leveraging NOMA, ISAC systems
can achieve a balance between robust communication and
precise sensing, making them more versatile and capable
of meeting the diverse demands of next-generation wireless
networks [120]. The integration of IRS and NOMA in
ISAC systems offers synergistic benefits. IRS can improve
the channel conditions for NOMA users, enhancing their
ability to decode superimposed signals. Simultaneously,
NOMA can optimize the power allocation for users, ensuring
that both communication and sensing tasks are performed
effectively [15]. For instance, IRS can be utilized to create
favorable propagation paths for weaker NOMA users, thereby
balancing the received power levels and enhancing decoding
performance. This capability is particularly advantageous
in scenarios where users experience significant disparities
in channel conditions. By strategically adjusting the IRS’s
reflective elements, it is possible to improve signal quality
for users with weaker connections, leading to more equitable
performance across the network. Additionally, the reflective
elements of IRS can be dynamically reconfigured to adapt
to the changing requirements of both communication and
sensing tasks, ensuring optimal performance and resource
utilization in diverse and evolving network conditions [121].
IRS with NOMA for ISAC represents a revolutionary strategy
to boost the efficiency and performance of wireless networks.
By utilizing the programmable features of IRS, the propaga-
tion environment can be dynamically controlled, enhancing
signal quality and minimizing interference. When paired
with NOMA, which enables multiple users to utilize the
same frequency and time resources, IRS can further enhance
spectral efficiency and support a greater density of connected
devices. This combination facilitates more accurate sensing
and reliable communication, proving especially beneficial
in scenarios such as autonomous driving, smart cities, and
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industrial automation. The simultaneous optimization of
IRS configuration and NOMA power allocation, guided by
real-time environmental sensing, can significantly elevate
system performance, offering a promising solution to the
challenges faced by next-generation wireless networks [122].

By observing the tremendous potential researchers are
looking for the integration of IRS and NOMA for the
improvement of ISAC. As in [110], the authors examine
how IRS might enhance radar sensing in an ISAC network
that is enabled by NOAM. By simultaneously optimizing
power allocation coefficients, passive beamforming, and
active beamforming, the goal is to maximize the lowest radar
beam-pattern gain. The authors suggest a successful joint
optimization approach that uses sequential rank-one con-
straint relaxation (SRCR), successive convex approximation
(SCA), and alternating optimization to tackle the non-convex
issue. The recommended algorithm-equipped IRS-assisted
ISAC-NOMA system performs better than the IRS-assisted
ISAC system without NOMA, according to numerical results.
In [109] a novel ISAC system that simultaneously transmits
NOMA communication signals for target sensing and user
communications has been proposed. It does this by using a
dual-functional base station. Furthermore, a novel sensing
structure helped by a IRS is suggested, in which a specific
IRS establishes virtual LoS links for radar targets to reduce
major path loss or obstruction during sensing activities.
In [108], the author investigated the application of an IRS in
an Integrated Sensing and Multicast-Unicast Communication
(ISMUQC) system supported by NOMA. In this system, the
unicast signal is exclusively used for communication, but the
multicast signal is used for both sensing and communication.
The aim is to ascertain if, in imperfect and perfect SIC
scenarios, the IRS improves the NOMA-ISMUC system’s
performance. In order to accomplish this, the author defines
a non-convex problem with the following goals: minimum
target illumination power, multicast rate maintenance, and
unicast rate maximization. It demonstrate that the IRS-
assisted NOMA-ISMUC system maintains a similar rate
under defective SIC but achieves a greater rate with perfect
SIC than NOMA-ISMUC without IRS. The author of [123]
has covered DFRC methods. The EE of DFRC systems
can be greatly increased with the use of an IRS, which
is essential for real-world applications. However, channel
limitations and radar performance requirements may place
restrictions on the EE obtained with the sum-rate approach.
By simultaneously optimizing transmit beamforming and the
IRS phase shift matrix under both perfect and imperfect
CSI conditions, this work explores the EE maximization
problem in an IRS-assisted DFRC system. In [105], an ISAC
system, the optimization of IRS is investigated. And NOMA
in the power domain is taken into consideration to handle the
growing number of devices. In this work by using joint power
allocation, active beamforming, and IRS phase shift design,
it ensure communication rate limitations while optimizing
the sensing beampattern by formulating a max-min issue.
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TABLE 7. Summary of works: IRS-NOMA For ISAC.

Year Ref. Objective Methodology Envir tal Setup IRS Deployment Achievement
Maximization of the By exploiting the jointoptimizationof ~ The targets is consider to fly at  Single Active-IRS Proposed two superposition trans-
2024 [124] covert rate. the transmission beamforming at BS low altitudes, resulting in strong  deployed. mission schemes, namely, the w-
and reflection beamforming at active-  LoS links between BS and tar- DSS and w/o-DSS schemes to en-
IRS , subject to QoS requirements  gets, while active-IRS is deployed hance the covert communication
of NOMA public user, constraint of ~ far away from targets resulting and sensing performances.
CRB for multi- ~ target estimations, in weak reflection links. All the
and covertness level against warden. links are assumed to experience
Rician fading with the distance-
dependent path-loss.
Enhanced the overall  Optimization of the transmit beam-  Obstructed link between BS and  Backscatter- Enhanced overall performance
2024 [99] communication former at the BS, the power allocation ~ UEs. enabled  hybrid  through joint optimization and
throughput, and  factors within each cluster, and the IRS deployed. composite distance and angle-
strengthened the total  phase shifts at the IRS. based (CDA) and channel-oriented
target sensing power. adaptive (COA) algorithm for
grouping users into clusters with
fixed base station and IRS positions,
Maximization of Sum By optimizing the beamforming vec- ~ With both LoS and reflected  Single IRS  The proposed IRS-assisted ISAC-
2024 [100] secrecy rate. tors of the BS and the phase shifts  paths. It considered quasi-static ~ deployed. NOMA scheme achieves more than
of IRS under the constraints of total ~ block fading channels 50% secrecy than that of the ISAC,
transmit power, communication qual- and this gain grows with power.
ity of service, and sensing quality.
Maximization of the  Optimization of the transmit jamming  Presence of Rayleigh faded LoS  Single IRS  Improved sum secrecy rate while
2024 [101] sum secrecy rate, and precoding vectors and the phase = component. And IRS to UE link  deployed. ensuring the reliable sensing func-
under the constraint  reflecting matrix. is characterized by Rician distri- tioning over the OMA based ISAC.
of the echo signal bution.
requirement  towards
the target.
Maximization of By exploiting the joint optimizationof ~ No direct path from the BS to the ~ Single STAR-IRS ~ Proposed =~ SCA  based low-
2024 [102] the fairness between the transmit beamforming vectors of  sensing target and the UEs. deployed. complexity algorithm for joint
communication UEs  the BS and transmission and reflec- optimization. The proposed STAR-
and the sensed target. tion coefficient matrices of the STAR- IRS-NOMA out performs the
IRS Optimization. conventional-IRS-NOMA and
Conventional-IRS-OMA  in-terms
of ISAC fairness.
Maximization of  Proposed a framework considering  Obstructed LoS between the BS ~ Active -IRS de-  Improved performance over the
2024 [103] outage probability,  independent homogeneous Poisson  and UEs and is modeled with  ployed. IRS-OMA system.
Ergodic rate, system  point processes (PPP) for spatial ar-  Rayleigh-distributed channel.
throughput and SINR. rangement of the NOMA-enabled  Other paths are characterized by
BSs and UEs. Nakagami-m fading channels.
Maximization of the By exploiting the joint optimization = The propagation paths  Single IRS Improved achievable rate and en-
2024 [104] average achievable rate  of the transmit power allocation, the  corresponding to all the targets  deployed. ergy efficiency for an IRS assisted
and energy efficiency. scheduling of users and targets, the =~ and wusers are having LoS UAV-ISAC networks against a po-
phase shifts at IRS, and the trajectory ~ components and the Doppler tential eavesdropper with unknown
and velocity of the UAV. frequency shift caused by the CSL
movement of the UAV. The UAV
act as a BS.
Optimization of the By exploiting the joint power allo-  Obstructed LoS path between the  Single IRS  Improved minimum beampattern
2024 [105] sensing beampattern  cation, active beamforming and IRS ~ BS and communication UE and  deployed. gain (MBPG) in comparison to the
under the constraints of ~ phase shift design. radar targets. existing work.
communication rate.
Maximization of mini- By exploiting the joint optimization of =~ The direct links between the BS A STAR-IRS Proposed a block coordinate de-
2024 [106] mum beampattern gain. the user power allocation, the active  to the communi- cation users and ~ empowered  full scent (BCD) based integral ma-
beamforming at BS and the passive  radar targets are blocked. space DL ISAC  trix (BCD-M) algorithm and BCD
beamforming at STAR-RIS under the system. based element-wise (BCD-E) algo-
constrain of minimum requirements rithm. The proposed system achieve
for communication and power con- higher minimum beampattern gain
sumption requirements. with less mismatch error.
Optimized balance ~ Modified CRLB-based beamforming ~ Quasi-static block-fading chan-  Distributed IRS Superior performance of the pro-
2024 [107] between the  algorithm over using the SNR metric. nels with LoS component. system posed IRS-aided Non-orthogonal-
communication ISAC system to the IRS aided time-
and localization division ISAC system interms of
performance. mutual information and angle esti-
mation.
Maximization Exploiting  Dinkelbach  method  Rayleigh channel in presence of  Single IRS Improved achievable rate against
2023 [108] of the uni-cast  to transform the optimization  direct and reflected path. deployed. the system without NOMA with
communication rate  problem into an equivalent one. perfect and imperfect SIC.
at the near user under  Afterward, resolved it by utilizing
the target illumination  alternating optimization algorithm
power constraint with  and semidefinite relaxation (SDR)
perfect and imperfect  with Sequential Rank-One Constraint
SIC scenarios. Relaxation (SROCR).
Maximization of By exploiting the joint optimization  The radar targets are distributedin ~ Single IRS  Proposed iterative block coordinate
2023 [109] the minimum radar  of the active beamforming at the BS,  the NLoS region of the BS andthe  deployed. descent (IBCD) algorithm with iter-
beampattern gain. power allocation coefficients among  LoS links are blocked. The IRS ative alternating optimization (IAO)
NOMA users and passive beamform-  scheme is explored to provide vir- algorithm. The proposed scheme
ing at the IRS. tual LoS links and reflection links outperforms the IRS assisted ISAC
for radar sensing and communica- system without NOMA interms of
tion system respectively. beampattern gain.
Maximization of  Joint optimization of the active beam-  The direct links between the BS Single IRS  The proposed scheme outperforms
2022 [110] the minimum radar  forming, power allocation coefficients  to the communication users and  deployed. the IRS assisted ISAC system with-

beampattern gain

and passive beamforming.

radar targets are blocked.

out NOMA.
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TABLE 8. Comparison between the Algorithms associated with IRS-NOMA aided ISAC.

Algorithms
Used

Definition

Method

Drawback

Successive Con-
vex Approxima-
tion (SCA)

It is an iterative optimization technique
which is used for non-convex problems.
The main idea behind SCA is to approxi-
mate a non-convex problem by a series of
convex problems that are easier to solve.

Initial Problem: Start with a non-convex optimiza-
tion problem that you want to solve.

Convex Approximation: At each iteration, approx-
imate the non-convex function with a convex func-
tion, often using first-order Taylor expansion that
yields a convex surrogate.

Solve the Convex Problem: Solve the resulting
convex optimization problem, yielding a solution
that, while not optimal for the original non-convex
issue, usually improves on the previous iteration.
Update and Iterate: Update the parameters on the
obtained solution and repeat. Each iteration refines
the approximation, ideally converging to a solution
for the original non-convex problem.
Convergence: In some cases, the SCA method can
converge to a non-convex problem’s local minimal.

SCA is particularly useful because it trans-
forms complex optimization problems into a
series of simpler ones, making them more
tractable. However, the quality of the final
solution can depend on the choice of the initial
approximation and the properties of the prob-
lem at hand.

Sequential Rank-
One Constraint

It is a method for solving non-convex opti-
mization problems, especially with matrix

Initialization: Start with an initial guess for the
matrix variable.

Computational Complexity: The computa-
tional complexity increases as its steps involve

Relaxation variables. The approach involves: Solve Relaxed Problem: Solve a relaxed version  solving complex problems.

(SRCR) Non-Convex Problems: Many optimiza-  of the original problem that may allow for higher =~ Convergence Speed: The convergence rate
tion problems, like low-rank matrix ap-  rank. can be slow, particularly if the rank constraints
proximation, are non-convex and difficult ~ Update Constraints: Based on the solution from  are not effectively managed. In some cases,
to solve directly. the previous step, introduce a new rank-one con-  the algorithm may require many iterations to
Rank-One Constraints: SRCR iteratively straint that refines the search space. reach a satisfactory solution.
relaxes matrix variables rank constraints,  Iterate: Repeat the process, progressively adding ~ Numerical Stability: The numerical stability
gradually relaxing the fixed rank need to  constraints and solving the relaxed problems until  of the algorithm can be a concern, especially
allow a more flexible solution search. convergence criteria are met. in cases where matrix operations are involved,
Sequential Approach: The algorithm se-  Final Solution: Once the iterations converge, the  potentially leading to inaccuracies or diver-
quentially adds rank-one constraint at each  final output is typically a solution that satisfies the ~ gence in certain scenarios.
step, guiding the optimization towards fea-  desired rank conditions while being optimal with
sible solutions that meet the rank criteria. respect to the original problem.The SRCR algo-

Convex Relaxation: Solving a series of  rithm leverages the balance between flexibility and
convex problems of an original non-convex structure in optimization, making it a powerful tool
problem, SRCR efficiently explores solu-  for tackling challenging non-convex problems.
tion space and enhances initial estimates.

Modified It is a critical tool in estimation theory that ~ The Modified CRLB is used in contexts where the ~ Assumptions: The Modified CRLB relies

Cramer-Rao extends the classical CRLB to accommo-  classical assumptions of unbiasedness do not hold  on specific assumptions about the statistical

Lower  Bound  date a broader range of estimation scenar-  or when dealing with biased estimators. It adapts =~ model, like regularity conditions for Fisher

(CRLB) ios, providing insights into the limitations  the original CRLB to account for situations like: information. If these assumptions are not met,
of various estimators. i. Nonlinear transformations of parameters. the bound may be invalid.

ii. Estimation in the presence of noise or certain ~ Bias Considerations: The Modified CRLB
constraints. considers biased estimators, precisely detect-
iii. Problems involving multiple parameters orcom-  ing the bias and its impact on variance can be
plex models. complex, making its application challenging.
The Modified CRLB provides a more general  Complexity of Calculation: Deriving the
bound, often involving adjustments for bias and ~ Modified CRLB can be mathematically com-
the structure of the estimator. It allows for a better  plex, especially in nonlinear contexts, making
understanding of the trade-offs between bias and  practical installation difficult.
variance in parameter estimation. Local Behavior: The CRLB offers a local
bound based on Fisher information at a point,
which may not reflect the global behavior of
the estimator across the parameter space.
Sensitivity to Model Mis-Specification: If
the model is mis-specified, the Modified
CRLB may give inaccurate insights into esti-
mator performance.
Dependence on Parametrization: The bound
may vary significantly with different param-
eter definitions, leading to inconsistencies in
interpretation.

Iterative Block  The Iterative Block Coordinate Descent  Block Coordinate Descent: The basic idea of co- Convergence to Local Minima: In non-

Coordinate (IBCD) algorithm is an optimization tech- ~ ordinate descent is to optimize one variable (or a  convex problems, the algorithm may converge

Descent (IBCD) nique used for solving problems with  block of variables) while keeping the others fixed. ~ to a local minimum rather than a global one.

a large number of variables, particularly
those that can be decomposed into smaller
blocks. It’s particularly effective in scenar-
ios where the objective function can be
expressed as a sum of functions, each de-
pending on a subset of the variables.

IBCD iteratively repeats for different blocks of vari-
ables.

Iterative Process: The algorithm proceeds by:

i. Dividing the variable set into smaller blocks.

ii. Optimize the chosen block and fix other blocks.
iii. Update various blocks cyclically and iteratively
till convergence.

Objective Function: IBCD is often used to min-
imize an objective function that can be expressed
as a sum of functions of different blocks, making it
versatile in handling wide objective forms.
Convergence: IBCD is guaranteed to converge to a
local minimum under specific criteria. Block choice
and problem structure direct convergence.

Choice of Blocks: The performance can be
sensitive to how the variable blocks are de-
fined. Poor choices can lead to slow conver-
gence.

Non-Uniform Convergence Rates: Depend-
ing on the structure of the problem, some
blocks may require more iterations than oth-
ers, leading to inefficient updates.
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TABLE 8. (Continued.) Comparison between the Algorithms associated with IRS-NOMA aided ISAC.

Dinkelbach The Dinkelbach method is an iterative — In SDR, we lift the problem by reformulating ~ SDR involves lifting the problem to a higher-
Method and  algorithm used to solve nonlinear fractional scalar variables into matrices, typically symmetric ~ dimensional matrix space, meaning that if the
Semidefinite programming problems. positive semidefinite (PSD) matrices. This  original problem has n variables, SDR leads
relaxation removes non-convex constraints, like the rank-one to a matrix of size n X n.

(SDR) with Semidefinite relaxation (SDR) with condition, making the problem convex and solvable

Sequential Rank-  Sequential Rank-One Constraint  via standard semidefinite programming methods. Solving the semidefinite program (SDP)

One Constraint
Relaxation
(SROCR)

Relaxation (SROCR) is an advanced
optimization technique, especially relevant
for non-convex problems.

While SDR offers a convex approximation,
the solution obtained is not always of rank one—a
desirable property in many applications like
beamforming, where optimal solutions are often
expected to have this structure. SROCR is a post-
processing method applied after SDR to refine the
solution and recover a rank-one solution iteratively.

requires algorithms with complexity O (n®)
for large matrices, making it computationally
expensive for high-dimensional problems.

SDR + SROCR may become infeasible
for real-time applications with strict latency
requirements.

With Dedicated
Sensing  Signal

In the W-DSS approach, the system
transmits a dedicated signal specifically

Key Features of W-DSS:
Separate Waveforms: The system allocates re-

W-DSS:
Resource Overhead: Using a separate sens-

(W-DSS) designed for sensing tasks (like radar  sourcestocommunication and sensing signals (e.g.,  ing signal consumes additional time, power, or
and Without ~ or environmental detection) alongside  time, frequency, or power). bandwidth.
Dedicated communication signals. This signal is  High Sensing Performance: A dedicated sensing =~ Complex Design: Requires coordination be-
Sensing  Signal  optimized to improve sensing performance, ~ waveform can be tailored with properties like low  tween sensing and communication signals, es-
(W/O-DSS) such as by enhancing target detection or  side-lobes or high time-frequency resolution. pecially in real-time scenarios.
object localization. Coexistence Techniques: Some systems may use ~ W/O-DSS:
time-division multiplexing (TDM) or frequency-  Lower Sensing Performance: Communica-
In the W/O-DSS approach, the  division multiplexing (FDM) to separate sensing  tion waveforms are not optimized for sensing,
communication signal itself is reused for ~ and communication functions. leading to reduced accuracy (e.g., degraded
sensing purposes without transmitting an  Key Features of W/O-DSS: range or Doppler estimation).
additional dedicated signal. This approach  Single Signal for Dual Use: A single waveform  Interference Management: Communication
leverages the existing communication  serves communication and sensing, reducing extra  signals may introduce interference or noise,
waveform (like OFDM or 5G signals) to  resource needs. affecting sensing quality.
perform both communication and sensing ~ Minimal Overhead: No need to allocate additional ~ Signal Design Trade-offs: Optimizing a sig-
tasks. bandwidth, time, or power for sensing. nal for both communication and sensing can
Signal Reuse: Communication signals like OFDM  lead to compromises in performance for one
subcarriers are analyzed for sensing tasks (e.g., ob-  or both tasks.
ject detection, velocity estimation).
Composite The CDA algorithm optimizes wireless  Concept of CDA: Limitations of CDA Algorithm:
Distance and  communication by considering both 1. Distance-based optimization ensures that users ~ High Computational C lexity: Requires
Angle-based distance and angle of arrival (AoA)  closer to the transmitter receive higher priority or ~ real-time computation of distance and angle
(CDA) and  of signals between a transmitter and  enhanced beamforming gain. metrics for multiple users.
Channel- receiver. It uses geometric properties 2. Angle-based optimization uses the angle of ar-  Dependency on Accurate Location Data:
Oriented of the communication channel, such rival (AoA) or angle of departure (AoD) to select CDA needs precise AoA and user distance

Adaptive (COA)

as the physical location of users and the
propagation angle, to improve performance
through beamforming or antenna selection.

The COA algorithm dynamically adapts
communication parameters based on the
instantaneous channel conditions, such as
channel gain, noise, or interference levels.
This approach is well-suited for fading
environments and time-varying channels,
commonly seen in mobile networks.

the best antennas or beams that align with the user’s
direction, reducing interference and maximizing
signal strength.

Concept of COA:

1. Instead of relying on static settings, the COA
algorithm adapts transmission power, modulation
schemes, or beamforming directions in real time to
match the changing channel quality.

2. This algorithm leverages channel state informa-
tion (CSI), such as SNR, channel gain, or fading
coefficients, to make optimal decisions for each
transmission.

information, which may require complex
hardware like angle estimation sensors.
Limitations of COA Algorithm:

Channel Feedback Overhead: Requires
frequent feedback of CSI, which increases
signaling overhead.

Latency Issues: Real-time adaptation can
introduce delays, especially if channel
conditions change rapidly.

Computational Complexity: Continuous
monitoring and adaptation require high
processing capabilities.

Successive The SCA approach based on the first-  Problem Setup: The initial optimization problem  Local Optimality Only: Since the approach
Convex order Taylor expansion and SOC is an op-  may have a non-convex objective or constraints.  is based on local approximations, it may con-
Approximation timization method widely used in wire-  The aim is to transform it into a series of convex  verge to a local optimum instead of the global

(SCA) Approach
based on the
first-order Taylor
Expansion  and

less communications and signal processing
to solve non-convex problems efficiently.
This technique approximates a non-convex
function with a sequence of convex sub-

subproblems that are easier to solve.

First-Order Approximation: Each iteration uses a
first-order Taylor expansion over the current solu-
tion to approximate the objective or constraints x*.

optimum.

Computational Complexity: Each iteration
involves solving an SOCP, which can be com-
putationally intensive for large-scale prob-

the Second-  problems, which are easier to solve. By = Convex Reformulation Using SOCP: The lin-  lems.
Order Cone  leveraging both the first-order Taylor ex-  earized constraints or quadratic functions are ex-  Requires Good Initialization: The perfor-
(SOC) pansion and second-order cone program-  pressed as SOC constraints, which can be effi-  mance of SCA depends on the initial point, as
ming (SOCP), this method finds locally op-  ciently solved using SOCP solvers. a poor starting point may lead to slow conver-
timal solutions for problems such as power ~ Update and Iterate: The solution from the convex  gence or suboptimal solutions.
control, beamforming, and resource alloca- subproblem is used as the starting point for the next
tion. iteration. The process continues until convergence.
Block The BCD-based integral matrix algorithm  Integral Matrix Representation: BCD splits an ~ Local Convergence: BCD generally con-
Coordinate is an iterative optimization method de-  integral matrix into blocks or sub-matrices in order ~ verges to a local optimum, as it only optimizes
Descent (BCD)-  signed to solve non-convex problems in-  to optimize it. one block at a time.
based Integral  volving integral (discrete) variables and  Iterative Optimization: At every stage, every sub-  Rounding Errors (in Integer Problems):
Matrix large-scale matrices. BCD is widely usedin ~ matrix is optimized uniquely. This makes the prob- ~ When applying convex relaxation, rounding

wireless communications, machine learn-
ing, and signal processing, especially when
the optimization problem involves multiple
coupled variables or matrix structures that
can be decomposed into smaller subprob-
lems (blocks).

lem more manageable and allows for simpler com-
putations in each block.

Convergence: Every block proceeds with this pro-
cess repeatedly until the overall matrix optimiza-
tion meets a stopping need, like minimal change
between iterations or a maximum number of iter-
ations.

can introduce errors or suboptimal solutions.
Slow Convergence: Convergence can be slow,
especially if the blocks are highly interdepen-
dent.
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The author suggest a low-complexity alternating optimization
(AO) approach to solve the non-convex problem with a
non-smooth objective function. The outcomes of the simula-
tion show that the suggested algorithm is efficient in raising
the minimum beampattern gain (MBPG) in comparison to
alternative baselines. Furthermore, the simulation results are
used to analyze and show the trade-off between sensing
and communication. Motivated by it potential, the authors
in [106] suggest a novel full-space ISAC framework that
benefits from NOAM. By utilizing STAR-IRS to expand
half-space into full-space ISAC coverage, the competition for
wireless resources becomes more fierce. To lessen this com-
petition and ensure ISAC performance, cluster-based NOMA
(CB-NOMA) is used to conserve combined communication
and sensing beams. Moreover, in addition to separate sensing
beams, combined beams support radio sensing functions.
A BCD-based element-wise technique is suggested to further
minimize the complexity of passive BF design by optimizing
the combined phase shift and amplitude coefficients of each
STAR-IRS element individually. Furthermore, in [102], the
authors investigate the fairness of ISAC systems that have
been improved by STAR-IRS and NOMA in order to remove
interference from sensing signals before decoding communi-
cation signals. The objective is to maximize fairness between
communication users and the sensing target by jointly
building the STAR-IRS coefficient matrices and BS transmit
beamforming vectors. By determining the optimal transmit
beamforming vectors and STAR-IRS coefficient matrices,
the authors propose a low-complexity solution based on
semidefinite programming (SDP) and sequential convex
approximation (SCA) techniques to solve this challenging
optimization problem. Based on simulation results, the
proposed STAR-IRS-NOMA assisted ISAC system performs
more fairly than the conventional IRS-NOMA and IRS-OMA
assisted ISAC systems. This research [104] examines secure
transmission in UAV-ISAC networks with the assistance of
IRS. Serving multiple communication UEs and providing
IRS support for the detection of several targets, the UAV
serves as a dual-purpose ISAC BS. An eavesdropper using an
unknown channel and state information attempts to intercept
confidential data sent from the UAV to UEs. By optimizing
UE and target scheduling, IRS phase shifts, UAV trajectory
and velocity, and transmit power allocation simultaneously,
the suggested secure transmission technique aims to maxi-
mize the average attainable rate. The authors in [103] explore
the possibility of integrating IRS, MIMO, NOMA and ISAC
for a range of Internet of Things (IoT) applications with the
introduction of 6G communication. When integrating ISAC
into a MIMO heterogeneous network (HetNets), it is required
to reevaluate the network’s performance, particularly in terms
of ergodic rates and outage probability. This work presents a
novel analytical tool to evaluate downlink transmissions in
MIMO HetNets. Using independent homogeneous Poisson
point processes (PPP), it predicts the spatial arrangement of
users and base stations (BSs) with NOMA capabilities. This
research derives approximations for beampattern, system
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throughput, and ergodic rates in terms of sensor performance.
Through the work in [101], the authors suggest that
IRS-assisted secure transmission technique maximizes the
cumulative secrecy rate while satisfying the target’s echo
signal requirement by simultaneously optimizing jamming,
active transmit precoding at the BS, and passive phase
reflecting at the IRS. In [100], the authors have introduced
a framework to enhance target recognition and secure
communication, this research describes the usage of IRS
in an ISAC system assisted by NOMA. The technique
simultaneously propagates radar and NOMA signals via
reflected and direct links. A secure optimization problem
arises when the beamforming vectors and RIS phase shifts
of the base station are jointly developed while considering
constraints on total transmit power, communication quality
of service, and sensing quality. The simulation’s findings
demonstrate that the recommended approach significantly
enhances secure communication and precise target identifi-
cation. In [99], the researchers examine the performance of a
hybrid-IRS-NOMA network with backscattering capabilities
in order to enable ISAC. Increasing sensor power for target
detection and enhancing overall communication throughput
are the main objectives. To achieve these objectives, two
novel dynamic user clustering algorithms are proposed:
channel-oriented adaptive (COA) and composite distance and
angle-based (CDA). These techniques leverage successive
interference cancellation (SIC) to enable efficient commu-
nication between every pair of UEs with fixed placements
for the BS and RIS. The work presents a broad optimization
problem with the twin objectives of maximizing the sum
rate and sensing power. For this, it is necessary to optimize
the transmit beamformer at the BS, phase shifts at the
IRS, and power distribution factors within each cluster.
It proposed a novel iterative method based on successive
convex approximation (SCA) and alternating optimization
(AO) is proposed. In order to maximize the covert rate in an
ISAC wireless system inspired by NOMA, this paper [124]
makes use of active IRS to improve covert communications.
In the presence of a warden, a dual-function BS sends
a superposition signal to perceive numerous targets while
guaranteeing secure and reliable covert communications for
both public and covert NOMA users. The transmission
beamforming at the BS and the reflection beamforming at
the active-IR are jointly optimized to achieve the maximum
covert rate, taking into account the covertness level against
the warden, the Cramér-Rao bound constraint for multi-target
estimations, and the quality-of-service (QoS) requirements
of the NOMA public UE. Two superposition transmission
systems are examined: w-DSS, which has a specific sensing
signal, and w/0-DSS, which does not (w-DSS). For both
schemes, the optimization problems for joint transmission
and reflection beamforming are developed and presented in
this paper. The numerical findings show that in terms of
covert rate and the trade-off between sensing performance
metrics and covert communication, the active-IRS-aided
ISAC-NOMA system performs better than its counterparts
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with and without IRS. Additionally, by allocating greater
transmit power for covert transmissions while preserving
similar multi-target sensing capabilities, the w/o-DSS method
delivers a higher covert rate compared to the w-DSS
strategy. A comparative analysis between the related works is
presented in Table 7. And also in Table 8, we have presented
a comparison between different associated algorithms.

VI. INTERPLAY BETWEEN IRS-NOMA ASSISTED ISAC
AND OTHER EMERGING TECHNOLOGIES

The section highlights the possible application scenario for
the IRS assisted ISAC-NOMA for 6G. Figure 17 illustrates
some application scenarios in which IRS-NOMA-assisted
ISAC can be efficiently utilized to realize next-generation
wireless communication networks.

A. UAV-BORNE IRS WITH ISAC-NOMA

Non-Terrestrial Network (NTN) technology such as UAVs,
high-altitude platform stations (HAPS), and satellites
improve the coverage and performance of Integrated Sensing
and Communication (ISAC) systems. This is largely owing
to their mobility and the robust line-of-sight (LoS) links
that connect the air and ground. Furthermore, NTN supports
cooperative sensing and target identification, allowing for
the fusion of sensing data from several platforms, hence
increasing the effectiveness of both communication and
sensing capabilities. Although such networks face numerous
challenges, including UAV trajectory optimization, power
constraints, inter-beam interference, high RF chain energy
consumption, and location estimation errors, these issues
must be addressed effectively to ensure optimal performance.
These challenges can be effectively addressed by through
the utilization of IRS and NOMA. By ISAC with NOMA,
this setup optimizes resource allocation, improves spectral
efficiency, and extends coverage. The UAV’s mobility
allows dynamic IRS positioning, while NOMA enhances
user multiplexing, making the system more flexible and
efficient for various applications like surveillance, disaster
management, and 5G networks. It also opens up new
opportunities to enhance the performance of the ISAC system
by effectively integrating UAVs, IRS, and NOMA through the
joint optimization of UAV trajectory, power allocation, IRS
deployment, and IRS phase configuration.

B. IRS ASSISTED ISAC-NOMA (MMWAVE/THZ)

IRS with ISAC using NOMA in mmWave and THz
bands offers potential for high communication rates and
precise sensing resolution due to their broad bandwidth
and narrow-focused beams. Implementing ISAC in these
bands presents issues such as near-field beamforming, range-
dependent bandwidth, and the necessity for particular channel
models [125]. Wide bands in mmWave/THz systems can
cause beam squint, leading to signal deviations from intended
directions. The high path loss at these frequencies requires
precise IRS placement and enhanced reflective capabilities,
making design and deployment complex. Moreover the
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effective channel estimation is challenging due to dynamic
environments and high-frequency fading, demanding sophis-
ticated algorithms for reliable performance. Apart from
all these challenges interference management, security in
the high-frequency spectrum are also some critical con-
cerns. Furthermore, ISAC systems need immense power for
communication and sensing, particularly at high-frequency
bands like mmWave as well as terahertz (THz). Engineering
hardware with the ability to properly regulate power usage
while retaining functionality is a vital task. Handling such
hardware impairment challenges is pivotal towards the
fruitful creation and installation of ISAC mechanisms, which
permit the incorporation of sensing as well as communication
abilities for aiding elegant applications in a wide range of
sectors [126], [127].

It is expected that ultra-massive MIMO, which is more
feasible at higher frequencies, would increase the range
of both sensing along with communication while enabling
more [oT devices with more spatial flexibility. Nevertheless,
ultra massive MIMO’s actual deployment was hampered by
its immense complexity as well as the signal processing it
needed. With the goal to achieve ultra massive MIMO at
minimal complexities of hardware along with expense, meta-
surface antennas featuring meta elements of continuous or
discrete are currently attracting a lot of interest [128], [129].
Further, it is believed that directly regulated meta-surface
antennas are going to be able to sense the holographic picture
of neighbouring IoT gadgets at higher new frequencies
as well as enable holographic beamforming along with
modulation. Feeding and controlling meta-surface antennas
to build several beams for various missions, notably sensing
as well as communication, along with perceiving their
surroundings would be a challenging yet fascinating area
of study in this regard. Researchers additionally feel that
deep learning along with ML are essential for effectively
controlling the meta-surface and interpreting the holographic
picture that the antennas are perceiving [130]. Overcoming
these issues is crucial for robust 6G networks. Thus there
are tremendous scopes for the researchers to improve
the ISAC.

C. STAR-IRS WITH ISAC-NOMA

The combination of Simultaneous Transmitting and Reflect-
ing (STAR)-IRS and ISAC with NOMA (ISAC-NOMA)
represents a promising approach to next-generation wireless
networks. STAR-RIS can dynamically modify transmission
and reflection coefficients, resulting in flexible, multi-
functional surfaces with optimal signal coverage. When used
with ISAC-NOMA, which integrates communication and
sensing capabilities while maximizing spectrum utilization,
it improves connection and environmental awareness. This
collaboration enables low-latency, high-capacity networking
and precise sensing, and energy efficiency improvement
which are essential for applications like smart cities and
self-driving cars. Together, STAR-RIS and ISAC-NOMA
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(a) UAV-Borne IRS with ISAC-NOMA

(c) STAR-IRS with ISAC-NOMA
FIGURE 17. Application of IRS assisted ISAC-NOMA in the framework of 6G enabling technologies.

increase network efficiency, user capacity, and environmental
flexibility.

STAR-IRS with ISAC-NOMA poses distinct challenges.
First, efficient channel estimate for STAR-IRS is difficult
because it must maximize/optimize both transmission and
reflection for multiple users. Second, minimization of
interference in ISAC-NOMA with STAR-IRS is difficult
due to simultaneous sensing and communication in a shared
spectrum, demanding advanced interference cancellation
algorithms. Furthermore, developing energy-efficient algo-
rithms for the dense STAR-IRS configuration and assuring
low-latency, real-time processing necessitate significant com-
putational resources. Finally, physical security and privacy
concerns arise, as STAR-IRS may unintentionally increase
eavesdropping risks in open communication settings.

D. IRS AIDED CF-MMIMO NOMA FOR ISAC

Cell-free (CF) [131] mMIMO with IRS and NOMA is a
cutting-edge approach in ISAC systems. This architecture
enhances spectral efficiency and coverage by distributing
antennas across a wide area, rather than concentrating them
in a single cell. ISAC implementation can benefit from
cell-free MIMO networks, which include several distributed
access points. However, the successful implementation of
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(d) IRS aided CF NOMA for ISAC

ISAC requires cooperative design and resource allocation
optimization. A key challenge in ISAC systems is the need
to manage the trade-off between sensing and communication
performance due to the shared resources—time, frequency,
power, and spatial dimensions. This complexity increases in
ISAC massive MIMO cell-free architectures that employ joint
transmission and joint reception techniques. However, this
trade-off can be effectively addressed by utilizing existing
communication signals for sensing tasks or by incorporating
sensing signals while maintaining desired communication
performance levels. Although significant advancements have
been made in this area, there remains a critical demand for
innovative processing and resource allocation strategies that
can simultaneously fulfill the requirements of both commu-
nication and sensing. Continued research and development in
these areas are essential for optimizing the functionality and
efficiency of future ISAC systems.

Furthermore, a comparative analysis is presented in
Table 9, highlighting various design approaches, performance
evaluation metrics, and associated challenges.

VII. CHALLENGES AND FUTURE PERSPECTIVES
In the current section, authors have highlighted challenges as
well as several relevant studies for future perspectives.
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TABLE 9. Different IRS-NOMA approaches within ISAC systems.

Approach Objective Design Approach Performance Metrics Challeng
UAV-
Borne e Optimization of the average e Transmit power allocation en- e Average Achievable Rate. e UAV’s optimized trajectory uses
IRS achievable rate. hancement. e Average Sum Rate. additional energy, which reduces
with e Energy efficiency maximiza- e Scheduling of communication o Energy Efficiency. energy efficiency.
ISAC- tion. users and targets. e Sum Secrecy Rate. e Increasing the SNR threshold
NOMA o Extension of coverage area. o Maximization of IRS phase shift. e Normalized Beampattern shrinks the sum secrecy rate.
e Enhancement of sum secrecy o UAV’s trajectory optimization. Gain. e Sensing performance
rate. o UAV’s velocity optimization. e Achievable Average Sum improvement  will  sacrifice
e Communication secrecy rate o Enhancement of UAV accelera- Rate. the secrecy rate of the system.
optimization. tion. e Average Sensing SINR. e Enhancing channel power gain
e Maximization of the weighted o IRS-UAV deployment optimiza- e Angle Estimation. decreases average sensing SNR.
sum of average sum rate. tion. e As jamming signal power in-
e Average sensing SNR maxi- o Artificial noise (AN) power creases, received sensing SNR de-
mization. maximization. creases.
e Sensing performance enhance- e Optimization of transmit beam- e Jamming signal power rises, sum
ment. forming. rate becomes lower.
e UAV receive beamforming im-
provement.
o Dual-function radar-
communication  beamforming
(DFRC-BF) optimization.
STAR-
IRS e Maximization of the sum se- e Transmit beamforming vector e Achievable Rate. e Stricter beampattern gain results
with crecy rate. optimization. e Sum Secrecy Rate. in reduced sum secrecy rate.
ISAC- e Minimum beampattern gain e Optimization of artificial jam- e The minimum Beampat- e Higher beampattern gain directs
NOMA maximization. ming. tern Gain. more power towards target and
o Satisfying communication and e Maximization of STAR-IRS pas- e Amplitude  Adjustment lowers transmission rate.
power consumption needs. sive transmission. Coefficient. e Minimum beampattern gain drop
e Matching error minimization. o Reflection beamforming vector e Matching Error. as sensing target numbers rose.
e Optimizing communication optimization of STAR-IRS. e ISAC Fairness between e Sensing target directly isn’t ideal
user’s minimum rate needs. e User power allocation factors Communication Users. for STAR-IRS.
e Maximization of the minimum maximization. e ISAC Fairness between e Rosed transfer phase-shift coef-
of the SINR. o Enhancing time allocation vari- Sensing Targets. ficients complex passive beam-
e Minimum of the SCNR opti- ables. e Mutual Information. forming design.
mization. e STAR-IRS coefficient matrix e STAR-IRS’s passive design raises
o Enhancement of fairness across optimization. reflection’s coefficient, challeng-
sensing targets and communica- e Optimizing the STAR-IRS pas- ing passive beamforming design.
tion users. sive beamforming.
IRS-
aided e Maximization of minimum e Access point (AP) operation e Average Minimum SE. e Achievable downlink SE drops as
Cell- spectral efficiency (SE). mode selection design. e Sensing Beampattern. AP number shrinks.
Free e Enhancement of  sensing e AP power control design. e Sum Rate. e The amount of transmit data de-
(CF) mainlobe-to-average-sidelobe o Uplink pilot training. e Amount of Transmit Data. clines as pilot sequence rises.
NOMA ratio (MASR). o Pilot allocation optimization. e Sum of Sensing SINR. e Sensing performance shrinks
for e Minimization of sensing beam- o Target AP pairing. e Average Running Time. as communication SINR needs
ISAC pattern matching mean square o Transmit beamforming e Beampattern Gain. roses.
error (MSE). optimization. e The Sum of Communica- e As the number of users grows,
o Maximization of sum o Optimization of IRS phase shift. tion Rate. sensing performance declines.
rate/communication rate. o Optimizing power budget of the e Sensing Localization Esti- e As AP increases, the memory us-
e Sum of sensing SINR maxi- network. mation Rate. age of all methods also increases.
mization. o Joint information optimization. o Detection Probability. o Smaller relative communication
o Sensing beampattern gain en- symbols, leading to poorer com-
hancement. munication performance.
e Location error rate (LER) opti- e As the communication SINR
mization. threshold rises, the detection
o Detection probability performance shrinks.
maximization.
IRS-
assisted e Sum rate maximization. e Optimizing active/transmit e Average Sum Rate. e Average sum rate shrinks due to
ISAC- o Optimization of sensing power. beamforming. o Total Sensing Power. added inter-cluster interference.
NOMA o Enhancing secure communica- e Power allocation factors within e Achievable Sum Secrecy e As normalized parameter rises,
(mmWave/THz)  tion. each cluster optimization. Rate/Secrecy Rate  of total sensing power drops.
o Enhancement of sensing capa- o IRS phase shift optimization. Users. e Added inner-cluster/backscatter
bilities. o Optimizing transmit jamming. e Data Rate/System noise declines average sum rate.
e Maximization of sum secrecy o Optimizing target power budget. Throughput. e Sum secrecy rate level-off and
rate. o Target illumination power opti- e Normalized/Minimum drops as antenna numbers rise.
e Optimization of outage proba- mizing. Beampattern Gain. e Jamming signal threshold rate rise
bility. o Optimizing power allocation co- e Transmit Power. declines user transfer rates.
e Maximization of ergodic rate. efficient. e Optimized Rate. e Ergodic rate drops when the num-
e System throughput optimiza- o Outage Probability. ber of IRS elements rises.
tion. e Ergodic Rate. o Efficacy drops if angle across IRS
e Maximization of minimum e BS Received SINR. and target is wrongly estimated.
radar beampattern gain. e Angle Estimation for Lo- e Strict communication needs result

Unicast rate maximization.
Optimization of minimum tar-
get illumination power.

calization.
Mutual Information.
Tllumination Power.

in sensing performance decline.
Minimum  beampattern ~ gain
shrinks as transmit power drops.
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FIGURE 18. Challenges.

A. CHALLENGES

Sensing offerings that employ transmission waveforms for
sensing as well as utilizing ubiquitous internet connections
offer the potential to constitute a fundamental feature of the
forthcoming wireless communications systems. But multiple
challenges, as presented in Figure 18 must be overcome.

1) SECURITY CONCERN ASSOCIATED WITH IRS-NOMA IN
ISAC

When IRS-NOMA is installed in ISAC, it makes the
system notable much better at detecting targets, mitigating
interference, and working over a wider range of frequen-
cies [132], [133]. Target parameter interference mitigation
as well as non-light of sight (NLoS) target identification are
enhanced by IRS-NOMA -assisted ISAC. Interestingly, IRS-
NOMA-aided ISAC is highly susceptible to eavesdropping
and jamming interventions since air-ground channels for
communication have been dominated by LoS. Security
problems arise with wireless transmission because of the
broadcasting nature of the medium. This also brings to light
the problem of safely transferring information in the IRS-
NOMA-aided ISAC systems. The literature has a number of
papers on physical layer security (PLS) for IRS and NOMA
systems [134], [135], [136], [137]. Therefore, there is a lot of
opportunity to investigate whether it will be feasible to keep
information security while putting the IRS-NOMA-aided
ISAC systems into operation. Furthermore, non-authorized
and malignant UAVs deliver fresh threats to ISAC systems
of communication [137], [138].

The installation of IRS-NOMA in ISAC systems has
revealed encouraging outcomes since it could establish vir-
tual LoS paths to enable sensing along with communication,
hence augmenting capacity. Whereas a number of earlier
studies [139], [140], [141] examined the significance of
IRS-NOMA in ISAC along with its capability to improve
target sensing capabilities, the majority of these studies
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made the assumption that the target could not intercept
the transmitting signals. The transmitted signal in ISAC
systems includes communication and sensing signals that are
vulnerable to interception by strangers. Moreover, authors
of [142] built a PLS framework and phrased the optimization
issue as fractional programming (FP) for minimizing the
SINR at the radar targets as well as for maximizing the
secrecy rate in the ISAC system via artificial noise (AN)
at the transmitting nodes. The numerical findings showed
that, even if the greatest secrecy rate was attained, the model
assumed that the target’s exact position and perfect CSI
were both known at BS. Because of this, PLS strategies
created for the conventional ISAC systems are worthless
when IRS-NOMA is present [137], [143]. Hence, it can be
challenging to acquire current IRS-NOMA-assisted ISAC
systems for mobile future-generation networks, including the
upcoming THz and mmWave connections, due to the rising
risk of security breaches via eavesdroppers or non-authorized
users.

2) ISAC SIGNAL PROCESSING COMPLEXITIES

Significant real-world signal processing complexities emerge
when IRS-NOMA is implemented into ISAC systems. These
challenges include multi-path signal integration via IRS-
NOMA, tackling clutter through IRS-NOMA-aided links,
estimating channels for the additional signal paths intro-
duced by IRS-NOMA, designing waveforms and allocating
resources considering IRS-NOMA deployment into account,
and resolving the complex computational issues of jointly
optimizing IRS-NOMA parameter values.

a: AWARENESS OF THE ENVIRONMENT

For mitigating target-linked ambiguity, precise sensing
efficiency advantages arise from preexisting awareness of
the environment. For example, in order for the transmitter
of DFRC to produce precise beams targeting IRS, the
IRS’s geolocation needs to be traceable [38], [144]. When
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DFRC and IRS are both fixed, this is intuitive, but in
a mobile circumstance, it becomes complicated. These
applications comprise IRS-installed UAVs and vehicles with
DFRCs. In order to regulate the IRS and determine if the
received signals are NLoS or LoS, the DFRC employs the
use of the scene’s geometry [145]. Additionally, prior to
tracking operations, the target position knowledge has to be
obtained. Hence, in order to estimate the target directions, the
DFRC ought to initially employ DF strategies (like MUSIC
(Multiple Signal Classification)) [146].

b: WAVEFORM DESIGN AND RESOURCE ALLOCATION

One of the foremost really challenging signal processing
problems in ISAC is waveform design and allocating
resources, as both sensing and communication capabilities
must be incorporated together. The allocation of resources
in DFRC layout is being carried out in several transmission
methods without the assistance of IRS-NOMA, notably
entirely unified (communication-centric, sensing-centric,
or hybrid layout) or non-overlapping (frequency/time/code
division/spatial multiplexing) structures [5]. The newly
developed strategies have assured both sensing and commu-
nication performance but come with increased hardware and
signal processing complexity, whereas the older strategies
were simpler for implementing but resulted in reduced system
efficiency.However, ISAC’s primary objective is to develop
a single waveform believed to handle communication and
sensing duties while simultaneously tackling clutter and
mitigating interference. In this scenario, the waveform design
gets much more challenging when IRS-NOMA techniques
are integrated into ISAC [147].

The majority of research into hybrid sensing and com-
munication design is focused mainly upon hybrid waveform
design. The most significant challenge with hybrid waveform
design revolves around the conflicting key performance met-
rics (KPMs) for communications and sensing. For instance,
the major goal to feed communications is to optimize
spectral efficiency, whereas the optimal waveform design
to acquire sensing is to estimate resolution along with pre-
cision. As Cyclic shift (CS)-Orthogonal frequency-division
multiplexing (OFDM) has proved to function as an excellent
substitute for communication, numerous investigators have
examined using it for sensing as well [64]. On the other
hand, the waveform of frequency modulated continuous wave
(FMCW) that was originally employed in radar is incapable
of transmitting data at the speed of transmission needed
for communication services. Several researchers suggested
tweaking the waveform of FMCW to make it more friendly
for communication. Apart from the numerous advances in
this specific field of research, the authors of [148] have
suggested employing up-chirp for communication along
with down-chirp for radar, as well as the authors of [149]
have launched the modulation of trapezoidal frequency
modulation continuous-wave (TFMCW), which multiplexes
the communication along with radar cycles in the time

VOLUME 12, 2024

domain. Moreover, such strategies may efficiently multiplex
data from communication into sensing signals; they typically
exhibit lower spectral efficiency because of the presence of
chirp-like signals.

¢: MULTI-USER INTERFERENCE (MUI) AND CLUTTER
SUPPRESSION

In the communication environment, MUI presents a chal-
lenge, while in radar back-scatter, the problem often arises
from clutter or reflections off unintended objects like the
ground, vehicles, buildings, and vegetation. IRS-NOMA can
be beneficial in cluttered conditions because it creates an
extra LoS path, which optimizes effectiveness when the target
is obstructed, particularly within indoor applications for
sensing [145], [150]. The covariance matrix of clutter, which
needs an earlier understanding regarding the clutter, may be
used to mitigate the clutter’s effect via taking advantage of
the signal dependency of the clutter interference. Moreover,
in the IRS-NOMA-aided ISAC circumstance, the BS may
efficiently mitigate the clutter through the transmission of a
specific sensing signal [151]. A further challenging situation
could involve prioritizing the targets identified or monitored
through the similar IRS-NOMA system. Addressing this
problem might need earlier awareness of the radar environ-
ment so that the DFRC system beforehand can prioritize
targets and allocate resources to radar appropriately [147].

d: ACQUISITION OF CHANNEL

In wireless communications, the CSI is estimated to enhance
the efficiency of data transmission. Unlike traditional massive
MIMO systems, IRS-NOMA -aided designs need the esti-
mation of several channel links, including BS-IRS-NOMA
and IRS-NOMA -user connections. The integrated processing
regarding messages from users alongside radar back-scatter
renders the channel estimate for IRS-NOMA-aided ISAC
drastically more challenging. Furthermore, pilot communi-
cation signals are conveyed to users in order to estimate
CSI, whereas omnidirectional probing signals typically get
delivered by radars in order to look for potential targets.
Radar probing signals might be utilized as pilot signals to
fix problems. With the estimated CSI being sent back to the
BS, this enables the users to receive the pilot signals via IRS-
NOMA [145]. However, a consistent waveform for sensing
along with communication which accounts for clutter and
interference is a vital ISAC characteristic. In this regard,
the designing of waveform problem becomes exceedingly
challenging when the IRS-NOMA techniques are assigned to
the ISAC.

e: HYBRID RADAR AND COMMUNICATION ASSISTED
CHANNEL ESTIMATION ALONG WITH BEAM ALIGNMENT

As a consequence of the rapid evolution of channels
for communication along with the large scale of massive
MIMO antennas, channel estimation continues to be an
insurmountable challenge. CSI needs to be updated on a
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regular basis. Hence, the total expense of channel estimate
along with CSI transmission is likely to be extremely high,
resulting in an enormous challenge of declining efficiency of
the spectrum [152], [153]. Hybrid radar and communication
strategies might accomplish reciprocal channel estimates via
leveraging MIMO antennas along with multi-carrier signals.
Additionally, the propagation properties of radar and commu-
nication electromagnetic waves are comparable [154]. The
radar functionality may estimate communication channels by
analyzing motion characteristics along with raw echo on the
array antenna. This data includes arrival degree as well as
latency/time delay. For attaining the necessary faster rate of
data within high-mobility settings, training-reliant sweeping
of beam is presently regarded as the major strategy. But,
this strategy has substantial overhead because to the constant
beam training needed [155].

3) CREATING ECONOMICAL ISAC SYSTEMS FOR DISTINCT
APPLICATIONS

ISAC technologies are distinct, and their use cases have
varying expectations of performance for sensing precision
with communication quality of service. In order to evaluate
distinct systems along with techniques under the ISAC
framework, performance metrics derived from communi-
cation as well as sensing technologies must be examined.
Within wireless connectivity, the objective aims to provide
an uninterrupted experience for users irrespective of ambient
conditions; hence, peak and average data rates, along with
latency, must be maintained across distinct link densities of
devices per square kilometre, accessibility of kilometres per
hour, as well as traffic capability of an area of megabits
per second per square metre. The primary objective of
RF sensing is to identify, discover, or trace a number of
objects with high precision, regardless of ambient conditions.
For instance, within industrial IoT circumstances wherein
a robot must do highly dependable along with precise
operations of sub-centimetre-level precision with millisecond
single-dire latency as well as up to 99.9999 % dependability
could possibly be needed [23], [156]. Supporting ultra-low
latency, extremely dependable, yet accurate industrialized
applications poses a challenge for ISAC architecture. With
restricted resources, creating an economical ISAC that meets
expectations of performance by combining its communica-
tion as well as sensing features presents novel challenges
for system architecture along with implementation. For that
purpose, several key areas of research encompass boosting
efficiency through cross-layer as well as cross-component
architecture and exploring high-fidelity channel as well as
destination models to aid system architecture [157].

4) ATTAINING UNIVERSAL AND TRUSTWORTHY SENSING IN
DYNAMIC ECOSYSTEMS

Sensing in the current investigation is usually performed in
a single ecosystem using an unvarying setting of geometric.
Hence, a variety of parameters may exert a major impact on
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the performance of sensing, including the relative distance
among the intended object and transmitters or receivers,
the quantity of objects within the region, along with
the RF waveforms utilized for sensing. Additionally, the
reciprocal influence along with backing among sensing as
well as communication are not well-explored. Therefore, it is
imperative to employ joint sensing, communication-aided
sensing, and sensing-aided communication for optimizing the
system, attain satisfactory implementation gain, as well as
establish a sensing ecosystem with SDN along with dispersed
edge computing for attaining universal and trustworthy
sensing in dynamic ecosystems [157].

5) DATA THEORETIC LIMITS FOR LOOP SHIFTING ISAC
CHANNELS

In most experimental real-world scenarios, channels as well
as sensing modes tend to be loop-shifting, meaning they stay
fixed across a single standard phrase and are not independent
and identically distributed (i.i.d.). Evidently, there is currently
little research on the basic constraints of loop-shifting ISAC
channels. A significant challenge in illustrating the capability
deformation zone for the loop-shifting ISAC channel occurs
as below. Under a conventional communication setting, the
loop-shifting ISAC channel transforms into a loop-fading
channel. For that instance, the area of Shannon’s capacity
has been clearly established, assuming perfect channel state
information at the transmitter (CSIT). Nevertheless, with
loop-shifting ISAC channels, assuming flawless CSI might
not be realistic, particularly wherever the communication
channel also serves as the sensing channel. Through self-
sensing, the carrier/transmitter might receive only an imper-
fect CSIT or CSI response by its recipient. This neces-
sitates accounting for the expenses of CSIT recuperation
or state sensing, as well as the consequences of imperfect
CSIT, while evaluating the area of capability deformation,
which is quite challenging. In reality, with imperfect CSIT,
Shannon’s capacity might not be accurately characterized.
Consequently, the loop-shifting ISAC channels of capability
deformation have to be investigated further [61].

6) ISAC HARDWARE LIMITATIONS AND IMPAIRMENT
Among those, the most significant challenge to the effective
deployment of the IRS-assisted ISAC system is hardware
impairment [126]. In real-world hardware constraints might
influence sensors along with communication effectiveness
as well as transmission security [127]. Processing in real
time for sensing and communication activities is critical.
It necessitates incredibly effective and low-delay hardware
layouts capable of handling large data workloads. Matching
the functionality needs of sensing and communication may be
challenging. Highly efficient sensing might require different
hardware features than communication at high speed. The
hardware convergence technique enables reciprocal sensing
and communication, enabling compensation as well as
distortion calibration. Figure 19 depicts frequent hardware
impairments in the ISAC transmission system.
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FIGURE 19. Hardware impairments in the ISAC transmission system.

The sensing and communication effectiveness, as well
as the transmitting security, may be jeopardized by the
practical implementation challenges with IRS-NOMA in
ISAC systems in real-world or practical scenarios due
to hardware limitations. In ISAC systems, IRS-NOMA is
vulnerable to a number of hardware limitations and practical
imperfections that might restrict their ability to reflect signals.
These include the discrete amplitude/phase shift reflection
and phase-dependent amplitude reflection, along with their
mutual coupling effect. It has sparked significant efforts
to research currently to examine the passive beamforming
and practical IRS channel estimation architectures liable to
various hardware limitations and imperfections, which will
be addressed.

a: DISCRETE AMPLITUDE/PHASE SHIFT REFLECTION

It is practically challenging to achieve the ideal IRS-NOMA
reflection model that features frequently flexible/tweakable
amplitude or phase shift, regardless of the fact that it proves
ideal for optimization as well as offers helpful performance
bounds. This is because developing high-resolution ampli-
tude or phase shift controllers is quite expensive. Since
every element merely requires a few control bits, it is more
economical to implement the IRS-NOMA with discrete along
with finite amplitude or phase shift levels, like two level (O -
) phase shift control or two level (absorbing or reflecting)
amplitude control. In order to minimize the channel esti-
mation error, a near-orthogonal discrete Fourier transform
(DFT)-Hadamard-reliant reflection matrix for training had
been built via appropriate quantization strategies in [158]
and [159], which examined the IRS-NOMA distributed
channel estimation challenge pursuant to the limitation of
IRS-NOMA discrete phase shifts. Afterwards, this research
evolved in [160], where the authors refined the original DFT-
Hadamard-reliant reflection matrix for training to reduce
channel estimate error via the element-wise Block Coordinate
Descent (BCD) optimization strategy.

Apart from this, a simple method for maximizing com-
munication efficacy in the IRS-NOMA passive beamforming
architecture with discrete phase shifts is to thoroughly search
through every phase shift level. For IRS-NOMA featuring
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high-resolution phase shifts along with increased reflecting
elements, that might result in an unreasonably complex
computational environment [161]. In [162] and [163], the
branch and bound strategy has been employed to provide
a high-quality sub-optimal solution along with a lower
average computational complexity; nevertheless, in the worst
scenario, exponential complexity is still incurred. Through
first solving the approximation issue via relaxed continuous
phase limitations afterward employing the next-best phase
quantization strategy onto the optimized phase shifts, the
relax and quantize methodology had been suggested in [158]
and [162] for designing sub-optimal IRS-NOMA reflections,
further reducing the complexity. However, this strategy could
lose performance due to round-off errors, particularly if every
phase shift has a low resolution.

b: MUTUAL COUPLING EFFECT OF REFLECTING ELEMENTS

The mutual coupling effect, in which every single ele-
ment’s impedance is influenced because of it’s neighbours,
is unavoidably caused by the sub-wavelength narrow dis-
tances across IRS-NOMA reflecting elements. This results
in meticulously coupled coefficients for reflection between
reflecting elements’ [164], [193]. The IRS-NOMA channel
estimation along with passive beamforming architectures are
exceedingly complicated in the traditional IRS-NOMA hard-
ware paradigm, which implies independent control of reflec-
tion across distinct reflecting elements. Accurately acquiring
the element wise distributed channels independently is an
immense challenge when dealing with IRS-NOMA channel
estimation involving mutual coupling. Within the finest of
our understanding, such a problem is yet to be addressed
in the body of currently available research. A viable and
realistic approach includes reverting towards the element
grouping technique [47] and [121], that unites neighbouring
elements forming a subsurface; beneath these, the sub-
surface’s might have moderate mutual coupling between
them. This prevents the effect of mutual coupling alongside
lowers training overhead since only the subsurface level
channels have to be estimated. To really comprehend how
to combine neighbouring elements appropriately for avoiding
unfavourable mutual coupling yet attaining sufficient efficacy
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in the IRS-NOMA channel estimation along with passive
beamforming architecture, additional thorough research is
recommended. The received signal-to-noise ratio of the
impedance-reliant channel framework is comparable to that
of the communication theoretic frameworks [37], but it’s
exceedingly challenging to handle because of the phase-
dependent amplitude, the presence of self impedance, along
with mutual coupling.

¢: PHASE-DEPENDENT AMPLITUDE REFLECTION

Every IRS reflecting element’s reflection amplitude seems
essentially non-constant as well as non-linear with regard to
it’s phase shift, as illustrated in [165] and [166], regardless of
the fact that the majority of the IRS-NOMA works currently
available have presumed independent control within the
IRS-NOMA reflection phase shift along with its amplitude.
At zero phase shift value, the IRS-NOMA’s amplitude
of reflection frequently reaches its most minimal value;
whenever the phase shift goes to —m or m, it grows system-
atically and asynchronously towards its highest value of one.
Practical IRS-NOMA channel estimation along with passive
beamforming architectures have been rendered extremely
challenging with this sort of phase-dependent amplitude
under control, as the traditional method of separately
optimizing the IRS-NOMA phase shift along with amplitude
is not practicable. Employing the BCD optimization strategy,
the researchers in [160] proposed a tweaked IRS-NOMA
training pattern for reflection to reduce the channel estimation
error as well as overwhelm the challenges of IRS-NOMA
channel estimation. This strategy proved to be more effective
in practice as compared to the traditional training layout
that assumed independent phase shift along with amplitude
control. Several optimization techniques were successfully
set out to construct the IRS-NOMA passive beamforming
employing the amplitude phase-dependent controlling model
in light of the CSI. Most notably, [165] employed the
element wise BCD technique to continuously optimizing for
every phase shift while holding the remainder constant and
accounting for the impact on the reflection’s amplitude.

B. FUTURE PERSPECTIVES
The subsequent subsection highlights key research domains
for future perspectives.

1) COMMUNICATION ENHANCED VIA SENSING

An extensive investigation has been conducted into leverag-
ing current communication channels for sensing purposes.
Simultaneously, sensing ought to enhance communication,
particularly in high-frequency bands like mmWave as well
as terahertz (THz). Because of the substantial propagation
degradation within these frequency groups, beamforming
with narrow beams is frequently utilized as a remedy for
path loss. Whenever either the recipients or broadcasters
undergo movement, the linkages of communication, such as
the path of rays, need to be continually tweaked in order to
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maintain acceptable orientations and thereby ensure adequate
throughput. Beam reorganization by means of training as well
as refining may prove costly, particularly in a narrow beam
such as a pencil beam layout with rapid movement. However,
in the event the spot as well as the trajectories of recipients
are readily estimated or variations in the immediate vicinity
are predictable, the beam may be tweaked in real time, greatly
decreasing the necessity for beam training or refining. As an
illustration, in automotive networks, tracking and forecasting
vehicle kinematic characteristics might help to decrease beam
tracking overhead [5], [157].

Perhaps it’s noteworthy to demonstrate that, alongside
the growing interest in 6G THz dissemination, sensing
has become an increasingly vital element to enable com-
munications. New and promising strategies like intelligent
reflecting surface (IRS) might be deployed to enhance
the range of communication via smart beamforming, that
is strongly reliant on current time surveillance of the
ecosystem for environment-sensitive beamforming [167].
To efficiently exploit sensing data to enhance communication
in forthcoming wireless technologies, more investigation
for future perspectives in modeling, test-bed development,
simulation, along with certification is needed [157].

2) MOBILITY IN ISAC SYSTEMS FOR IRS-CONFIGURABLE
ENVIRONMENTS

Mobility is an essential component of ISAC systems that
has yet to be thoroughly researched. ISAC systems are
ideal for automotive applications that include self-driving
automobiles [168] as well as unmanned aerial vehicles
(UAV) due to their intrinsic hardware, power, expenses, along
with dimension reductions [169]. Moreover, the functionality
of sensing frequently entails monitoring traveling objects
instead of just detecting them immediately. IRSs, unlike
ISAC systems, are usually immobile and placed at predeter-
mined spots. Yet, new advancements indicate that [170] IRS
are capable of being implanted in automobiles that move,
resulting in uncertain locations and perspectives, further
complicating ISAC systems.

Catering for mobility in ISAC systems for IRS-configured
environments presents numerous research options. For
instance, the placement and installation of IRSs may influ-
ence the trajectories of cellular systems, advocating a joint
strategy for design for trajectories along with beamforming in
IRS-configured ISAC. Additionally, tracing cellular objects
during certain time periods may be improved by the joint
layout of IRS reflection sequences with ISAC signaling sys-
tems. Ultimately, mobility has an influence on the underlying
paradigm for communication as well as sensing channels.
Although no trajectories or objects that move are needed, they
should be part of signal processing scheme architecture [28].

3) ISAC-AIDED PERFECT CHANNEL AS WELL AS TARGET
MODEL

Previous research has concentrated upon either one or many
sensing activities requiring numerous sensing transmissions
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as well as recipients. Studies like these provide evidence that
sensing applications are feasible; nevertheless, the installa-
tion of systems as well as the demands of application may
frequently have an impact on effectiveness. To combine such
sensing properties for increasingly sophisticated activities
while assisting the growing IoT applications of the smart
world, it’s necessary to pursue an infinitely large as well
as further complex system made up of numerous activities
in order to grasp an elementary knowledge of the layout
challenges along with anticipated initial effectiveness before
actual deployment. For this endeavor, a perfect modeling of
the channel along with target were needed [157].

Achieving perfect target modeling within ISAC is crucial.
Inside the ecosystem of wireless sensing, the spacing across
the signal transmitter as well as the target can frequently
be lesser compared to conventional radar systems; hence,
the target shouldn’t be treated as a mere point target.
Instead, it must be treated as a stretched target that has
several spreading centres modeled by radar cross-section.
Several studies have used electromagnetic methodologies
to compute reflected rays or bounce off a target [171],
[172]. However, such strategies are extremely computa-
tional for real-world ray creation in system-level modeling.
An optimal channel model must strike a compromise among
precision and complexities, taking into consideration the
varying polarization orientations of broadcaster and reception
antennas. Additionally, in order to attain beneficial sensing,
the time-shifting channel features, particularly the target,
must be perfectly modeled.

4) ISAC-ENHANCED VIA ARTIFICIAL INTELLIGENCE (Al)

Al is projected as being fundamental and entirely embedded
in 6G systems. Algorithms for Al that are sophisticated
and powered by data open up novel possibilities for both
wireless connectivity along with ISAC technology. Inside
rich in data and complicated ISAC situations, particularly
those that have weak interior as well as exterior channel
circumstances, there are numerous multifaceted, inverse, yet
chaotic/noisy findings, along with the physical parameters of
the system’s nonlinear signal qualities that may be undefined
or challenging to estimate [173]. Conventional mathematical
paradigms along with signal processing approaches solely
lack the ability to address the difficult joint communication
as well as sensing issues in these complicated ISAC
settings. Al techniques may be used to simulate system
behaviour, such as exacerbated communication as well as
sensing channels, the immediate surroundings, as well as
numerous system uncertainties. These models of Al enable
the creation of higher-performing and resilient ISAC systems
via integrating the positive aspects of data as well as
model driven techniques. Additionally, ISAC systems may
also supply a large amount of data to be used for Al
model training and maturation because of their excellent
sensing and communication capabilities. Thus, investigating
the interaction of Al, sensing, as well as communication in
ISAC-Enhanced via Al systems is of great interest [61].
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5) RADIO-FREQUENCY (RF) SENSING WITH DATA ANALYSIS
AND MACHINE LEARNING (ML)

ML, notably deep learning, have demonstrated an out-
standing capacity to convert data acquired across diverse
systems into more meaningful information, facilitating smart
choice-making along with automated operation. ML proved
amazing growth in numerous fields, namely empowering the
cleverness of IoT devices, thanks to high-speed computation
(edge or cloud computation) and sophisticated communi-
cation and network techniques [174]. To employ ML and
data analysis within radar sensing, it’s necessary to grasp
the application’s needs for performance, that is., precision
as well as delay, and the characteristics of the accessible
sensing data. Additionally, an organized structure is needed
for facilitating ML at numerous levels as well as elements,
allowing distributive along with transferable learning, and
offering an empirical basis for ML, including resilience as
well as explainability. Incorporating ML within radar sensing
opens new future perspective multidisciplinary research
opportunities, notably radar sensing with ML, sensing
installation, along with it’s procedures. Very low-delay radar
analysis of data was enabled by ML, as well as ultra-low-
delay and very dependable connectivity [157].

6) ISAC: SECURITY AND PRIVACY

An ISAC system comprises multiple elements and layers.
Every element and their interconnections might be vulnerable
to assault. Sensing and infrastructure for communication
might become vulnerable to a variety of attacks, compro-
mising the system’s accessibility, reliability, and security.
As an outcome, it’s necessary to thoroughly investigate the
system’s different vulnerabilities and implement strategies
to comprehend the implications of prospective hazards,
along with creating preventative measures to protect ISAC
systems. As an illustration, the most prevalent hazard within a
sensing system is inept or compromised devices. The authors
of [175] conducted an in-depth analysis on locating and
acknowledging IoT gadgets. The authors reviewed current
ML techniques for acknowledging gadgets based on patterns
of wireless signals and traces of system traffic.

The ISAC system is also vulnerable to eavesdropping
and jamming because of the shared waveform of sensing
and communication. As an outcome, suitable preventative
measures ought to be addressed in the physical layer
layout for preventing data obtained from escaping to
obnoxious sensing objects or passive radar recipients via the
object’s echoes. Safe communication mechanisms, especially
low-cost authentication and encryption, ought to be explored
in order to hinder messages being deciphered by eaves-
droppers [176]. Furthermore, the efficiency consequences of
security and privacy-preventative strategies that affect the
ISAC system deserve further examination.

7) ISAC FOR EMERGING SPECTRUM/FREQUENCY BANDS
ISAC within the sub-THz and THz frequencies may be cre-
ated from scrape without relying on current standardization.

186115



IEEE Access

S. N. Sur et al.: State-of-the-Art Survey on IRS-NOMA for Integrated Sensing and Communication

As an outcome, several multifaceted ISAC architectures may
be created, each with its own set of capabilities and distinct
sensing as well as communication effectiveness trade offs.
Researchers think that an information conceptual examina-
tion of the ISAC beneath novel channel attributes uncovers an
inherent trade off within sensing and communication, leading
to a fresh layout of system specs. To develop novel waveforms
for certain channel types and applications, consider the
layout of system requirements, including signal processing at
broadcasters and recipients. Furthermore, frameworks such
as extremely massive antennas for pen-like beamforming
along with IRSs that sculpt channel propagation conditions
beneficial to ISAC ought to be investigated in order to deal
with substantial path losses in sub-THz and THz frequencies.
In the entire system architecture, ML, along with deep
learning, will serve critical roles in sensing and detection of
data while managing the pattern of beam and reflection and
absorption patterns of IRS [130].

8) COLLABORATIVE AND DISTRIBUTED ISAC

Previously noted, in order to support ubiquitous IoT gadgets
that are able to sense, compute, and communicate, forthcom-
ing IoT systems may deploy several IRS along with UAVs in
addition to BS [177]. In addition to producing diverse sensory
input, these ISAC constituents also provide correlated data.
Analyzing and communicating the sensory input dispersed
throughout the network to extract desired characteristics
along with data for a variety of applications, such as
regression, is another essential field for investigation [178].
The majority of RF sensing devices in operation presently
are very reliant on the environment and sensor placement,
and they are designed to target a single application. Col-
laborative sensing is an integral empowering technique that
helps systems for sensing efficiently respond to real-world
scenarios as well as capitalize on the universal accessibility
of wireless gadgets. Several gadgets can work together
within a team in collaborative sensing for gathering more
data regarding the environment around them [157]. Three
potential strategies for installing collaborative sensing are
portrayed in Fig. 20. In the primary installation, as presented
in Fig. 20(a), numerous STATIONs may transmit their
sensing data straight to the initiator, subsequent to analyzing
the CSI metrics. The access point initiator can then aggregate
all of the sensing information to reach a conclusion. A one-
bit response received from every STATION indicating its
proximity position ought to be taken into consideration
in certain usage scenarios, like presence detection. In the
secondary installation, as shown in Fig. 20(b), as the initiator
functions as a processor and processes the CSI data directly,
numerous STATIONs may provide feedback on respective
CSI measures in an ordered manner. As the raw measures
of several channels might become available, the access
point could then gather more data regarding its surrounding
environment. In the tertiary installation, as illustrated in
Fig. 20(c), the initiator serves as both a processor as well as
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a receiver. The initiator first sends a trigger packet to every
STATION. If a responder is willing to take part in sensing,
it responds to the trigger message by sending a CTS-to-self
packet. Every STATION that consented to be involved then
receives a fresh transmission of the trigger packet from the
initiator. In response, every STATION sounds the channel by
sending a null data packet (NDP) one at a time [157].

VIil. LIMITATIONS OF IRS-NOMA FOR ISAC

In addition to the research challenges aforementioned above
for IRS-NOMA in ISAC, there are certain fundamental
limitations that are unique to IRS for ISAC. The IRS
limitations for ISAC upcoming wireless communication
technologies are multifaceted and can be summarized as
follows:

« Fixed electromagnetic characteristics: Electromag-
netic characteristics are fixed shortly thereafter, fabri-
cating an IRS (metamaterial) for ISAC with a distinct
physical structure. The lack of flexibility hinders its
ability to tweak and makes it unsuitable towards
dynamic shifts. The metamaterial is restricted to a
specific purpose or range of frequency, allowing for
the development and production of a new metamaterial
capable of handling various tasks or frequency ranges.

« Inadequate digital processing capabilities: IRS com-
ponents were created with principles of analog beam-
forming notions in mind and don’t have integrated
sensing guidance for features like digital processing.
IRS works primarily in the analog world, in comparison
to particular relay platforms, which may incorporate
advanced versions of digital signal processing algo-
rithms to improve effectiveness. The aforementioned
limitation might hamper the pliability of the system as
well as engineering capacity for optimization, hamper-
ing it’s capability to effectively supervise diversified
integrated sensing and communication scenarios.

« Restricts pliability or inpliability of IRS for ISAC:
The inpliability of IRS for ISAC derives through the
requirement for redesigning and rebuilding whenever a
newer function or range of frequencies are needed. IRS
is inpliabile because the dimensional properties of the
propagation units that constitute the metamaterial must
be adjusted based on the requirements for application.
A fresh calibration requires a difficult computational
synthesis methodology. IRS’s capability to switch to
real-world or switching wireless ecosystems is limited
by the need to rethink and recalculate.

« Computational needs: The synthetic methodology for
reevaluating parameters related to structure raises the
complexity of computation of the design process of the
architecture. This computation need might be a sub-
stantial constraint/limitation, with particular regard to
real-world updates or complex wireless communication
scenarios. These constraints/limitations may result in
delays in deployment or increased design expenses.

VOLUME 12, 2024



S. N. Sur et al.: State-of-the-Art Survey on IRS-NOMA for Integrated Sensing and Communication

IEEE Access

N

=\
¢+ STATION 1

o

Access Point STATION 2

Sensing Responders
Sensing Receivers
Sensing Processors

-

Sensing Initiator '
Sensing Transmitter
N

i

STATION 3

Physical Layer Protocol Data Unit (PPDU) Transmission
<€ -Sensing Result

(a)

)

,  STATION 1

Y,

Access Point STATION 2

Sensing Initiator % N ﬁ
Sensing Transmitter
Sensing Processor -

Sensing Responders
Sensing Receivers

STATION 3

Physical Layer Protocol Data Unit (PPDU) Transmission
<€ ~-Channel State Information (CSI) Feedback

)

,  STATION 1

S,

Access Point STATION 2

Sensing Initiator X N
Sensing Receiver N
Sensing Processor >

STATION 3

Sensing Responders
Sensing Transmitters

Trigger Packet
<& ~=Null Data Packet (NDP)

(b)

(c)

FIGURE 20. Three potential installations for collaborative WiFi or Wireless Local Area Network (WLAN) sensing. (a) Primary installation, (b) Secondary

installation, and (c) Tertiary installation.

o Complex network topologies of ISAC: One of the o
basic limitations is the network topologies of ISAC,
which are developed by combining sensing as well as
communication network topologies. Such as assume
mono-static interference networks, wherein numerous
transmitters and receivers communication units conflict
with one another, where every transmission transmitter o
serves as a transmitter for radar for detecting objects that
are shifting. These limitations might result in complex
network topologies of ISAC, increasing design costs.

IX. LESSONS LEARNED

The survey paper on IRS-NOMA for integrated sensing and
communication sheds valuable insights into the potential
benefits of IRS-NOMA technologies, highlighting their
role in boosting ISAC systems and forthcoming wireless
communication networks. Numerous critical lessons and
favourable outcomes can be gleaned from the paper: .

e Holistic overview of NOMA: The present survey paper
covers a holistic overview of NOMA and linked signal
processing techniques, covering NOMA in downlink
and uplink networks along with sum rate analysis. This
knowledge is critical for grasping the practical features
of NOMA to improve the spectral efficiency of wireless

communication networks.

o Comprehensive overview of IRS: The research article
delivers a comprehensive overview of IRS, including
IRS hardware along with equivalent RLC circuits
and tuning processes of IRS. The tuning of IRS
elements is portrayed as a critical feature in IRS-assisted
networks, as it significantly impacts the overall system
performance. This insight serves as pivotal for grasping .
the physical architecture needed in installing IRS in

real-world wireless networks.

o IRS mathematical modeling: The paper delves into the
visual representation and mathematical signal process-
ing model for different scenarios, including both single
and multiple IRS configurations. This knowledge proves
pivotal for researchers in mathematical modeling of IRS-

assisted systems.
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Pliable setup for real-time efficiency: The IRS’s ability
for evolving and tweaking its setup for real-time effi-
ciency is vital for enhancing wireless communication.
Such pliability has the potential to improve sensing
and communication while reducing signal limitation or
interference in future networks.

Detailed overview of ISAC: The research paper covers
a detailed overview of ISAC, covering its architecture,
frequency bands of operation, application areas, and
current technological standards. It also highlights the
relative merits and demerits of various configurations.
Performance metrics of ISAC: The survey paper
emphasizes a thorough overview of the performance
matrices of ISAC to evaluate the performance of
the radar and communication system for an ISAC
system. These performance metrics will be invaluable
in characterizing the sensing, communication, and
ISAC systems.

IRS-NOMA assisted ISAC: The article summarizes the
advancement of the IRS-NOMA assisted ISAC-related
research, with an in-depth explanation of objectives,
methodologies, IRS deployment strategies, and related
achievements. Additionally, with tabulation, it summa-
rizes and compares the works that are on the IRS-NOMA
assisted ISAC system, exploration of system metrics
utilization, a comparison of algorithms associated with
IRS-NOMA-aided ISAC, and different IRS-NOMA
approaches within ISAC systems. This research proves
pivotal for leveraging IRS-NOMA assisted ISAC sys-
tems to achieve higher spectral efficiency, improved
sensing accuracy, and more reliable communication
links in the practical scenario of wireless communication
systems.

Mathematical modeling for IRS-NOMA assisted ISAC:
The paper delves into the mathematical model for
an IRS-NOMA assisted ISAC system, covering a
detailed overview of the communication model, radar
model, and optimization. This knowledge proves pivotal
for researchers in mathematical modeling and for
grasping the physical architecture needed in installing
IRS-NOMA assisted ISAC in real-world wireless net-
works.
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o Interplay of IRS-aided ISAC NOMA with emerging tech-
nologies for 6G realization: The manuscript emphasizes
the potential application scenario for the IRS-aided
ISAC NOMA, which can communicate with and
augment other cutting-edge technologies on the pathway
to 6G connectivity. This highlights the broader context
of how these integrated technologies might fit into the
vision of next-generation wireless communications.

o Challenges and future perspectives: The manuscript
acknowledges the benefits of an IRS-NOMA assisted
ISAC system while highlighting significant practical
challenges and implementation issues associated with
IRS-NOMA in ISAC, notably algorithmic complexities,
i.e., signal processing complexities, hardware limita-
tions and impairment, and security and privacy concerns
associated with IRS-NOMA in ISAC. Acknowledging
and overcoming these challenges will be essential to
identifying future perspectives and accelerating the
real-world implementation of ISAC-NOMA-IRS in
wireless networks.

o Limitations of IRS-NOMA for ISAC: The manuscript
additionally stresses the key limitations linked with
the integration of IRS, NOMA, and ISAC. Addressing
and resolving these limitations will be critical for
discovering future opportunities and speeding up the
application of ISAC-NOMA-IRS networks.

In a nutshell, the survey paper conveys the current state-
of-the-art in ISAC using NOMA techniques, encompassing
topics notably NOMA, IRS along with its mathematical
modeling, ISAC along with performance metrics, IRS-
NOMA assisted ISAC along with its mathematical modeling,
and interplay off IRS-aided ISAC NOMA and strengthen
other emerging technologies on the journey towards 6G
connectivity. It not only acknowledges the benefits that
an IRS-NOMA assisted ISAC system promises but also
addresses the challenges and limitations, paving the way for
future perspectives in the field.

X. CONCLUSION

In this survey, we have explored the current state-of-the-
art in ISAC using NOMA techniques. We examined the
key advancements, challenges, and future directions in this
emerging field, highlighting how IRS-NOMA can signifi-
cantly enhance the efficiency and performance of integrated
systems. By leveraging IRS, these systems can optimize
signal reflection to improve data transmission and sensing
accuracy, while NOMA allows multiple users to access
resources simultaneously, enhancing network efficiency. This
study reveals that IRS-NOMA holds great promise for
advancing wireless network capabilities by improving spec-
trum utilization, enhancing data rates, and enabling efficient
sensing capabilities. The integration of IRS with NOMA
techniques presents a synergistic approach that leverages
the strengths of both technologies to address the growing
demands for high-speed, reliable, and versatile wireless com-
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munication systems. However, several challenges remain,
including the need for robust algorithms, effective resource
allocation strategies, and improved hardware designs to
fully realize the potential of IRS-NOMA. Future research
should focus on addressing these challenges and exploring
innovative solutions to further optimize system performance
and scalability. As the field continues to evolve, IRS-NOMA
is expected to play a pivotal role in shaping the future of
integrated sensing and communication systems. By advanc-
ing both theoretical and practical aspects, researchers and
engineers can contribute to the development of more efficient,
intelligent, and adaptive networks that meet the demands of
next-generation applications.
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