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ABSTRACT In the last decades, field-programmable gate arrays (FPGAs) have become increasingly
important to the electronics industry, offering higher performance and lower power consumption as transistor
technology continues to scale down.Machine learning (ML) algorithms have become pivotal in the electronic
design automation (EDA) of FPGAs, enabling the learning of relationships between input and the desired
output based on representative data properties rather than physical laws. As FPGA capacity expands, the
EDA tools must also scale to handle larger, denser digital systems, and ML offers to fill the gap with
resulting computational efficiency and improved solution quality. This study reviews ML methods utilized
in FPGA EDA, from the perspective of formulated problems, input space representation, learned mapping,
and methods used to achieve that. The work also presents the mainMLmethodologies and future challenges,
serving as a roadmap for FPGA practitioners to navigate in the area of ML for FPGA EDA.

INDEX TERMS Artificial intelligence, electronic design automation, field programmable gate arrays,
machine learning.

I. INTRODUCTION
Over the past decades, field-programmable gate arrays
(FPGAs) have acquired increased importance in the electron-
ics industry [1]. As transistor sizes continue to scale following
the Moore’s Law trend [2], [3] and new technologies pave the
way for post-Moore scaling [4], FPGAs have shown a poten-
tial for higher performance and lower power consumption [5].
When compared to microprocessors and application-specific
integrated circuits (ASICs) [6], they offer lower non-recurrent
engineering costs, reduced development time, easier debug-
ging, and reduced risk. Nowadays, modern FPGAs have
started to replace ASICs in many fields where they can meet
the same power, performance, and area (PPA) requirements.
Since their inception in 1985, FPGAs have been pervasive
in several different applications including signal processing,
multimedia processing, cryptography, chip multiprocessor
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emulation, financial engineering, bioinformatics, automotive,
and artificial intelligence (AI) [7], [8].

This trend indicates that the FPGA electronic design
automation (EDA) tools need to also scale to perform more
operations to complete the implementation of larger (and
denser) digital systems. As FPGA capacity increases, the
entire computer-aided design (CAD) implementation pro-
cess from high-level synthesis (HLS) to routing could take
a considerable amount of time, particularly in the case of
high device utilization [9], [10]. The problem becomes more
challenging given that processors used to run the CAD
tools exhibit sub-linear scaling speed with transistor size,
even when parallel processing is implemented. CAD runtime
becomes a critical issue [11].

Machine learning (ML) algorithms have started to play an
important role in FPGA CAD/EDA design. The ML algo-
rithms allow learning the mapping between a given input
and a desired output based on the properties of the data
rather than based on laws of physics. Due to their intrinsic
computational efficiency, the established mapping provides

182640

 2024 The Authors. This work is licensed under a Creative Commons Attribution 4.0 License.

For more information, see https://creativecommons.org/licenses/by/4.0/ VOLUME 12, 2024

https://orcid.org/0000-0003-2505-8965
https://orcid.org/0000-0003-1118-7109


A. Biscontini et al.: Machine Learning for FPGA Electronic Design Automation

more opportunities for exploratory analysis, trading off some
degree of accuracy for quicker turnaround time. This leads
to an improvement in the solution quality compared to the
traditional CAD solution methods.

In this study, we examine data-driven methods within the
context of FPGA design, specifically focusing on the learned
mappings between input and output. Our goal is to present
a detailed classification of ML techniques applied to FPGA
EDA, with an emphasis on various design stages and appli-
cation tasks. The works in [12] and [13] provide a systematic
review of ML techniques used across the FPGA implementa-
tion flow, offering an in-depth discussion of methodologies,
approaches, and key findings. Building on these reviews,
we offer a broad overview of the literature, adding a sys-
tematic analysis of input space representations and their
learned mappings. The survey in [14] presents the integra-
tion of ML techniques in the HLS-based FPGA backend
design flow, focusing on research challenges, limitations, and
opportunities. Extending this scope, we further explore ML
applications at the register transfer level (RTL). Additionally,
[15] provides a concise overview of deep learning methods
for end-to-end FPGA bitstream generation, highlighting the
importance of open-source data for training large models.
Inspired by this, we broaden our analysis to include tradi-
tional ML approaches and build on the survey in [16] by
offering a detailed analysis of existing EDA datasets.

The paper is organized as follows. Section II provides
the background on the EDA process and describes its main
steps. Section III conceptually outlines relevant ML method-
ologies such as leveraging past data and learning from
the current design on the fly. The studies that utilize ML
for the main EDA steps, namely, HLS, RTL development,
logic synthesis and optimization, placement, and routing are
reviewed in Sections IV-VIII. A summary of the bench-
mark datasets employed in these studies is provided in
Section IX. Section X examines commonMLmethodologies.
Sections XI and XII address the discussion and outstanding
challenges related to the application of ML in FPGA design.
This review serves as a comprehensive roadmap for practi-
tioners in the FPGA field.

II. CONVENTIONAL EDA FLOW FOR FPGA
FPGA hardware implementation relies heavily not only on
its architecture but also on its EDA backend flow [17]. Large
tech companies such as Synopsys, Cadence, Intel, AMD,
and Mentor provide part or entire automation suites for
FPGA implementation. There is also an increasing body of
work in the open domain [18], [19], [20], [21], [22], [23].
An overview of the conventional FPGA implementation flow
is presented in Fig. 1. Here, we introduce two flow variants:
(a) RTL-based and (b) HLS-based. The distinction between
them lies in their design generation methodologies. In the
RTL flow, the process is manual, requiring engineers to hand-
craft the high-level description language (HDL) code, which
makes development time variable and heavily reliant on the
designers’ expertise. Conversely, the HLS flow automates

this step by taking an abstract behavioral specification of
the system as input and generating the corresponding HDL
code. Once the HDL is defined, both flows converge on
the same implementation process, encompassing logic syn-
thesis and optimization, placement, and routing, before the
final translation into bitstreams for FPGA deployment. HLS,
which emerged in the early 2000s, aims to elevate the level of
design abstraction, reduce programming effort, and acceler-
ate time to market. Analyzing runtime data from the Vivado
monolithic configuration with 32 processors, as reported in
reference [24], we estimate that in an HLS-enabled flow,
approximately 46% of the total workflow time is dedicated
to HLS, while logic synthesis and optimization account for
36%, and placement and routing each contribute around 9%
to the overall runtime.

Below we briefly describe the five main steps of the FPGA
implementation process.

FIGURE 1. FPGA implementation flow.

A. HLS
During this step, a hardware behavioral description in
C/C++/MATLAB is translated to an HDL such as VHDL
or Verilog [25]. HLS is being adopted by more companies
as part of their industrial EDA flow, even though it has not
fully replaced the use of RTL flows yet. It can target large and
complex chip architectures enabling a smooth transition from
architecture to final RTL design, leading to a higher level of
abstraction and design re-usability. It enables a larger vision
of the overall system architecture, allowing microarchitecture
generation to happen automatically by simply changing the
synthesis directives, called ‘‘pragmas’’. This opens a path
for direct system implementation without the use of HDLs.
The pragmas configuration drives the generation of different
micro-architecture flavors for the same design so that the
generated hardware can be re-tuned to fit into specific PPA
targets without modifying its behavioral description. On top
of allowing rapid design and verification cycles, this enables
faster Design Space Exploration (DSE). Historically, this
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area has been dominated by traditional algorithms to solve
multi-objective optimization problems. We can distinguish
two categories: (1) integer linear programming [26] and (2)
heuristics [27] algorithms. (1) usually results in optimal solu-
tions. As such, they suffer from scalability issues with run
times that are exponential in the worst-case scenario. On the
other hand, (2) achieve sub-optimal solutions with better
runtime complexity at the cost of higher sensitivity to hyper-
parameters configuration. We can further classify heuristics
into two main categories: design space pruning techniques
and meta-heuristics. Design space pruning techniques aim
to restrict the design space by pruning some solutions.
This could lead to missing entire exploration regions. Meta-
heuristics are based on phenomena frequently found in nature
and aim to perform extensive searches in the design space,
often tolerating worse local optima to find better sub-optimal
solutions. Examples of these algorithms include simulated
annealing [28], genetic algorithms [29], and ant colony [30]
optimizations.

HLS comes with its limitations. HLS tools generally
produce designs with lower performance and less efficient
resource utilization compared to manual RTL implementa-
tions. Despite recent advancements, substantial quality of
results (QoR) gaps persist, particularly in performance and
resource optimization areas [31]. The effectiveness of HLS
is often constrained by the specific tools and frameworks
used, which can limit the designer’s control over the final
hardware implementation. RTL is frequently preferred for its
superior fine-tuning capabilities, especially in cycle-accurate
designs. While HLS can automate certain optimizations like
pipelining and loop unrolling, it often struggles with more
complex tasks. Designers may need to manually refine the
code to achieve optimal performance, particularly when deal-
ing with dynamic data structures and memory hierarchies.
Although HLS facilitates behavioral verification, the result-
ing RTL code can also be difficult to debug and verify at a
detailed level. The opaque relationship between high-level
code and generated RTL complicates issue identification and
the resolution of logic redundancies. In terms of performance
relative to cost, the study in reference [32] evaluated pro-
ductivity by comparing code quality against development
hours. The average productivity of HLS was reported to be
up to 6× greater than that of RTL design, thereby enabling
designers to accomplish their tasks more efficiently. The
research indicated that the design time required for HLS was
approximately one-third of the time needed for RTL design,
while the size of the HLS input code was nearly halved.

B. RTL DEVELOPMENT
RTL development is a methodology for designing digital
circuits, with ‘‘register-transfer’’ referring to the abstraction
level at which the design is conceptualized. At this level, the
design is described in terms of data flow between registers
and the logic operations performed on that data, without
details on the transistor-level hardware implementation. RTL

FIGURE 2. Active learning loop.

development is typically divided into two stages. The first
stage, RTL coding, involves formulating and optimizing the
initial RTL description. This process includes writing RTL
code that accurately represents the system’s data flow and
operations while optimizing the design to meet specific
PPA requirements. Techniques such as pipelining, which
divides the design into stages that can operate in parallel,
and parallelism, executing multiple operations simultane-
ously, are commonly employed to enhance design speed.
Power optimization methods, such as clock gating, which
disables the clock signal to unused parts of the design, and
power gating, which cuts off power to inactive sections,
are used to reduce power consumption. Area optimization
can be achieved through resource sharing, where multiple
components use the same resources, and constant propaga-
tion, which simplifies operations by broadcasting constants
through the design. The second stage is RTL verification,
which ensures the correctness of the RTL design. This stage
involves code simulation, where a series of input vectors is
applied to the RTL design, and the resulting output vectors are
observed to assess whether the design behaves as expected.
Formal verification is also employed to mathematically prove
the correctness of the RTL design. In this approach, the
intended behavior is expressed as a set of formal properties,
which are verified using formal verification tools to ensure
they hold true for all possible input vectors. Additionally,
linting is a valuable technique used for ensuring design cor-
rectness, involving static analysis of the RTL code to identify
common coding errors, ensure adherence to coding standards,
and detect potential synthesis and timing issues.

C. LOGIC SYNTHESIS AND OPTIMIZATION
This step takes as input the high-level description of the
hardware and translates it into a gate-level netlist [33]. The
multi-objective search makes this step very demanding in
terms of resources. It is generally divided into two sub-steps.
First, a technology-independent synthesis is run, where the
objective is to represent the netlist as a directed acyclic graph
using technology-agnostic gates (e.g. AND, OR, NOT gates)
and optimize it. The most common representation is the
And-Inverter graph (AIG) where the nodes perform 2-input
NAND operations [34]. Technology-independent synthesis
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FIGURE 3. Classification task using active learning: (a) Initial distribution; (b) stage 1,
learning using random sampling; (c) stage 2, learning using random sampling; (d) stage 2,
active learning using uncertainty sampling.

does not present differences between the ASIC and the FPGA
flows. It is followed by technology-dependent optimizations
where the Boolean network is transformed into a network
of gates derived from the technology library. Usually, this
transformation involves the use of mapping and packing algo-
rithms aimed at the concurrent reduction of cell area and
power, where the output netlist is predominantly composed of
lookup tables (LUTs) and flip-flops (FFs). The logic imple-
mentation space is very large and there is a wide margin of
potential optimizations. Typical metrics targeted during the
optimization process are performance and cost. The former
is targeted by improving the hardware’s latency for increased
speed while the latter is achieved by reducing the number of
mapped devices. The large optimization space also requires
solvers with very high accuracy and complexity since the
synthesis and optimization process often must obey many
input constraints.

D. PLACEMENT
The technology-mapped netlist is ready to be placed on the
FPGA. This step aims to place the logic cell instances while
optimizing the routing resources [35]. The connected blocks
are placed within the FPGA core area to minimize wire
density, timing, and routing congestion. Historically many
placement algorithms in the literature can be divided into
three large categories based on their underlying methods:

partitioning-based [36], analytical [37], [38], and simulated
annealing placement techniques [39], [40]. Partition-based
techniques recursively divide the circuit, reducing the prob-
lem dimension to smaller placement areas. This approach
shows better runtime, sometimes impacting negatively on
QoR. Analytical placement reduces the problem to a func-
tion minimization setting, where the solution is represented
by the block locations that minimize a set of goals under
user-provided constraints. Simulated annealing is a stochastic
global search optimization algorithm. It tends to achieve good
quality results at the expense of larger runtime.

E. ROUTING
This step represents a combinatorial optimization problem.
It is especially complex for modern FPGA architectures
where routing resources are limited and discrete. After place-
ment, cell instances need to be connected through physical
routes. To perform the routing task, the underlying archi-
tecture is modeled as a weighted graph. Each logic edge is
associated with a single routing resource on the FPGA [41].
The edge weight represents the congestion present on its
associated physical connection. Routing approaches can be
classified into sequential routing where nets are routed fol-
lowing a pre-defined sequence, and concurrent routing where
nets are routed at the same time. One famous example of
sequential approaches is Dijkstra’s shortest path algorithm,
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as applied in PathFinder [42], where signal routing follows
an iterative negotiation-based strategy. The negotiation hap-
pens when multiple signals share the same wire in the initial
routing stage. These signals would go through a rip-up and re-
route process, where assignment conflicts would be resolved.
Concurrent routers are often implemented using network
flow [43], linear assignment [44], and Boolean satisfiabil-
ity [45].

FIGURE 4. QoR prediction.

III. ML IN THE FPGA DOMAIN
ML systems aim to create a functional mapping between
input and output based on available labeled samples. These
data can be available beforehand and can be used to create
an ML system to operate under an independent and identi-
cally distributed assumption (IID). In the context of FPGA,
each design may consist of characteristics specific to its
architecture. In these cases, the availability of past data may
provide little usefulness for the design at hand since the IID
assumption for a given representation may hold no more.
In this situation, active learning is performed where an ML
algorithm learns the design-specific mapping from scratch by
guiding the optimizer on what data should be selected and
subjected to labeling.

The active learning strategy facilitates building an ML
solution when labeled data is not available beforehand or
such data is not relevant or when labeling the data is very
expensive. The active learning cycle, as depicted in Fig. 2,
may start with a small, labeled training dataset, on which the
initial model is built. This model is then used to guide the
selection of unlabeled samples that can be subjected to an
annotator to get the labels. The sampling is designed in a way
tomaximize the gain. The sampling algorithm learns from the
acquired labels and leverages them to query the next batch of
samples. The ML algorithm simultaneously proceeds with its
(re-)training process supervised.

Fig. 3 depicts an intuitive illustration of active learning.
Fig. 3(a) shows a data set generated from two Gaussians
centered at (0, −2) and (0, 2) with a standard deviation σ =

1, representing two classes. The full available data set is com-
posed of 2000 samples represented as points in a 2D feature

space. The dashed red line represents the Bayes optimal deci-
sion boundary that separates the two classes. Let us assume
we have a limited querying budget of 30 samples. Fig. 3(b)
presents stage 1 of supervised learning: we randomly select
6 instances for initial labeling from the unlabeled pool. The
line shows the decision boundary of a linear support vec-
tor machine (SVM) classifier trained using these 6 points.
The model achieves a classification accuracy of 87.4% on
the remaining unlabeled population. In Fig. 3(c) and 3(d),
we show stage 2 of the learning process where we query for
training an additional batch of 24 samples using two different
strategies: random sampling and active learning. Notice that
in the random sampling case in Fig. 3(c) most of the labeled
instances selected for incremental training are far from zero
on the vertical axis, which is where the optimal decision
boundary should be (dashed red line). As a result, the SVM
classifier trained on 30 samples altogether achieves the test
accuracy of 87.5%. On the other hand, the active learner in
Fig. 3(d) uses uncertainty sampling to improve the position
of the decision boundary, focusing on samples closest to the
boundary. As a result, it avoids requesting labels for irrelevant
samples. The SVM model trained on ‘‘actively’’ selected
30 samples, achieves a test accuracy of 97.3%.

FIGURE 5. Hyperparameter optimization.

Active and passive ML learning methodologies are quite
common in the FPGA domain to learn different mappings.
The main use cases of the learned mapping are the following:

A. QoR PREDICTION
These models serve the purpose of swiftly evaluating the
QoR of a design in the context of power, area, and delay,
helping engineers efficiently filter out unsatisfactory designs.
This eliminates the need for time-consuming simulations and
traditional EDA runs (Fig. 4), typically run using timing or
congestion estimations engines. As a result, the design cycle
is typically reduced with the possibility of trading runtime for
prediction accuracy.

B. HYPERPARAMETER OPTIMIZATION
The setup of EDA tools, including decisions related to
algorithms and hyperparameters, significantly shapes their
performance and outcomes. ML models aim to replace
exhaustive or experimental approaches during configuration
exploration. It may be used to assist or augment traditional
optimization methods to perform hyperparameter searches
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to find a better or optimal set of solutions quicker than the
classical approaches (Fig. 5).

C. EXPLORATION GUIDANCE
Numerous tasks within EDA revolve around DSE, aiming
to locate optimal design points within a large design space.
This area is predominantly dominated by active learning
techniques. Usually, surrogate ML models are used to guide
exploration, as opposed to relying on precise analytical mod-
els or traditional hill-climbing methodologies. The model
learns from past design cases, infers potentially better explo-
ration directions, and predicts outcomes for new design points
(Fig. 6). After pruning sub-optimal design options a subset
of optimal design points, the Pareto front [46], is found with
considerable runtime speed-up.

FIGURE 6. Exploration guidance.

D. AUTOMATION
Certain EDA tasks can benefit from the use of AI for
the automation of design tasks that traditionally rely heav-
ily on human involvement. In this context, deep learning
and reinforcement learning (RL) find their best application.
AI algorithms aim to replace human intervention creating no-
human-in-the-loop flows and fully automating the design and
verification cycle for FPGA (Fig. 7).

In the following sections, we analyze ML techniques
typically used in the major steps of the EDA flow for
FPGA. We focus on highlighting input-output ML compo-
nents (features-targets relationship) for each of the papers and
the results obtained compared to state-of-the-art techniques.
In Table 1 we report a classification of reviewed publications
based on their EDA stage and application task.

IV. HLS
A. QoR PREDICTION
The ability to perform early and accurate congestion esti-
mation would greatly benefit the degree of architectural
optimization in HLS. This would allow higher implementa-
tion efficiency and faster design cycles. However, existing
HLS design tools are unable to predict routing congestion.
Routability can be a serious concern in FPGA designs since it
can directly impact the implementation feasibility of a design.

It is difficult to evaluate in HLS without analyzing results
after the full place and route implementation. Supervised ML
models have been exploited to predict routing congestion.

Zhao et al. [47] built a congestion prediction model in
FPGAHLS to help designers detect and eliminate congestion
issues in the HLS code. The authors extracted 302 related
features from the HLS and intermediate representation codes
to capture the characteristics of each low-level HLS operator.
Specifically, the features aimed to characterize interconnec-
tion, local circuit complexity, resource, and timing-related
information of the low-level operators. A feature impor-
tance study demonstrated that congestionmetrics were highly
influenced by a subset of operators features such as resource
utilization and global interconnection to/from multiplexers
and memories. The framework aimed to predict horizon-
tal, vertical, and average routing congestion. The authors
trained and compared various regression models, including
linear regression (LR), artificial neural network (ANN), and
gradient-boosted decision trees (GBDTs). GBDT regression
models outperformed the other models. In addition, they
demonstrated that by discovering the bottlenecks in high-
level source code with ML, routing congestion could be
resolved easier and quicker, compared to the efforts involved
in RTL-level implementation and design feedback.

FIGURE 7. Automation.

Various ML research efforts aim at estimating area vs.
performance tradeoffs. HLS code offers sophisticated tech-
niques to optimize designs for area and performance using
pragmas. However, resource usage and timing estimated by
the HLS tools are often inaccurate and significantly different
from the actual results achieved after the place and route
implementation on FPGAs. These estimation inaccuracies
prevent designers from performing valid DSE without going
through the full implementation process.

Several works [48], [49], [50], [51], and [52] studied the
suitability of learning from past designs and transferring such
knowledge to a new design, for the purpose of DSE.

Wang et al. [48], [49] showed an ML-based methodology
to perform area vs. performance tradeoff estimation. They
extracted features such as synthesis directives of loops and
arrays, target synthesis frequency, delay of functional units,
bit-width of input and output signals, and loop iterations of all
the loops in the HLS code. They used these features to train
several ML models to estimate area and latency targets for
a single design. The models used ranged from LR to more
sophisticated random forest (RF), based on the input data
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TABLE 1. Classification of the reviewed publications by EDA stage and application task.

complexity. The training was performed on data extracted
exhaustively by exploring the search space of all possible
synthesis attributes. One of the main contributions consisted
of leveraging the compositional aspect of the models at infer-
ence time by identifying previously pre-characterized ones
and mixing them to output predictions on unseen designs.
The identification of the models was enabled by the gener-
ation of hash values for each model after it was translated
to an abstract syntax tree [53] and encoded into a multi-
dimensional vector. The proposed method was shown to be
very effective in identifying the Pareto front in a DSE task
and 3× faster when compared to a meta-heuristics-based
method [54] and a probabilistic multi-knob explorer [55].

Goswami et al. [50] demonstrated the performance of
GBDT models to predict post-synthesis hardware resources
and latency QoR metrics. They extracted a total of 66 fea-
tures from the four different sources: HLS code (for loops,
arrays, function, and datatype-related features), intermediate
representation code (features describing basic block informa-
tion such as number and type of instructions), control and
dataflow graph (features representing the basic blocks inter-
actions like variables propagation and dependencies), and
call graph (features representing the relationship of functions
in the code). Comparing several regression methods GBDT
led to the best accuracy. When coupled with a simulated
annealer setup for DSE, the model achieved similar results
as a full DSE that performed logic synthesis for each newly
generated design, with a reported runtime improvement of
more than 12×.
Similarly to [50], Ferretti et. al [51] used ML to address

the prediction of latency and resource utilization at the HLS
stage, using graph neural networks (GNNs). They extracted
features to capture elements of the HLS process and the data-
processing tools. These features were extracted from the HLS
code into a hybrid control and dataflow graph representa-
tion. The nodes of the graph represented different constructs
of the program, such as loops, functions, and arrays. The
edges encoded the data and control dependencies between the
nodes. The aggregated node features consisted of 27 attributes
describing the node type (loop, read, load, write, and function
blocks), node attributes (the number of instructions in a block,
number of iterations of a loop block, loop stride, and depth,
loop trip count, number of function invocations, etc.), and
associated pragma values (resource type, array partitioning,
loop unrolling and function inlining pragmas). The edge
feature vectors captured information regarding their type
(control, data, or parameter). The prediction was achieved by

training amessage-passing GNN that would encode the graph
structure into a single vector using a final global pooling
operation. Regression heads would then predict the latency
and resource utilization targets. The proposed framework
outperformed the baseline represented by an ANN-based
alternative [56]. The performance levels obtained were com-
parable to an HLS process simulator based on analytical
models [57] for the latency prediction task, and to an esti-
mation framework based on GBDT [58] for the resource
prediction task.

ML was utilized to re-calibrate the results of HLS reports
and provide an accurate prediction of post-implementation
resource utilization and timing performance [52]. A total
of 183 features were extracted from the HLS reports cap-
turing performance information (requested clock period,
estimated clock period, uncertainty), resources (utiliza-
tion and availability of hardware blocks), operations (bit-
width/resource statistics of operations), memory (number
of memory words/banks/bits), and multiplexers (multiplexer
input size/bit-width). Redundant and irrelevant features were
identified and removed using Pearson’s correlation analysis.
The authors aimed to predict 5 targets: LUT, FF, digital signal
processor (DSP), random access memory (RAM) utilization,
and maximum supported frequency of an HLS design. They
employed a stacked regression ensemble technique [59] to
exploit complementary information coming from different
base estimators used such as LR, ANN, SVM, and RF,
to improve the overall model accuracy. Reported results
showed that the average error improved when compared with
the best base model alone.

In the early design stages, power prediction represents a
challenge for designers. It is difficult to predict the correlation
between power consumption and HLS-based applications.
The current practice to obtain power consumption is through
power measurement after hardware implementation or esti-
mation through gate-level simulation, both of which require
designers to spend substantial effort.

Lin et al. [60] implemented a framework for power
modeling using ML. An initial set of 256 features was
extracted from 3 main sources: HLS report, the intermediate
representation code, and the finite state machine with a data-
path model. Collected features could be categorized into
architecture-related and activity-related. While architecture
features provided information on the overall design structure,
as estimated by the HLS tools, activity features represented
the switching activities of different hardware components in
the target design. The framework aimed to predict the power
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consumption target in mW units of a design. The authors
reported performance using various models based on Lasso,
SVM, GBDT, and convolutional neural network (CNN)
architectures. The CNN model achieved the best overall per-
formance among all the learning models, followed closely by
the GBDTmodel. The experimental results demonstrated that
the framework could achieve accurate power modeling which
is only 4% away from ground-truth power measurements.
The framework also achieved lower prediction error when
compared with the state-of-the-art work [61].

B. HYPERPARAMETER OPTIMIZATION
Hyperparameter tuning is a fundamental step involved in
meta-heuristics approaches used for HLS DSE. Due to the
large exploration space, meta-heuristics are often a preferred
approach compared to exhaustive searches. In this area,
techniques have emerged in supervised learning and have
been used to explore the best combination of meta-heuristics
hyperparameters.

Wang and Schafer [54] presented an ML-based approach
for automated setup of search parameters for HLS explo-
rationmeta-heuristics. The input features were extracted from
the HLS code and represented the number of explorable
operations (arrays, loops, and functions) and the number
of functional units present in the code. Prediction targets
included the meta-heuristic parameters to be set for search
optimization algorithms studies such as simulated anneal-
ing (e.g. temperature descent increment, mutation rate, etc.),
genetic algorithm (e.g. cross-over rate, exit condition, etc.)
and ant colony optimization (number of parallel ants, decre-
ment % of pheromone, etc.). Different predictive approaches
were tried ranging from LR to GBDT regression models.
The GBDT-based solution achieved the best results and was
selected as the final model. When compared to meta-heuristic
methods with default parameters, the proposed method led to
a 2× higher average accuracy in identifying the Pareto front
in a DSE task with a negligible runtime overhead.

Mahapatra and Shafer [62] developed an ML algorithm
for the selection of promising attribute combinations for
simulated annealing-assisted DSE. They used a set of direc-
tives as features, such as loop unrolling, folding, pipelining,
function expansion, and arrays implementation style. Their
framework aimed to obtain attribute combinations having
the most impact on the simulated annealing cost function
(linear composition of area and latency metrics). After sort-
ing the attributes based on their capacity to minimize the
cost function, they used a decision tree-based algorithm [63]
as an ML backbone. Experimental results confirmed that
the approach was 30% faster than the standard simulated
annealing algorithm while achieving comparable results in
the identification of the Pareto front dominant designs.

C. EXPLORATION GUIDANCE
Manual DSE in HLS requires expert knowledge and rep-
resents a time-consuming phase. Various tools emerged to

facilitate the design of hardware accelerators in achieving
high-performance results in HLS. Most of these tools have
leveraged the power of ML and heavily relied on the use of
active learning to achieve the retrieval of better training data
samples and the selection of more accurate models.

Yu et al. [64] presented a tool to predict performance and
resource usage for a design. Each design was characterized
by input features comprising design knobs such as array con-
figurations and loop unrolling/pipelining. The proportions of
hardware resource utilization consumed on the target FPGA,
in terms of RAM, LUT, FF, and DSP blocks, were used
as the targets. RFs were used to establish the non-linear
mapping between the design characteristics and the targets.
The targets were initially obtained from the HLS ground
truth data through a first random sampling stage. Then the
framework used the predictions from the model to refine the
training dataset. Active learning was utilized to determine
the most relevant samples to be evaluated and added to the
training data. The model was constructed by interleaving the
process of evaluating new samples and re-training the models
with the updated dataset. The authors reported computing
savings while achieving better results in terms of resource
usage and latency with respect to hand-tuned designs. With
the developed framework, the authors constructed a Pareto
curve to help select the optimal trade-off between latency and
resource usage.

Gautier et al. [65] designed a multi-objective DSE frame-
work for optimizing FPGA HLS using active learning
techniques. The framework aimed to create surrogate mod-
els of the design space. These models were then used to
predict the performance of a given design without running
it on the FPGA. To achieve that, features based on HLS
loop and array directives were used to represent the design
space. These features proved to be effective design knobs,
due to their fine-grained control over the synthesized hard-
ware. Throughput and latency were defined as prediction
targets. ML algorithms, such as RF, gaussian process (GP),
and radial basis function interpolator were explored to model
the complex relationships between input characteristics and
targets. A multi-armed bandit algorithm was utilized to bal-
ance exploration and exploitation of the design space while
using active learning. The algorithm rewarded the models
that provided the most accurate estimates of the Pareto front.
When compared to the four selected algorithms in the litera-
ture [66], [67], [68], [69], results indicated better or similar
performance levels with significantly reduced computation
costs.

D. AUTOMATION
Scheduling is a crucial step of HLS. It takes care of assign-
ing each operation to a specific cycle or control state. This
process’s output would be a finite-state machine represent-
ing the full implementation of the synthesized application.
However, scheduling often depends heavily on heuristics that
aim to improve the performance and flexibility of the order
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of operations. At the same time, heuristics are designed by
humans and prone to human bias/expertise level. ML aims to
tackle scheduling automation using RL techniques.

Chen and Shen [70] proposed an RL-based scheduling
agent interacting with the environment, where the observed
scheduling state was extracted using three features: the cur-
rent schedule, current feasible operation movements, and all
possible operation movements. The state was represented
using several 2D figures in a matrix form, where the rows
represent different operations, and the columns represent
different control steps. The agent took an action based on
the policy and received a reward signal from the environ-
ment, which corresponded to a reduction in the total resource
usage. It then used this feedback to update the policy, and
this process was repeated until the policy converged, or the
maximum iteration threshold was reached. The policy net-
work was trained initially using supervised learning and
further updated using RL. When compared to the ‘‘as soon
as possible’’ scheduler [71] and to the optimal integral linear
programming solution [72], comparable results were reported
demonstrating the effectiveness of the proposed method in
solving time-constrained scheduling problems.

V. RTL DEVELOPMENT
A. QoR PREDICTION
Rapid estimation of FPGA on-chip resource utilization for
individual sub-circuit blocks early in the design process is
essential for aiding designers in optimizing circuits at the
RTL level. Similarly, power estimation is critical not only for
validating hardware design concepts during development but
also for optimizing and managing power, energy, and thermal
performance in real time. As a result, significant research
has been conducted on both area and power estimation
methodologies using ML. Both supervised and unsupervised
techniques have seen widespread adoption.

Zennaro et al. [73] developed a supervised learning
approach to predict the area of hardware components based
on abstract specifications. The study utilized both register-
specific features, such as total contained size and bitfield
size, and bitfield-specific features, including the number of
bitfields read/written by peripheral devices and CPU instruc-
tions. Regression models, including RF, GBDT, and ANN
were employed to predict the number of LUTs and slice reg-
isters in the design. The results demonstrated high prediction
accuracy with a runtime improvement of 600× compared to
traditional synthesis methods. However, the study primarily
focused on specific hardware components, such as control
and status register interfaces, and the generalizability of this
approach to more complex designs remained to be evaluated.

Li et al. [74] developed a predictive model to estimate
the on-chip resource utilization of RTL designs, facilitating
their partitioning and integration into multi-FPGA systems.
They identified and extracted numerous features, ultimately
selecting 46 of them. These features encompassed the number
of modules, registers, memories, counts of always, case, and
if statements, bit width statistics, and the number of various

operation types. The authors employed several ML models
such as LR, RF, SVM, ANN, and GBDT, configured in
both single-stage and multi-stage ensemble approaches. The
prediction targets included estimations of LUT, FF, RAM,
DSP, and CARRY block counts. The performance of their
tool was evaluated by comparing its predictions with post-
synthesis ground-truth data generated by Vivado in default
mode. The results demonstrated that the ensemble techniques
and the GBDT model in isolation achieved the lowest predic-
tion error, with a minimum runtime speed improvement of
25×.

Kim et al. [75] proposed a real-time power modeling
approach for RTL designs, which automatically identified
key power-dissipating signals via clustering. An activity-
based power model was constructed, and FPGA simulations
were instrumented for rapid runtime power estimation. Using
signal toggle densities as features, the model employed LR
with polynomial terms to predict power dissipation across
hardware modules. Compared to reference power traces from
a commercial EDA tool, the method achieved less than 10%
error, enabling power simulations to run in minutes rather
than weeks.

Parthasarathy et al. [76] proposed an ML-based method
to optimize regression test selection for RTL functional
verification. The approach employed an ensemble of mod-
els, including logistic regression, RF, GBDT, ANN, and
Naïve Bayes, to predict test failure likelihoods based on
code changes. The primary goal was to reduce the test
suite while maintaining validation accuracy. Features used
included aggregate code abstraction metrics such as lines
of code, complexity, and test coverage, collected less fre-
quently, along with checksums for each code abstraction to
efficiently identify code changes. Experimental results on
multiple designs demonstrated high accuracy in detecting
change-based failures, with up to a 10× reduction in recom-
mended test sets.

B. HYPERPARAMETER OPTIMIZATION
As designs have grown, RTL verification has become signif-
icantly more complex. Researchers have sought to leverage
RL and active learning techniques to replace human intuition
in the hyperparameter tuning of simulations.

Hughes et al. [77] proposed an ML approach to optimize
the design verification process by enhancing constrained-
random testing with supervised and RL techniques. They
aimed to improve the verification process by accelerating the
coverage of hard-to-reach design states. Their method uti-
lized features such as input control parameters, environment
settings, design configurations, and coverage results indi-
cating whether each functional coverage statement was hit
during the simulation. These features were input into an ANN
model to predict the optimal knob settings for subsequent
simulation iterations. The approach was tested on a system
aimed at improving hardware cache occupancy, demonstrat-
ing that their ML-based method consistently achieved higher
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occupancy rates and superior coverage compared to the tra-
ditional constrained-random approach.

C. EXPLORATION GUIDANCE
DSE in RTL traditionally demands expert knowledge and is
a time-intensive process. To streamline this phase, several
tools used RL and active learning to optimize the design of
processors and memory and maximize their performance.

Paletti et al. [78] introduced an open-source methodology
for DSE that employed online learning to approximate costly
black-box function evaluations during RTL synthesis. The
framework combined a controller and an estimator working
together. The controller, built on a multi-armed bandit archi-
tecture, optimized the trade-off between time and accuracy
by deciding dynamically at each step whether to execute the
exact or the estimated function. The estimator, leveraging
decision trees, predicted design objectives, such as resource
usage and throughput, from a feature vector representing
the RTL context. This dual approach enabled simultaneous
knowledge acquisition and decision refinement, enhancing
overall performance. The proposed method achieved over a
2× speedup while maintaining near Pareto-optimal solutions
across various hardware design scenarios.

Ghaffari et al. [79] introduced a multi-model active learn-
ing framework aimed to assist RTL design. The system
utilized Bayesian models to predict hardware performance
and conduct DSE. It incorporated 12 micro-architecture
design parameters as input features, including control latency,
floating-point and fixed-point latency, number of physical
registers, and sizes of L1 and L2 caches. It selected iteratively
informative samples to develop Bayesian models of objective
functions such as power consumption and latency. Previously
acquired knowledge was leveraged using transfer learning
techniques, enabling the modeling process for novel applica-
tions. Gaussian regression bootstrapping methods were used
to reduce the number of samples needed for prediction. This
approach led to a 65% reduction in sample requirements
during the optimization of micro-architecture designs.

D. AUTOMATION
RTL debugging requires designers to analyze and trou-
bleshoot hardware behavior to verify that the RTL code
accurately represents the intended circuit functionality. The
introduction of large language models (LLMs) has signifi-
cantly improved this process. Their continuous advancements
accelerate progress and drive innovation in the field.

Tsai et al. [80] proposed a framework that leveraged
pre-trained large language models to automate the identi-
fication and correction of syntax errors in Verilog code.
Acting as autonomous agents, LLMs iteratively interacted
with error logs and human guidance through a feedback loop
to debug code. Using prompt engineering techniques [81],
the framework integrated reasoning and action steps in an
interleaved fashion, while external retrieval mechanisms [82]
provided access to relevant knowledge, such as databases

or documents, for more accurate responses. This approach
achieved a 98% error correction rate, notably improving syn-
tax pass rates and reducing manual intervention.

A similar methodology to that described in [80] was
employed by Yao et al. [83]. Their HDL debugging frame-
work was enhanced through the incorporation of three key
components: data generation, a search engine, and retrieval-
augmented LLM fine-tuning. Data generation involved cre-
ating faulty HDL code via reverse engineering, which in
turn produced error messages used for fine-tuning the LLM.
The search engine extracted pertinent information from a
document and code database to improve bug detection and
code repair processes. The fine-tuning step further refined
the LLM capability to produce accurate code solutions. This
improved framework demonstrated at least an 80% perfor-
mance increase in terms of pass rate over state-of-the-art
LLM baselines, including those discussed in [80].

Thakur et al. [84] investigated the use of LLMs for Ver-
ilog code generation to enable hardware design automation.
Unlike most prior research, which focused on models trained
primarily on software code, their work centered on hardware
design. They achieved this by assembling the largest curated
dataset of Verilog code, sourced fromGitHub repositories and
textbooks, and fine-tuning pre-existing open-source LLMs.
In contrast to earlier studies [80], [83], they further performed
in [85] a comprehensive evaluation of the syntactical and
functional correctness of the generated code using verifica-
tion test benches. Their model showed a 40% improvement
over the pre-trained version and outperformed GPT-3.5-
turbo [86] in generating functionally accurate Verilog code.

Lu et al. [87] advanced the research beyond basic HDL
syntax evaluation by presenting an open-source benchmark
for hardware RTL generation with LLMs, which evaluated
both functionality and post-synthesis PPA design metrics.
They also proposed a ‘‘self-planning’’ prompt engineering
technique that divided the prompting process into two steps:
the first involved reasoning, which mirrored human problem-
solving by planning and decomposing tasks into logical steps.
The second stage generated the final RTL code. Experimental
results demonstrated a significant improvement in GPT-3.5’s
RTL generation performance using this approach.

VI. LOGIC SYNTHESIS AND OPTIMIZATION
A. QoR PREDICTION
QoR prediction is important in the early stages of logic
synthesis. Predicting accurate area and delay results is funda-
mental as calls to static timing analyzers are very expensive
to perform at this stage.

Hu et al. [88] proposed an ML-based framework to predict
the depth of the LUT logic after technology mapping and to
estimate the delay of a gate-level circuit. The topology of the
pre-mapped netlist and the behavior of technology mapping
of each design were characterized as a set of 12 input features
that aim to reflect the scale, size, complexity, fanout, and
depth of a circuit, and to capture the nature of LUT mapping.
The features comprised the number of primary inputs, the
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number of gates with different numbers of primary inputs, the
number of paths, and path length. A GBDT model [89] was
used to learn the non-linear mapping between the input fea-
tures and target logic depth.When compared to the traditional
technology mapping algorithm, results indicated negligible
estimation error with 8× runtime improvement.

B. HYPERPARAMETER OPTIMIZATION
ML finds application in the hyperparameter selection of
logic synthesis meta-heuristics. By learning from past data,
supervised learning techniques enhanced these algorithms by
providing higher-quality parameters.

Kapre et al. [90] applied ML techniques to tune CAD tool
parameters for the designer. The framework built the initial
database of results from a series of preliminary EDA runs,
based on pre-determined configurations. The authors lever-
aged learnings from these past results to iteratively adjust the
tool settings and help the design meet timing. Features were
extracted at the pre-synthesis stage and included information
on the target device family, logic structure, and compiler
settings like synthesis and place-and-route options. The fea-
ture space was mapped to QoR targets such as timing, area,
and power metrics. A Naive Bayesian classifier was used for
predicting good tool strategies. Principal component analysis
was then applied to prune redundant parameters and focus
only on influential ones. Towards the end of the optimiza-
tion process, it applied statistical sampling on the selected
parameters to further refine the results. The authors showed a
significant improvement in timing QoR when compared both
to non-optimized and optimized industrial benchmarks.

Xu et al. [91] devised an efficient parallelization scheme
that enabled ML-based auto-tuners to perform multiple con-
current parameter exploration. The feature space included the
various configuration options available in an FPGACAD tool
from logic synthesis to routing, such as clustering, timing
criticality, max router iterations, etc. The sample labels rep-
resented QoR metrics such as timing slack, resource usage,
or power consumption. The authors proposed to partition the
global solution space at the pre-synthesis stage into promising
subspaces. They iteratively constructed a space partitioning
tree, where the root node of the tree represented the initial
solution space, and each intermediate node represented a sub-
space. The computational resources would then be allocated
to each subspace using the multi-arm bandit-based search
approach [92]. Experimental results demonstrated promising
improvements in terms of timing QoR and runtime over static
partitioning and commercial DSE tools.

Ustun et al. [93] presented anML-driven autotuning frame-
work for design timing closure. In contrast to previous
work [90], [91], [94], [95], where features were collected
at the pre-synthesis level, the authors included features
extracted from the stage of technology mapping and packing.
The features captured information about resources such as the
number of LUTs, registers, I/O pins, DSP, etc., and timing
such as worst and total negative timing slack. They used a

GBDT regressor to model the quality of the design points
using respective post-PnR total negative timing slack as the
target. The framework would run in iterations where a set of
parameters would be sampled for prediction using the multi-
arm bandit-based strategy [92]. Parameter configurations
were then ranked by the regressor. Top-ranking configura-
tions were evaluated through the complete FPGA tool flow to
obtain the actual QoR results, pruning the remaining samples.
If design specifications were not achieved at the current iter-
ation, the model would use online learning to progressively
improve the model accuracy. Results were indicative of faster
timing closure compared to the literature [91].

C. EXPLORATION GUIDANCE
Synthesis flow exploration requires fast and efficient searches
to be performed in large combinatorial spaces. In this area,
active learning can provide valid guidance and suggest logic
optimizations, efficiently navigating between exploration and
exploitation.

Bayesian optimization was used in [96] to optimize the
QoR of circuits during the pre-mapping logic optimization
stage. The authors used surrogate GP to model the QoR data
and exploited calibrated uncertainty estimation to suggest
new synthesis operation sequences to evaluate. They used
local trust-region acquisition function maximization to effec-
tively handle high-dimensional data. Each data point in the
feature space was represented as a sequence of operations
(rewrite, resub, refactor, etc.) and encoded into a string where
each character represented an operation. To measure the sim-
ilarity between strings, the authors employed a sub-sequence
string kernel technique [97], [98], detecting the number of
common sub-strings. The QoR targets used were the relative
area and delay improvements (%) compared to the resyn2
heuristics [99]. Results showed that the proposed Bayesian
optimization approach outperformed other search strategies
in sample efficiency and QoR.

In [100], Chowdhury et al. used active learning techniques
to improve QoR prediction in pre-technology mapping opti-
mization. The authors proposed an approach to fine-tune a
model trained on past synthesis data to accurately predict
the quality of a synthesis recipe for an unseen netlist. They
reduced the cost of labeling samples for fine-tuning using
a clustering-assisted active learning technique [101]. AIG
graph and recipe features were used to represent the netlist.
AIG features were extracted using a graph convolutional
network (GCN) where each node in the AIG graph was char-
acterized by type (primary input, primary output, or internal
node) and the number of inverters in fan-in. Recipe features
were extracted using a separate CNN and used to create a
synthesis recipe embedding. The prediction target was esti-
mated using an ANN-based regression head and represented
the improvement in the number of nodes and logic depth in
the post-synthesis logic graph. Results reportedmore than 2×
improvement in run-time and comparable QoR for the fine-
tuned predictor when contrasted to conventional techniques
using actual synthesis runs.
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D. AUTOMATION
ML improved automation at logic optimization and technol-
ogymapping stages. The increasing complexity of these steps
often requires strong expertise from engineers and heavy
reliance on EDA tools. The application of deep RL and super-
vised learning techniques in this area enabled production
cycles with no human in the loop.

In [102], the authors proposed an RL algorithm to explore
the solution space for an effective sequence of logic synthesis
optimizations that can minimize the number of nodes and
depth of the logic graphs. The algorithm included a GCN
to extract features from an AIG logic network, which was
then used as an input to the RL. The extracted features
captured the structural properties of the logic network, such
as the connectivity between nodes and the types of logic
gates used. The RL algorithm learned a policy that mapped
states to actions, where the goal was to maximize a reward
signal that reflected the quality of the resulting circuit. The
reward signal was defined as a function of the number of
nodes and the depth of the logic graphs. Two reward set-
tings were investigated with one focusing on optimizing the
number of nodes in the AIG graph, and the other on opti-
mizing the logic depth. Experimental results demonstrated
that the proposed RL algorithm outperformed the state-of-
the-art heuristics [99] and achieved a significant improvement
over the baseline in both reward settings, demonstrating the
effectiveness of the proposed approach for optimizing the
process of logic synthesis.

Hosny et al. [103] proposed an RLmethodology to explore
the logic synthesis optimization space. The authors repre-
sented the state space using features extracted from an AIG
graph such as the number of nodes, the number of primary
inputs and outputs, the number of latches, and the number of
gates. Their RL agent was able to explore the search space
selecting actions from a set of 7 primitive logic transforma-
tions, (e.g. resub, rewrite, refactor, etc.). A multi-objective
reward function was used to represent changes in design area
and delay. The agent would receive the largest reward for
reducing the design area while keeping the delay under a pre-
specified constraint value. The authors used an Advantage
Actor-Critic framework [104] where a hybrid policy-based
network (actor) and a value-based network (critic) would
iteratively interact to navigate the environment. In a delay-
constrained setting, the framework achieved an improved
design area when compared to greedy exploration and expert-
crafted results.

Zhou et al. [105] applied RL to determine a recipe of
circuit optimizations for logic synthesis, intending to mini-
mize the number of LUTs in the technology-mapped circuit.
A set of 21 features was used to describe the characteris-
tics of the circuit under optimization. These features were
then fed as inputs to the RL agent, which learned to choose
logic synthesis optimizations. To improve the stability and
sample efficiency of the RL algorithm, Advantage Actor-
Critic and Proximal Policy Optimization [106] techniques

were utilized. The authors used feature-importance analysis
to prune the set of features visible to the RL agent to improve
its efficiency. When the model was evaluated on unseen
circuits, improvements in the area reduction were reported
when compared to conventional and previously published
approaches [99], [103].

Qian et al. [107] proposed an RL framework for logic
synthesis automation. The framework modeled two RL
environments to tackle logic optimization and technology
mapping problems separately. The logic optimization state
space was represented by statistical features extracted from
the current AIG graph and its previous experience, such as the
number of logic nodes and levels of the logic graph. The agent
performed synthesis transformations, altering the status of the
AIG graph, and received a reward reflecting the performance
improvement as a function of the number of nodes and levels
in the logic graph. For technology mapping the authors used
the multi-armed bandits as a baseline [108]. They improved it
by making the RL agent directly learn the logic optimization
and mapping sequence, without splitting it into a series of
iterative stages. The state space was the same as the one used
for logic optimization while the available actions contained
the commands for both AIG and LUT mapping optimization.
The adopted learning framework was based on the Proximal
policy optimization model, which aimed to improve sample
utilization. Experimental results were compared to state-of-
the-art RL works in logic optimization [102], [109], and
technology mapping [108]. Better QoR was reported in terms
of logic depth and the number of nodes with a runtime reduc-
tion.

Neto et al. [110] proposed an ML-driven framework to
choose the logic optimizer to deliver the best QoR for differ-
ent portions of the logic netlist. A k-way netlist partitioning
method was used to derive partitions and encode them into
two-dimensional image-like representations. This approach
extracted and projected the low-level Boolean logic features
into a Karnaugh map representation [111]. The partition
images were then fed to a deep-ANN classifier to predict
which optimizer would achieve the best results in terms of
the number of nodes and circuit area. Post-synthesis results
showed QoR improvements compared to single optimizers
used in isolation.

VII. PLACEMENT
A. QoR PREDICTION
Obtaining accurate post-routing timing delay and rout-
ing congestion estimations during placement is becoming
increasingly challenging, as both the design size and target
device complexity increase. Various research studies show
how supervised learning can address these issues.

Martin et al. [112] used ML to predict net delays and
reduce themismatch between placement and detailed routing.
A total of 20 engineered features were used to represent the
characteristics of nets, available routing, and logic resources.
These included net fanout, HPWL, width, height, average
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congestion, maximum congestion, path length, I/O crossing,
DSP crossing, etc. The prediction target was the post-routing
delay of a net. Various ML models were utilized to learn the
mapping, including RF, ANN, and GBDT. RF showed the
best performance when compared to the static delay model
in [113], reporting an improvement in critical path delay.

The framework in [114] presented a set of ML probes that
could provide early QoR feedback to an open-source place-
ment tool [39], guiding the placement to achieve improved
designs at the post-routing stage. A set of 53 features was
extracted during placement and represented both direct and
indirect measures of congestion, such as wire length, channel
width, and the number of moves attempted by the placer.
A recursive elimination procedure was performed to discard
redundant features. This step highlighted the importance of
some features such as local wiring congestion, global wiring
demand, and the number of moves as a measure of the effort
expended by the placer. The prediction targets were repre-
sented by routed wire length, critical path delay, minimum
channel width, routability, and short/long wire utilization
in horizontal/vertical directions. The authors used a mix of
LR and GBDT models for the mentioned regression tasks.
Results showed that the learned mapping was helpful in the
estimation of wire length, critical path delay, and segmented
wire utilization, reducing the routing time of the tool.

Pui et al. [115] used ML to predict routing congestion on
UltraScale FPGAplacements. A set of 27 features was used to
characterize the global routing cells of the designs, capturing
information about the number of pins, the overlapping nets
bounding box, and their combined effects. To augment the
contextual representation, the neighboring routing cells infor-
mation was also utilized. The congestion prediction target
was represented by the percentage of used routing resources
in each of the cells. A combination of LR and SVM models
was used to learn the mapping in a local, hybrid, and global
context. The model led to an improved average routed wire
length during placement [116].

Maarouf et al. [117] proposed an ML-based method to
estimate congestion using 4 high-quality features composed
of net wire length, bounding box, pin count, and net cut
on 5 × 5 and 9 × 9 neighboring regions. The prediction
target was the congestion of each global routing cell in the
design. The authors compared several regression models: LR,
K-nearest neighbor (KNN), ANN, and RF. Feature engineer-
ing improved the accuracy reported in [37], [115], [118],
and [119].

A deep learning framework for routability classification at
the placement stage was presented by Al-Hyari et al. [120].
The model aimed to provide feedback to avoid costly place-
and-route iterations and improve the placer efficiency when
dealing with hard-to-route circuits. The same set of high-
quality features from [117] was utilized. A CNN model was
implemented to estimate the placement routability as a binary
target. The authors integrated the model into a placer [37] and
used it to optimize both global and detailed placement steps.

Results reported high prediction accuracy with a considerable
reduction in runtime.

Szentimrey et al. [121] studied the integration of 3 deep-
learning models into an open-source analytic placement
tool [37]. These models tackled 3 sequential placement steps.
Initially, the same set of design features from [117] and [120]
was extracted and provided to the first model [117]. This
model predicted congestion at the global routing cells level.
The congestion maps produced at this stage were fed to a
secondmodel that aimed tomitigate congestion by estimating
the switch cell area inflation. A convolutional encoder-
decoder architecture was used for this model, mapping input
congestion maps to output LUT inflation maps. Lastly, the
third model presented in [120] was used to assess the design
routability. Results indicated a 2× improvement in the place-
ment runtime.

Martin et al. [122] explored the adoption of simple ML
models for predicting placement routability and showed
performance gains when compared to deep-learning tech-
niques. Simple methods were initially investigated such as
LR, KNN, GBDT, Naive Bayes, and SVM. They were
further combined using bagging, boosting, and stacking tech-
niques. A total of 46 features was collected to represent
information regarding placement (HPWL and utilization),
congestion (max, mean, histogram values, etc.), nets (wire
length, routing network utilization, etc.), hotspots (their area,
max intensity, etc.), and logic (cell counts, pin counts, etc.).
Binary routability classification was set as the target for all
models. The authors used a feature selection algorithm to
identify the most important features and improve the effi-
ciency of each model. SVM was the best-performing model
when compared to the more complex deep-learning model
in [120]. Ensembling the developed models further improved
accuracy.

B. HYPERPARAMETER OPTIMIZATION
Placement parameters have dramatically increased as FPGA
technology and tools progress. Researchers tried to leverage
RL and active learning techniques to replace human intuition
during the hyperparameter tuning step.

Kapre et al. [123] proposed a cloud-based ML engine to
evaluate parallel placement runs and recommend multiple
CAD parameter combinations to achieve timing closure. The
learning started from an initial database of tool parameters
with associated timing slack variation labels. Input parame-
ters included information on the target device family, logic
structure, and various CAD settings. The authors used a
Bayesian learning and classification framework [90] to select
promising parameters and principal component analysis to
prune irrelevant ones. The exploration was organized in iter-
ations where batches of parallel CAD validation runs were
sequentially performed and used for learning. By balancing
learning with parallelism, the framework achieved better total
negative slack convergence compared to random placement
seed exploration.
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C. AUTOMATION
RL techniques have been used to improve several steps of
simulated annealing placement and find better solutions.

Al-hyari et al. [124] proposed an ML framework to rec-
ommend the best placement flow. Since the placement tool
performance depends on the characteristics of input designs,
the authors approached the selection of the most effective
placer as a classification problem. Their framework aimed to
recommend between two open-source analytical placers, [37]
and [125]. They extracted 28 circuit features such as the total
number of LUTs, FFs, IOs, pin count, net statistics, etc. A fea-
ture selection study highlighted the importance of routability
and congestion in the placement selection process. They com-
pared different supervised learning methods: ANN, SVM,
KNN, RF, and various GBDT techniques. Results showed
good accuracy when the framework was used to select the
best placer in terms of total post-routing wire length.

Murray et al. [126] proposed an RL model to select block
types to move during a simulated annealing placement. The
authors framed themove type selection problem in a K-armed
bandit context, using a single state as input. This simplifying
assumption limited the solution approach since the agent was
not able to recognize different placement features such as
the optimization progress, past moves history, logic structure,
etc. The RL agent move decision was based on the selection
of different types of blocks (LUT, RAM, DSP, etc.) to be
randomly swapped. After selecting a move type, the swap
action was performed and evaluated using the wire length
and timing rewards extracted from the simulated annealing-
based placer. The framework achieved 2× faster runtime
when compared to the baseline placer in [40] while achieving
the same QoR in terms of wire length and critical path delay.

Elgammal et al. [127], [128] devised an RL framework
to achieve efficient placement exploration by enhancing the
K-armed bandit problem setup in [126]. The authors used
knowledge about the circuit structure, current placement,
and timing information to intelligently suggest block moves
during a simulated annealing-based placement. The entire
placement process was divided into two stages, represented
as input state features. The early stage focused on performing
large cell movements and achieving a good global placement.
The later stage was meant to further optimize timing, having
more visibility on the critical paths. Based on the stage the
agent was in, it decided whether to use actions more focused
on wire length or timing optimization. The reward signal was
based on the change in QoR placement, which included both
timing, wire length, and runtime components. Experimental
results showed superior performance in terms of QoR and
runtime when compared to the baseline placer [40].

A wide variety of AI techniques remain currently unex-
plored due to the difficulty of directly integrating them
into the FPGA CAD flow usually based on C++. Every
improvement to the agent learning code would require a
deep knowledge of the flow and trigger a recompilation to
integrate the changes. Chen et al. [129] tackled the issue by
presenting a framework based on [130] that simplified the

implementation process of RL optimization algorithms into
an open-source placer [39]. The RL system was formulated
as an agent taking actions and receiving rewards from the
placer environment. The user could easily direct the explo-
ration by defining the optimization objective through Python
code interfaces. At each placement step, the environment
returned a state and a reward derived from an incremental
simulated annealing iteration. This solution opened the pos-
sibility for researchers to quickly define the agent’s behavior
and allowed quick development and testing of new RL
methodologies. The authors also demonstrated the superior
performance of evolution strategy techniques over multi-
armed bandit formulations [126], [127], [128], in terms of
critical path delay and wire length QoR.

VIII. ROUTING
A. QoR PREDICTION
Congestion, routing iterations, and delay degradation pre-
dictions are rising research topics. While heuristics and tool
simulations can help to estimate solutions for these problems,
they often lead to long and impractical runtimes. Researchers
applied ML techniques to find viable solutions.

Siddiqi et al. [131] proposed a supervised learning
approach to predict congestion costs for routing resources.
The feature space comprised the number of input/output
logic pins connected to each channel route and the hori-
zontal/vertical wiring used by each net. The authors trained
various regression models such as LR, SVM, GBDT, RF, and
KNN. The best-performing model was found to be RF. The
models predicted six targets: input pins in horizontal/vertical
channels, and wires in north, east, south, and west directions.
The model was then used to guide an open-source router [40]
and avoid highly congested regions. Results showed a large
reduction in the number of routing and rip-up-and-reroute
iterations, leading to large runtime gains.

Gunter and Wilton [132], [133] presented an ML frame-
work to save time through the early exit of difficult routing
problems. The authors considered the 79 features from [122],
representing information about the current routing iteration,
grid dimensions, net wire lengths, fanouts, resource, and
switch-box utilization. They performed a feature importance
analysis to highlight features generalizing well across differ-
ent architectures, device sizes, and channel widths. AMixture
of Experts technique was used and included various clas-
sifiers to predict the success of the routing process and
regressors to estimate the number of remaining iterations to
completion. Compared to the baseline LR-based predictor
in the open-source router [40], the framework had a higher
success rate in identifying routable circuits and reducing time
wasted on unrouteable circuits.

Ghavami et al. [134] leveraged deep learning techniques
to predict the impact of aging-induced delay degradation,
raising the modeling abstraction from the transistor level to
the logic block level. The input features used for the predic-
tion task included input signal probability, load capacitance,
and transistor widths of each FPGA basic block. An ANN
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TABLE 2. Benchmark dataset summary.

architecture was trained for each block type (LUT, FF, RAM,
multiplexer, switch, and connections) to learn the mapping
between its input aging parameters and output delay degra-
dation. SPICE simulations were used to extract ground truth
data for soft blocks (LUTs, RAMs, etc.) while hard blocks
(e.g. DSPs), typically requiring larger simulation times due
to their size, were modeled using hierarchical static timing
analysis.When integrated into an open-source router [40], the
framework showed a low prediction error rate and a greatly
improved runtime compared to transistor-level simulation.

B. EXPLORATION GUIDANCE
Zheng et al. [135] used Bayesian optimization to guide the
DSE of FPGA routing architectures. The authors designed
the feature space to capture characteristics of the routing seg-
ments (lengths, positions, and directions) and signal-driving
information (routing channels, logic, input, and output pins).
At each optimization iteration, a test point was sampled
by maximizing the expected improvement. After evaluat-
ing its objective value, it was used to train a GP. Pruning
rules were used to further reduce the number of architec-
ture evaluations required. The output was represented by the
Pareto set of architecture parameters minimizing the area and
delay objectives. Compared to a simulated annealing-based
approach [136], the framework found better area-delay design
points.

C. AUTOMATION
RL and unsupervised learning are some of the major
approaches used to automate the routing and power-gating
optimization processes.

Farooq et al. [137] reframed the routing problem into an
RL setting. The authors used Q-learning to model a policy

that maps the current routing state to an action that selects
the next logic net to route. To deal with the non-stationarity
of the problem, the authors used a tabular approach to main-
tain the action values for each routing node. An ε-greedy
behavior policy was used to balance exploration and exploita-
tion during the agent sampling process. The reward was
defined as the change in the number of routing conflicts after
each action. As a result, the agent tried to minimize the num-
ber of conflicts throughout the whole routing process. When
compared to negotiation-based routing methods [138], the
proposed technique delivered comparable QoR with reduced
runtime. It also proved to be effective in handling heteroge-
neous FPGA architectures.

Seifoori et al. [139] presented an ML-driven approach
to power gating in FPGA routing networks. The authors
collected the utilization data of each multiplexer across the
dataset to represent the features used to learn a partitioning
strategy. K-means clustering was used to group available
routing multiplexers into contiguous power-gating regions
to reduce the total static power consumption of the design.
The authors tested different variants of K-means clustering
aiming to maximize a custom similarity metric based on
common cluster patterns, instead of Euclidean distance. The
output was a set of power-gating regions used to guide the
power routing assignment. Results showed superior static
power consumption results compared to the state-of-the-art
heuristics [140], [141], [142].

IX. BENCHMARK DATASETS
Table 2 summarizes the most frequently used public bench-
mark DBs which are used in the reviewed papers. RTL
datasets [143], [144] typically consist of multiple design
examples coded in Verilog or VHDL, accompanied by cor-
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TABLE 3. ML techniques analysis.

responding verification test benches, hardware specifications,
and supplementary metadata designed to train LLMs for code
debugging tasks. Recent initiatives to collect HDL code from
literature and online sources have enriched these datasets,
ensuring they remain comprehensive and up-to-date. Typi-
cal HLS datasets [145], [146], [147], [148], [149], [150],
[151] provide just behavioral descriptions in C++ sampled
across heterogeneous applications (cryptography engines,
signal processing cores, etc.). The resulting circuits post-
synthesis tend to be of reasonable dimension (usually less
than 100000 LUTs), making them fast to synthesize and ideal
for DSE exploration and Pareto front identification. Synthesis
benchmarks [40], [152], [153], [154], [155], [156], [157],
[158], [159], [160], [161], [162], [163] are larger and provide
both Verilog/VHDL and BLIF synthesis files, that act as
ground truth. Place and route DBs [40], [159], [160], [161],
[162], [163], [164], [165], [166] are suitable for large-scale
FPGA CAD research where it is not required the synthesis of
new netlist primitives.

X. ML METHODOLOGY
After reviewing the above studies, it is possible to outline a
common methodology followed by the authors. This can be
useful for new practitioners entering the area and can act as a
guideline.

A. PROBLEM FORMULATION
ML involves designing a system that learns a desiredmapping
from the provided data. This mapping can be in the form of a
classification, regression model, or policy to guide an action.
To formulate the problem, a researcher needs to visualize
an ideal ML solution and how it impacts the area of study.
We see this kind of approach being used in all the publica-
tions reviewed so far: authors define a problem (congestion
estimation at the placement stage), establish a ground truth
(congestion map produced by a global router), and identify
the way to quantify the benefit of a successful approach (X%
QoR and Y% runtime expected improvement).

B. DATA COLLECTION
The next step in the design is to gather the data from which
the mapping can be established. The quality of this data
determines the accuracy and reliability of the model. In the
FPGA field, it is important to ensure coherency in the input
samples (e.g. placement DB) and associated metadata (e.g.
placer parameters, targeted FPGA architectures, etc.) to keep
relevancy and correctness in the predictions. We see a trend
from the research community to keep benchmark datasets

extended and updated over time to match newer and larger
FPGA devices. Strong efforts have been directed to increase
data generalization towards different applications such as
multimedia processing, cyber-security, signal processing, and
cryptography.

C. DATA CONDITIONING
FPGA input data needs to go through a ‘‘cleaning’’ process
where eventual discrepancies must be addressed (e.g. missing
and duplicate values handling, unwanted data removal, data
type conversion, etc.). This step usually leads to a fundamen-
tal restructuring of datasets where researchers try to ensure
an even label distribution. Class imbalance could be a serious
issue in EDA since there is a general tendency to discard neg-
ative samples (e.g. failed routed DBs) and keep positive ones
(e.g. successful routed DBs). Data visualization is important
at this stage since it can help to understand the dataset struc-
tures and identify the features-labels relationship.

D. DATA REPRESENTATION
Once the problem is formulated and relevant data is collected,
a practitioner must figure out a way to represent the complete-
ness of the data to ensure that the modeling efforts will be
successful. Domain expertise plays a fundamental role in this
process, guiding feature engineering and model architecture
design to achieve better representation. One of the main steps
in this process is the feasibility study that determines the
learnability of the desired mapping from the given data and
representation, the choice of the modeling methodology, and
the architecture.

E. MODEL SELECTION AND TRAINING
After securing the learnability of the problem, a practitioner
needs to ensure the generalization aspects to make the learned
model useful in a real scenario. At this stage, the data is split
into two sets, a training set, and a test set. This is to keep the
data seen by the model during training separated from the one
it is evaluated on. A specific model architecture is selected
for training based on the nature of the data and the problem
to solve. Every ML system can be completely described by
the set of its parameters. Some of these parameters are auto-
matically tuned during the learning process, like the weights
of an ANN. Other parameters (hyperparameters) should be
selected manually. This involves separating a specific part
of the training dataset to be used for the internal validation
process for guiding the hyperparameter tuning and model
selection. We see the successful use of tree-based methods
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TABLE 4. ML algorithms time complexity comparison.

and neural networks in applications such as QoR prediction
and hyperparameter tuning. Active learning and unsuper-
vised learning approaches are mostly used for exploration
guidance. Automation is instead fully dominated by rein-
forcement learning techniques. At this stage, it is fundamental
to avoid overfitting/underfitting issues, that would give per-
formance mismatches between training and test datasets.

F. MODEL EVALUATION
Once the model parameters and hyperparameters are tuned,
the performance is evaluated on the test set, previously unseen
for all purposes. It is important to keep model selection and
performance assessment routines independent and isolated.
This effort aims to avoid compromising model performance
evaluation that would otherwise lead to reports of over-
optimistic results, not holding in a real scenario.

XI. DISCUSSION
A. ML TECHNIQUES ANALYSIS
In Table 3, we present a comprehensive classification of ML
techniques across the various EDA application fields. Super-
vised learning methods encompass most of the techniques
used in QoR prediction and hyperparameter optimization.
Commonly employed techniques include LR, GBDT, SVM,
GP, and KNN. Various neural network architectures, such as
ANN and CNN, are also applied. Notably, GNN approaches,
like GCN, are prevalent when netlist representations are
required. Supervised methods typically approximate func-
tions that map inputs to outputs based on input-output pairs,
aiming to predict continuous or discrete supervisory signals.
Examples of continuous targets include switching activity
for dynamic power prediction, timing slack for performance
estimation, and the number of logic elements (e.g., LUTs,
RAMs) for area prediction. In classification problems, such
as logic synthesis or placement hyperparameter prediction,
supervised methods are used to predict likelihoods or class
memberships. In contrast, unsupervised techniques are used
to simplify problems by building concise representations
of data. These methods often involve clustering, where the
number of classes is unknown and is determined as part
of the prediction process. Unsupervised learning is useful
in tasks such as identifying key signals for dynamic power
prediction. Active learning is particularly prominent in explo-
ration guidance, where interactive querying and data labeling
are necessary due to the high cost of ground truth data

extraction. This approach is commonly applied in areas such
as DSE and model selection for HLS and logic synthesis.
Techniques such as Bayesian optimization are more adapt-
able and achieve better performance by selecting only the
most informative samples. The automation domain is pre-
dominantly driven by RL, which is widely applied in tasks
such as logic optimization and placement, where the goal
is to develop no-human-in-the-loop methodologies. In this
context, an autonomous agent seeks to identify the optimal
approach for achieving a specific objective (e.g., finding the
best logic optimization for area reduction). The agent makes
decisions by leveraging both past feedback and exploring
new strategies that could yield greater rewards. This process
involves formulating a long-term strategy aimed at maximiz-
ing cumulative reward (e.g. logic area improvement).

B. TIME COMPLEXITY
Time complexity measures the number of operations an
algorithm performs from start to finish, typically expressed
as a function of input size. It reflects the time required for an
algorithm to complete its task. This concept applies to both
conventional and ML algorithms. However, ML algorithms
differ in that they operate in two distinct phases: training
and testing. The time complexity of these phases is analyzed
based on dataset size and the number of features. Table 4
provides a comparison of typical time complexities for ML
algorithms, as reported in [167], where the number of features
is denoted as d , samples as s, classes as c, and trees as k .
Algorithms like LR and Naive Bayes are relatively fast in
both training and testing, making them suitable when com-
putational efficiency is a priority. On the other hand, more
complex models such as SVMs often achieve higher accuracy
but require longer training times. A key advantage of ML
algorithms is their ability to offload most of the computa-
tional complexity to the training phase, where all learning
takes place. This one-time computational effort allows for
significantly faster performance during testing, with infer-
ence times showing gains of 10× to 1000× over traditional
algorithms, as demonstrated in various EDA applications
discussed earlier.

C. INTEGRATION
The integration of ML into EDA software applications
enhances capabilities such as predictions, data preprocess-
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ing, and data generation. This requires multiple ML models
to process data in real time, which introduces engineering
challenges that differ significantly from those encountered in
traditional software development. Unlike deterministic soft-
ware, mostMLmodels are stochastic, leading to uncertainties
throughout the project lifecycle. Key challenges include man-
aging and ensuring data quality, integrating ML with conven-
tional code, and navigating the complex dependencies among
source code, ML models, and external datasets. Effective
integration of ML models needs proper encapsulation, often
resulting in excessive glue code and intricate data-processing
pipelines. Additionally, current version-control systems, such
as Git, fall short in managing diverse ML assets, includ-
ing datasets and model parameters. Popular ML frameworks
like PyTorch, TensorFlow, and Scikit-Learn offer modular
approaches for implementing models, allowing developers to
treat models as reusable components. Models reuse is a vital
strategy that minimizes development effort and improves
performance, employing techniques such as transfer learning
and the utilization of pre-trained models. The architectural
design of ML-enabled systems is crucial for maintaining
functionality and optimizing performance and maintain-
ability, with modular architectures facilitating smoother
integration.

XII. OUTSTANDING CHALLENGES
Upon reviewing the ML methodologies in the applica-
tion areas of QoR prediction, hyperparameter optimization,
exploration guidance, and automation, a few outstanding
challenges can be highlighted:

A. ADAPTABILITY
Adaptability defines the ability of an ML system to adapt to
reasonable changes and represents an important challenge in
ML model design in the context of EDA for FPGA. Distribu-
tion shifts in the training data can degrade the performance
of ML models when the input dataset is represented only by
limited data gathered from various benchmark sources, as in
most of the reviewed publications. These distribution shifts
can often go undetected and hinder the final quality of the
system, making the applicability of the final models limited
to the data the model has been exposed to. This issue is not
only present in the data collection and preparation stages but
equally affects the training and evaluation steps. Data splits
and feature engineering efforts need to be performed to avoid
the introduction of any bias in the data and incorporate the
required invariances (equivariances).

B. SCALABILITY CONSIDERATIONS
Balancing efficiency and effectiveness in ML workflows
could be a major challenge, especially during the final
deployment stage and adoption. In the reviewed litera-
ture, ML pipeline design efforts were limited to research
purposes. Making the pipelines more manageable for real-
life applications remains challenging. That would be quite

useful not only at the model selection and training stage
where frequent retraining of the ML models would be
needed for multiple experiments, but also at evaluation time
where low latency and high throughput constraints are more
stringent.

C. EXPLAINABILITY
Explainability for AI has lately gained more importance.
ML learns the mapping between input and output data and
builds its decision process around this idea. With the evolv-
ing complexity models have acquired, these decisions may
become unknown to researchers and engineers working on
ML algorithm design. We see that explainability analysis of
the results is not always a priority in the reviewed material.
More effort should be put into the explainability study by
understanding model drifts, biases, and feature impact on the
prediction outcomes.

D. NEED FOR UPDATED OPEN-SOURCE DATASETS
Recent FPGA technology trends increase the need for up-to-
date datasets. Benchmarks need to match new devices with
netlists of increasing size. There is also a need to explore
multiple application fields (cryptography engines, signal pro-
cessing cores, etc.) to improve ML model generalization
capabilities. We see an opportunity for generative AI and
large language models to tackle this issue. These models can
learn structural patterns in the training samples and generate
new data that has similar features. Generative adversarial
networks [168] and large language models [169] demon-
strated their efficacy in other disciplines and could tackle this
challenge.

E. FUTURE PERSPECTIVES ON HLS AND RTL FLOWS
With the recent advancements in LLMs and their capability
to autonomously generate, analyze, and debug code, engi-
neers are expected to receive enhanced support in designing
increasingly novel and complex hardware architectures. The
growing efficiency of LLMs, coupled with their ability to
produce highly interpretable outputs, may address several
limitations inherent to HLS, such as lack of output explain-
ability and challenges in debugging and verification. Without
significant innovation in these areas, RTLflowsmay continue
to dominate, potentially at the expense of HLS adoption.

F. TOWARDS FULL END-TO-END ML FLOWS
The publications reviewed in this study solve a limited task
(estimate post-routing congestion, tune the placer hyperpa-
rameters, etc.) in the larger context of EDA for FPGA. All
the advantages gathered so far by the single tools could be
compounded in a complete end-to-end flow that would lead
to much greater performance and runtime benefits. We see
the potential of building an all-around ML-driven EDA suite
that would greatly benefit both the open-source academic and
industrial worlds.
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