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ABSTRACT Collision recovery is considered one of the main potentials for improving bulk reading speed
in the UHF radio identification (RFID) system. The collision occurs when two or more tags reply at the same
time. State-of-the-art collision recovery algorithms rely on perfect channel state information (CSI), which
is unrealistic. Moreover, these algorithms neglect the rate tolerance, that is, the uncertainty in the bit rate of
the tag responses. This paper presents a novel algorithm to estimate all tag parameters, such as tag data rate,
number of tags per slot, and CSI, using theMatrix PencilMethod (MPM). The proposed system is compatible
with the existing EPCglobal Class-1 Gen-2 RFID standard. The accuracy of the proposed algorithm is
evaluated with the different encoding schemes of the tag. The estimated parameters are forwarded to MIMO
linear receivers to recover the colliding slots to speed up the identification process. The performance of the
three linear receivers; Zero Forcing (ZF), MinimumMean Square Error (MMSE), andMaximum Likelihood
(ML) receivers, is evaluated when the CSI is estimated using the proposed algorithm. All receivers perform
similarly due to their different sensitivity to the CSI estimation error. The proposed collision recovery system
reduces the time for reading a bulk by at least 13% compared to the literature.

INDEX TERMS RFID, FSA, matrix pencil method, collision recovery, backscatter Rayleigh.

I. INTRODUCTION
Radio Frequency Identification (RFID) is a wireless
communications-based technology that allows the automatic
identification of objects. The number of RFID applications
has skyrocketed in recent years, and this trend is projected
to continue in the future. RFID technology is used in the
logistics industry to identify and track physical goods that
have a very large number of items using ultra-low-cost
passive tags. EPCglobal Class-1 Gen-2 is the most widely
used standard for such applications (EPC) [1]. This standard
operates in the UHF band (that is, 868MHz in Europe,
915MHz in the USA) and allows the recognition of RFID
tags up to approximately 10m reading range [2]. In many
real-life scenarios, hundreds of labeled objects may be
located within the reading range. Tag responses should be
scheduled using an access method based on frame-slotted
ALOHA (FSA) [3]. According to FSA, all tags in the
reading range are informed by the reader about the number
of available slots referred to as the frame length, L. Then,
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each tag randomly attempts to reserve one of the available
slots by answering with a random 16-bits number called
RN16. The slots used by a single tag are called successful
slots and can normally be decoded. If two or more tags
reply within a single slot, a collision occurs, and the replies
of the tags cannot be decoded [4]. Afterward, the reader
has to try reading these colliding tags in a later frame.
This automatically increases the reading time, which may
be problematic in some applications. As a result, many
strategies for recovering colliding slots have been presented.
Nevertheless, the so-called Backscatter Link Frequency
(BLF), i.e., the bit-rate of communication from the tags to
the reader, is a problem within the EPCglobal Class-1 Gen-
2 RFID standard [1]. Due to factors that cannot be avoided
in real-world systems, the BLF can vary greatly. Low-cost
RFID tags typically have a sluggish system clock for digital
baseband operation, resulting in measurement errors for the
parameters sent by the reader to determine the tag’s BLF.
Second, changes in the manufacturing process commonly
affect the clock frequency of the tag, leading to fluctuations in
the BLF. According to the EPCglobal standard, the permitted
relative tolerance ranges from ±4% up to ±22%, depending
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on the targeted bit rate. The majority of previous research
on collision recovery for RFID systems assumes that the
colliding tags have the same BLF and are also perfectly
synced in time [5], [6]. Moreover, all or part of the colliding
tags parameters, such as the number of tags per colliding slot
and channel coefficients, are assumed to be perfectly known
during the identification process. Hence, the motivation of
this work is to design a collision recovery system that can
estimate all the parameters of the tags during the inventory
phase and that is compatible with the EPCglobal Class-1
Gen-2 RFID standard [1]. These tags parameters can be used
in recovering the colliding slots to speed up the reading
process. The main contributions to this work are as follows:

• A novel spectrum analysis technique using matrix
pencil method is proposed to estimate tags parameters
accurately;

• Careful performance evaluation of the proposed parame-
ter estimation technique in the presence of tags collision;

• A novel channel coefficient estimation performance
study is presented, considering the effect of the modu-
lation scheme and the number of colliding tags per slot.

• Combining the proposed parameters estimation method
with state-of-the-art tags collision recovery receivers to
examine its performance.

The paper is organized as follows: Section II introduces the
relevant related work. Section III describes the assumed data
model, including the channel model, signal definition, and
tag rate tolerance model. The estimation of tag parameters
using a matrix pencil using the BLF tolerance is proposed
in Section IV. In Section V, the state-of-the-art collision
recovery linear receivers are introduced. The simulation
results are discussed in Section VI. Finally, conclusions are
drawn in Section VII.

II. RELATED WORK
Many collision recovery techniques have been proposed
to speed up the identification process. Carroccia and
Maselli [7] proposed TIANC (Tag Identification Analog
Network Coding). They combined multiple receiver antennas
with tree-slotted Aloha. Furthermore, they assumed that the
tags generated a new child frame for each collision slot.
This approach increases the tag complexity and, hence, the
hardware costs. In addition, their approach is incompatible
with the existing UHF RFID standard. Guo et al. Similarly,
an orthogonal coset identification (OCSID) is proposed in [8].
The proposed approach requires a modification in the tag
to ensure orthogonality between the tag responses in the
inventory phase. Reference [9] proposed a channel estimation
technique that could be used to estimate the channel of
up to eight collided tags per slot. This channel estimation
technique is used in [10] to separate the tags. However,
this approach is again not compatible with the EPCglobal
Class-1 Gen-2 RFID standard, and the tolerance of BLF
is not taken into account. The authors in [11] proposed a
collision recovery technique utilizing rate tolerance. In this
algorithm, the Fast Fourier Transform (FFT) is used to

analyze the preamble of the tag reply to estimate the data
rate of the strongest tag reply. In addition, the probability of
the capture effect is enhanced using a correlation receiver.
In [12], the cardinality estimation of the tags is combined
with a channel estimation technique to recover collisions.
The performance of the proposed algorithm drastically
degrades if the rate tolerance is greater than 10%. In [13],
a maximum likelihood receiver is proposed to recover
non-synchronized collided tags. The introduced algorithm
has limited performance because it can only recover two
collided tags at most. Another related work [6] proposes a
collision recovery algorithmwith the aid of machine learning.
The proposed algorithm does not consider the rate variations
between the collided tags, which will significantly affect their
model. The rate tolerance is considered in [14]. The authors
proposed an adaptive neural network to separate the collision
tag signal. However, the performance of the introduced
algorithm deteriorates as the rate tolerance increases. The
authors in [15] suggested an anti-collision algorithm in
combination with a receiver withmultiple receiving antennas.
The algorithm improves the identification speed by 50%,
when 4 receiving antennas are used. A multi-user MIMO
collision recovery system is proposed in [16]. The authors
exploited multiple receive antennas to recover collided tag
data and perform channel estimation. In addition, channel
estimates are used to precode reader acknowledgment signals
from multiple transmit antennas into spatial channels so that
the tags receive fully separated acknowledgments. The reader
needs a sampling rate of 30MSPS which is four times higher
the proposed one. In [17], the clustering method is proposed
that uses Monte Carlo-based maximum posteriori probability
estimation (MPPE-M-C) to resolve the collision signal. the
proposed algorithm does not require prior knowledge of the
number of clusters and iterative calculations.

III. DATA MODEL
Before going into the details of the proposed algorithm, let
us first describe the data model. Fig. 1 shows the assumed
data model for a bi-static1 RFID reader with a single tag. The
following subsections describe the channel model between
the RFID reader and a single tag, and then it is extended to a
multi-tag. Additionally, the tag signal is defined.

A. CHANNEL MODEL
The transmit antenna (TX) radiates the signal x(t). This signal
contains the continuous wave needed to power the tags and
also the commands that comprise the information from the
reader to the tag. The continuous wave may have a power
higher than 1W, as this signal is used by passive tags to obtain
the required energy. The tag received power is considered
time-invariant, which is a realistic assumption based on [18].
The signal at the input of the receive antenna (RX) is
y(t) ∈ C. The signal y(t) is the complex baseband represen-
tation of the tag reply [19]. It constitutes a direct coupling

1The reader uses separate antennas for transmission and reception.
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FIGURE 1. The assumed RFID bi-static reader data model.

of the transmit antenna to the RX antenna, which we can
describe with the coupling coefficient hDC ∈ C. Furthermore,
we have the signal of the tag response. For sending data to
the reader, the tag modifies its antenna impedance between
two states. In the presence of the continuous wave emitted
by the reader, this change of the antenna impedance causes a
signal back-scattering to the reader. Mathematically, this can
be described using the forward channel coefficient hf ∈ C to
model the path from the TX antenna to the tag and using the
backward channel hb ∈ C for modeling the path from the tag
to the RX antenna. Moreover, we have the state of the tag,
which can be modeled as m(t) ∈ {0,

√
2}2 [11]. Hence, the

signal y(t) can be expressed as:

y(t) =
(
hDC +hb ·m(t) ·hf

)
· x(t)+n(t) (1)

where n(t) is complex additive white Gaussian noise with
zero mean and variance σ 2

n . Additionally, the channel effects
are purely multiplicative, i.e. the channel is considered
as non-frequency selective [19]. This assumption is fully
justified as the used bit rate is low enough concerning the
expected delay spread of the channel [19]. The tag reply
data rate varies between 5 kbps and 640 kbps. Generally, the
tag has more impact on the signal y(t) than just an on-
off-keying modulation. For example, the tag will reflect an
electromagnetic wave to the reader in both possible states
of m(t) [11]. However, we simply model the default state as
part of hDC . Therefore, this leads to the description using on-
off-keying [20]. This is valid for all modulations mentioned
in the EPCglobal Class-1 Gen-2 RFID standard, i.e., ASK
(amplitude shift keying), or more precisely, on-off-keying
and PSK (phase shift keying) [1]. The actual modulation
scheme is then modeled as part of the return channel hb.
Now, a further simplification can be proposed to (1). In this
paper, we focus on the communication from the tag to the
reader. The reader transmits a continuous wave during this
communication, which can be safely modeled as x(t) =

1. Furthermore, the hDC component can be estimated and
removed in the front-end of the reader [21]. As a result,
we obtain the following:

y(t) = hb ·m(t) ·hf +n(t) (2)

2The factor
√
2 is to have unity signal power.

The resulting channel, consisting of two multiplied channel
coefficients, is called the back-scatter channel. In the case of
a bi-static reader, modeling both coefficients as independent
complex Rayleigh channels is a realistic assumption [22].
In the case of multiple tags and a reader employing a single
receiver antenna, we can extend (2) to vectors. This leads to:

y(t) = hb ·
(
mT (t)⊙hfT

)
+n(t) (3)

where (.)T is the vector transpose, and ⊙ is the Hadamard
product. Furthermore, hb ∈ CNc ,m(t) ∈ {0,

√
2}Nc , hf ∈ CNc ,

and Nc defines the number of colliding tags per slot.
Equation (3) can be extended in case of multiple tags and

multiple receive antennas for the reader to be y1
...

yR

=

 h11 · · · h1Nc
...

. . .
...

hR1 · · · hRNc


 m1

...

mNc

+

 n1
...

nR

 (4)

where R is the number of receive antennas, and hij = hb
ij
·hfj .

For simplicity, (4) can be written as

y = H ·m+n (5)

where y is the received tag replies vector, H is the channel
matrix, m is the transmitted tag replies vector, and n is the
receiver AWGN vector [18].

B. TAG SIGNAL DEFINITION
Based on the EPCglobal standard [1], the pulse shapes of
the response to the tag sn(t) follow the FM0 (biphase space)
or Miller encoding. As FM0 encoding offers a higher bit
rate, most of the readers prefer to use it as an encoding
scheme [23]. The pulse shapes sn(t) for the symbols are
selected from four possible shapes as shown in Fig. 2a, where
s1(t) and s4(t) represent data-1 and s2(t) and s3(t) represent
data-0. As shown in the state diagram in Fig. 2b, the symbols
feature a level transition at each boundary. For example, the
pulse s2(t) can only be followed by s2(t) or s1(t), but not
by the symbols s3(t) or, s4(t) to guarantee a level transition
between the symbols [1]. Based on the standard, the nominal
symbol duration T is the inverse of the BLF, that is, T =

1/BLF. The tag response constitutes a preamble, followed by
the payload. The shape and length of the preamble depend on
the encoding scheme. As depicted in Fig. 2c, FM0 has two
versions of the preamble according to the reader’s choice.
The short version has a length of 6 bits. The extended version
has 12 additional leading zeros (dotted lines) in front of the
6 bits that are also used in the short version [1]. Fig. 3a
and Fig. 3b show the basis functions and the state diagram
in the case of Miller encoding. The baseband Miller inverts
its phase between two data-0s in sequence. It also places
a phase inversion in the middle of a data-1 symbol. The
state labels, s1(t) · · ·s4(t), indicate the four possible Miller-
encoded symbols, represented by the two phases of each
of the Miller basis functions. The transmitted waveform is
the baseband waveform multiplied by a square wave at M
times the symbol rate. Like FM0, the tag-to-reader subcarrier
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FIGURE 2. FM0 encoding scheme.

signaling begins with one of two possible preambles. One
preamble has an extended pilot tone of length 16M/BLF,
as shown in Fig. 3c, and the other has a pilot tone of length
4M/BLF.

C. TAG RATE TOLERANCE
An important property of tags replies is the rate tolerance
in their BLFs. At the beginning of the reading process, the
reader sends the so-called Query command to all tags in
the interrogation area [1]. This command contains all the
required information to configure the tags, e.g., whether
they use the extended preamble or whether they should use
FM0 or Miller encoding of the data. Tags are designed with
ultra-low cost in mind and cannot accurately estimate BLF
from the preamble parameters of the query command [11].
The allowed BLF tolerance depends on the nominal values
of the parameter settings [1]. The maximum tolerance varies
between ±4% at 40kHz ≤ BLF < 107kHz, and ±22% at
320kHz≤BLF< 640kHz. The actual BLF can be described
as:

BLF = BLFnominal ·β (6)

where β is a normally distributed random variable with
a mean µ equal to one and a standard deviation σ

equal to (maximum absolute tolerance)/3 to force the
tail of the distribution to end at the maximum absolute
tolerance.

FIGURE 3. Miller encoding scheme.

For example, if the tolerance varies between ±20%, the
standard deviation is σ = 0.2/3. Hence, the total distribution
of the BLF has a mean equal to BLFnominal , and the
tails end at BLFmax = BLFnominal (1+3 ·σ) and BLFmin =

BLFnominal (1−3 ·σ) [11].

IV. PARAMETERS ESTIMATION USING MATRIX PENCIL
The Matrix Pencil Method (MPM) is a direct data domain
method that can estimate the parameters of exponentially
damped and undamped sinusoid signals in noise [24]. In this
work, we will deal with undamped signals, and the response
signal of the tag yp(t) is assumed to be the sum of exponentials
in the noise as shown in (7).

yp (t) =

Nc∑
aj

j=1

· ei(ωjt+θj) +n(t) (7)

where the parameters aj, θj, and ωj are the amplitude, the
phase, and the angular frequency of the jth tag signal. The
signal n(t) is complex additivewhite Gaussian noisewith zero
mean and variance σ 2

n .

A. MPM DESCRIPTION
Estimation of the tag parameters using MPM is shown in
Figure 4 and can be summarized in the following steps:
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FIGURE 4. Block diagram of the MPM.

• A Henkel matrix Y can be constructed as follows:

Y =


yp (0) yp (1) · · · yp (L−1)
yp (1) yp (2) · · · yp (L)

...
. . .

...

yp (N −L) y(N −L+1) · · · yp (N −1)


(8)

where N is the number of samples of the signal yp and
L is called the pencil parameter. It should be between N

3
and N

2 for effective noise filtering [24].
• After Singular Value Decomposition (SVD), (8) can be
written as

Y = UΣVH (9)

where U and V are unitary matrices whose columns are
the left and right singular vectors ofY, respectively. The
matrix Σ contains the singular values λj of Y located on
its main diagonal, and H is the Hermitian of the matrix.

• In this step,Ncmajor singular values are selected to form
a matrix Σs

Σs = diag
(
λ1, λ2, . . . , λMp

)
,Mp < min(N −L, L)

(10)

where
λMp
λ1

≥ Threshold. If the threshold is well
optimized, Mp = Nc. The threshold can be calculated
by estimating the signal-to-noise ratio (SNR) of the
composite signal. The SNR can be estimated from the
continuous wave (CW) before the tag response [25],
[26].

• The matrixVs can be generated by selecting the firstMp
rows of matrix V.

• The matrices Vs1 and Vs2 can be generated by deleting
the last and first rows of the matrix Vs, respectively.

• The poles of the vector z that is used to estimate the
signal parameters are:

z = Eigenvalues
({

VH
s1

}†
VH
s2

)
(11)

where † is the pseudo-inverse of the matrix.
• From the vector z, the signal parameters can be
calculated as follows:

ωj = ̸ zj ∗ fs, (12)

a =



1 1 · · · 1
z1 z2 · · · zMp

z21 z22 · · · z2Mp
...

. . .

z
Mp−1
1 · · · z

Mp−1
Mp




y(0)
y(1)
y(2)

...

y
(
Mp−1

)

 ,

(13)

θj = ̸ aj (14)

where fs is the sampling frequency.

B. COMPLEXITY ANALYSIS
Generally, in all MP methods, the most computationally
expensive step is to estimate the signal subspace, which
requires the SVD of a datamatrix. According to [27] and [28],
the MPM used requires 8 · (N−L+1)2 ·L+104 ·L3 complex
multiplications. The complexity of the transformation of the
data matrix is negligible [27]. However, some other MPM
methods, such as the Unitary Matrix Pencil (UMP), Single
Invariance Beamspace Matrix Pencil (SBMP), and Multiple
Invariance BeamspaceMatrix Pencil (MBMP)methods, have
less complexity while retaining a comparable estimation
accuracy [27]. Comparison of performance and complexity
between different MP methods is not the focus of this work.

C. RFID READER WITH PARAMETERS ESTIMATION
As it is clear from the previous discussion, the MPM can
be used to estimate the parameters for a summation of pure
exponentials. However, the preamble of the tag reply is a
square wave. Hence, a preprocessing step is needed for the
tag reply before applying the MPM to the preamble.

Fig. 5 shows the proposed RFID reader that has parameter
estimation capability. To explain this model, we need to
rewrite (3).
Assume that the reader signal x(t) that powers the tag can

be expressed as

x (t) = Asin(ωct) (15)

where ωc is the carrier frequency and A is the amplitude of
the continuous wave x (t). Based on (3), the jth tag reply can
be written as

yj (t) = A
∣∣∣hfj ∣∣∣ · ∣∣∣hbj ∣∣∣ ·mj (t)sin

(
ωct+ θ

f
j + θbj

)
+n(t) (16)

where θ
f
j , and θbj are the phases of the forward and backward

channels for the jth tag, respectively. It is clear from (16),
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FIGURE 5. Block diagram of the proposed RFID reader model with parameters estimation using MPM.

that the parameters of the received tag reply signal cannot be
estimated using MPM because mj (t) is not a pure sinusoidal
signal. After down-converting the signal to the baseband and
passing through a narrow-band pass filter (BPF), the whole
received signal yp (t) can be written as

yp (t) =

Nc∑
j=1

A
2

·

∣∣∣hfj ∣∣∣ · ∣∣∣hbj ∣∣∣ · sin(ωjt+ θ
f
j + θbj + θbp

)
+nbp (t)

(17)

where θbp is the phase of the BPF, ωj is the angular BLF
of the jth tag, and nbp (t) is the narrow-band version of the
noise signal n(t). By using the trigonometric rules, (17) can
be written as

yp (t) =

Nc∑
j=1

A
4

·

∣∣∣hfj ∣∣∣ · ∣∣∣hbj ∣∣∣
·

(
e
i
(
ωjt+θ

f
j +θbj +θbp+

π
2

)
− e

−i
(
ωjt+θ

f
j +θbj +θbp−

π
2

))
+nbp (t) (18)

It is clear from (18), that the pencil signal yp (t) is a
summation of pure exponential signals; hence, its parameters
can be estimated using MPM. These parameters are the
angular frequency of the backscatter link of each tag, ωj, the

amplitude of the channel,
∣∣∣hfj ∣∣∣ · ∣∣∣hbj ∣∣∣, and the channel phase

added to it, the bandpass filter phase, θ fj +θbj +θbp. The phase
of the band-pass filter, θbp is known from the phase response
of the filter. Hence, it can be subtracted from the overall
estimated phase. Using this channel state information (CSI),
colliding tags can be recovered by linear receivers that need to
have CSI knowledge, such as theMaximum Likelihood (ML)
receiver, the MinimumMean Square Error (MMSE) receiver,
and the Zero Forcing (ZF) receiver. However, the proposed
algorithm can be combined with any other MIMO receiver.

V. COLLISION RECOVERY RECEIVERS
The objective of any multiple antenna receiver is to obtain
an estimate of the modulation signal of tags, m̂, from the
given received data in y over AWGN with noise variance

σ 2
n , through channel H as described in (5). The transmitted

vector m ∈ A, where A is the set of possible transmit vectors.
Many types of multiple antenna receivers can be used in
collision recovery [11]. Some of them are simple, such as
the ZF receiver and the MMSE receiver. However, these
receivers have poor performance compared to the optimal
ones. Another receiver, Ordered Successive Cancellation, has
a slightly higher complexity than the previous ones but has
better performance [23]. The optimum receiver is the ML
receiver. This receiver gives the optimum performance, but
its complexity is much higher than all other receivers. In this
work, we will focus on the ZF, MMSE, and ML receivers.

A. ZERO FORCING RECEIVER
To separate the signal components by exploiting multiple
receive antennas, we first explain the well-known zero-
forcing (ZF) receiver [29]. It is a simple linear receiver
that inverts the channel transfer matrix H by calculating the
pseudo-inverse of it. According to [29] and (5), the estimated
vector ˆmZF for the ZF receiver is calculated according to

m̂ZF =
(
HHH

)−1
HH

·y (19)

The ZF receiver perfectly separates the co-channel signals
of the vector y. The ZF receiver performs well in a high
signal-to-noise ratio (SNR) regime, whereas in a low SNR
regime, there is a significant noise enhancement. The zero
forcing criteria have the disadvantage that the inverse filter
may excessively amplify the noise at frequencies where the
folded channel spectrum has high attenuation. Therefore, the
ZF equalizer suffers from noise enhancement, since it focuses
on canceling the effects of the channel response at the expense
of enhancing the noise.

B. MINIMUM MEAN SQUARE ERROR RECEIVER
As discussed earlier, the ZF receiver suffers from a noise
enhancement due to the inversion of the channel matrix. The
Minimum Mean Square Error (MMSE) receiver considers
both interference and noise and balances the error. Follow-
ing [29], the MMSE estimate of the signal vector m̂MMSE is
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obtained according to

m̂MMSE = HH (HHH+σ 2
n · I

)−1
·y (20)

where I is R×R the identity matrix and σ 2
n ·I is the covariance

matrix of the noise vector n in (5). The MMSE receiver is
less sensitive to noise at the cost of reduced signal separation
quality.

C. MAXIMUM LIKELIHOOD RECEIVER
As stated previously, the ML receiver is the optimum
collision recovery receiver. It has the desirable property that
it minimizes the probability of error Pe given by

Pe ≜ Pr
(
m ̸= m̂

)
(21)

Minimizing the probability of error is equivalent to max-
imizing the probability of correctly estimating m, i.e.,
Pr
(
m = m̂ | y,H

)
. To maximize the probability of correct

estimation, we have to maximize the probability density
function of y given bym and H, Pr(y | m,H) which is given
by [29]

Pr(y | m,H) =
1

πRσ 2R
n
exp

(
−

∥y−Hm∥
2

σ 2
n

)
(22)

Equation (22) is referred to as the ML criterion, and the
detected signal is given by

m̂ML = arg max
m∈A

Pr(y | m,H) = arg min
m∈A

∥y−Hm∥
2 (23)

wherem =
[
m1m2 · · ·mNc

]T .
VI. SIMULATION RESULTS
In this section, the simulation results are discussed to show
the following:

• The precisions of the proposed RFID tag parameters
estimation technique using BLF tolerance. These are
shown in Figures 6 to 9.

• The identification performance of the collision recovery
receiver in Figures 10 to 14.

• The reading time of the proposed receiver using different
tolerance values in Fig. 15

• A throughput comparison between the proposed
algorithm and the state of the art in Table 1

In our experiments, the model of (3) and (5) is used. The
backscatter (also called double Rayleigh) channel is mainly
used. It is the commonly assumed model for passive UHF
RFID systems [22], [30]. Using this model, the forward and
backward channels are derived from independent Rayleigh
distributions. For comparison of performance, the SNR is
used as a performance metric. In all simulations, the noise
power corresponds to a sampling frequency fs of 8MHz with
a nominal BLF = 640kHz. According to [1], the maximum
rate tolerance at such a data rate is ±15%. Furthermore, the
expected average signal level is normalized to one. The BLF
tolerance follows a normal distribution, as described in (6).
In all simulations, a frame of 500 slots is used, and they have

FIGURE 6. Number of tags per slot estimation error for different tag
modulation schemes when the proposed MPM algorithm is used.

the same number of colliding tags. Finally, for each encoding
scheme, the extended preamble is assumed.

A. MPM PARAMETERS ESTIMATION ACCURACY
Figures 6 to 9 show the performance of estimating tags replies
parameters using MPMwhen different encoding schemes are
used. Fig 6 shows the number of tags per slot estimation
error versus the SNR of the received replies. Through the
simulations, the slot is erroneous if the estimated number
of tags is not equal to the actual one. It is clear that as
the number of tags per slot increases, the estimation error
also increases. Moreover, when the preamble becomes longer
by moving from FM0 modulation to Miller modulation, the
performance of the estimation improves because the number
of samples used by MPM for parameter estimation increases.
Therefore, Miller withM = 8 always has the best estimation
performance. The performance of the BLF estimation is
shown in Figure 7. The BLF estimation error is calculated
as follows:

• BLFestimationerrorperslot =
∑

Nc

∣∣ estimatedBLF−actualBLF
actualBLF

∣∣
Afterward, the error is averaged over the total number
of slots. Similarly, performance improves as M increases.
Furthermore, the performance of the estimation algorithm is
limited when FM0 is used, especially when the number of
tags per slot is greater than two. Therefore, the performance
when two tags collide starts from 10dB because, less than
this value, FM0 has a very high error value. The same applies
when three tags collide. Moreover, there is no estimation
error curve for four colliding tags when FM0 is used. This is
considered a limitation of the proposed technique. Figures 8
and 9 illustrate the error in estimating the amplitude and phase
of the channel for each tag per slot. The amplitude and phase
estimation errors are calculated using the same procedure as
used in the BLF estimation error calculation.

B. COLLISION RECOVERY RECEIVERS PERFORMANCE
Figures 10 and 11 show the performance of the ZF receiver in
recovering two and three colliding tags per slot, respectively.
To be able to recover Nc tags per slot, the number of receive
antennas has to be greater than or equal to Nc. Therefore,
Figure 10 shows results for two, three, and four antennas.
But Figure 11 has only results for three and four antennas.
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FIGURE 7. BLF per tag reply estimation error for different tag modulation
schemes when the proposed MPM algorithm is used.

FIGURE 8. Channel amplitude estimation error of each tag reply for
different tag modulation schemes when the proposed MPM algorithm is
used.

FIGURE 9. Channel phase estimation error of each tag reply for different
tag modulation schemes when the proposed MPM algorithm is used.

The packet error rate (PER) is used as a performance metric
where the packet is considered erroneous if it has a one-
bit error. The packet here is the RN16 of the tag. The
black square-marked curves represent the performance when
the CSI is perfectly known; hence the modulation scheme
is mentioned beside the legend of these curves. However,
the other curves represent the performance when the CSI
is estimated using the proposed MPM. It is clear that
performance improves as the number of antennas increases
and also as M increases because the performance of CSI
estimation improves.

Similarly, Figures 12 and 13 show the performance of
recovering two and three colliding tags per slot when using
the MMSE receiver. The simulations illustrate that the
performance of the MMSE receiver is slightly better than that
of the ZF receiver, even at low SNR values. Although there

FIGURE 10. PER versus SNR of the multiple receive antennas ZF receiver
for two colliding tags per slot.

FIGURE 11. PER versus SNR of the multiple receive antennas ZF receiver
for three colliding tags per slot.

FIGURE 12. PER versus SNR of the multiple receive antennas MMSE
receiver for two colliding tags per slot.

FIGURE 13. PER versus SNR of the multiple receive antennas MMSE
receiver for three colliding tags per slot.

is a noise enhancement that the ZF receiver suffers from, the
sensitivity of the MMSE receiver to the CSI estimation error
is higher than that of the ZF receiver [31].
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FIGURE 14. PER versus SNR of the multiple receive antennas ML receiver
for two colliding tags per slot.

FIGURE 15. Average number of total slots needed to read all tags in the
interrogation area when the proposed receiver with four receive antennas
is used.

The performance of recovering two colliding tags using
a multiple antenna ML receiver is simulated in Figure 14.
Because of the BLF tolerance, the ML receiver can be used
only to recover two colliding tags [13]. Similarly, the ML
receiver does not show much improvement in performance
because of its sensitivity to CSI estimation error [31].
Moreover, it has a much higher complexity than the ZF and
MMSE receivers.

C. READING SPEED COMPARISON
Figure 15 shows the performance of the proposed algorithm
using different types of receivers and with different values of
rate tolerance. In this simulation, the performance metric is
the reading time required to read the n tags in the interrogation
area. The number of tags n is assumed to be perfectly known,
and the frame length is optimized according to [25] and
follows the frame length rule in the standard [1] for all
techniques. In addition, all algorithms use four receiving
antennas. Miller with M = 8 is used as a tag encoding
scheme. In addition, an SNR of 50dB is assumed. The
simulation confirms previous PER simulations in which all
receivers have the same performance. As explained above,
the sensitivity of the ZF receiver to the CSI estimation error
is less than that of the MMSE receiver, which is less than
that of the ML receiver [31]. Therefore, all receivers have
almost the same performance, as shown in Figure 15. The
figure illustrates that at a rate tolerance of 15% [1], the
proposed collision recovery receiver can read 1,000 tags

TABLE 1. Reading efficiency comparison.

FIGURE 16. BPF magnitude response.

FIGURE 17. BPF phase response.

using 1,354 slots. The figure also shows the proposed
system performance at rate tolerances of ±10% and ±22%.
Although the maximum tolerance allowed at the used data
rate is ±15%, the tolerance can be stimulated to exceed that
number [11]. It is clear that as the tolerance increases, the
reading time decreases.

Table 1 shows the reading efficiency of the proposed
algorithm and the ones that are proposed in [3], [11], [13],
[15], and [16], and the conventional DFSA [16]. The reading
throughput is defined as the ratio of the needed number of
tags to the needed number of slots to identify these tags. The
proposed algorithm outperforms all algorithms by at least
13%.

VII. CONCLUSION
This paper presents a novel UHF RFID tag estimation
parameter using MPM. The proposed algorithm utilizes
the non-avoidable rate tolerance phenomenon to estimate
tag parameters such as BLF, number of tags per slot, and
CSI per frame. Due to the rate tolerance, the RFID tags
deviate from the nominal data rate, which is caused by
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the low-cost oscillators of the tags. This rate tolerance is
employed to estimate not only the BLF of each tag but also
other parameters that can be useful in tag collision recovery.
To convert the received signal to a complex exponential,
the signal must be filtered using BPF. Therefore, MPM can
be used for parameter estimation. The performance of the
proposed estimation algorithm is evaluated when different tag
encoding schemes are used. Due to its long preamble, Miller
withM = 8 has the lowest estimation error for all parameters.
However, FM0 cannot be used when the number of tags per
slot is greater than three. That is even at high SNR values.
That can be considered the main drawback of the proposed
technique. The MPM estimation algorithm is combined with
MIMO linear receivers to be used in collision recovery. The
estimated CSI of the proposed MPM is used by the ZF,
MMSE, and ML receivers to recover the colliding slots. The
simulations show that the MMSE receiver performs slightly
better than the ZF receiver because of its sensitivity to CSI and
SNR estimation errors. The same is true for the ML receiver,
which is more sensitive to the CSI estimation error. Hence,
all receivers have the same performance from a timing point
of view. The simulation shows that the proposed receiver
is faster than the receivers that were presented earlier by at
least 13%. In addition, the proposed system is considered
to be a complete collision recovery system that has a slot
identification system. This is achieved by estimating the
number of tags per slot. A BLF estimation algorithm is used
in the decoding process. A CSI estimation algorithm that can
be used for collision recovery.

APPENDIX
The used BPF in the system has the following specifications:

• Order = 100;
• Filter type is FIR;
• Lower cut-off, FCL = 435.64kHz;
• Higher cut-off, FCH = 884.08kHz;
• Sampling frequency, Fs = 8MHz;
• The window type is hamming. The filter has a
unity-magnitude response in the pass band.

The filter has magnitude and phase responses as shown in
figures 16 and 17.
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