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ABSTRACT In computer vision, plant stress detection involves the identification and classification of crop
stresses. There are several approaches for the identification of green areas. The most recent approaches
rely on machine-learning techniques or deep-learning networks to develop this task. Unfortunately, when
attempting to use these networks to detect stressed plants, their performance drastically decreases. In most
cases, these networks cannot detect plant stress. In addition, there are extensive repositories of plants on
the internet. However, in most cases, these repositories do not include stressed plants. An alternative is to
use networks to generate realistic synthetic images; nevertheless, these mathematical models frequently fail
to produce accurate synthetic images (increasing supervision and collection times). Motivated by the latter,
we propose a supervisory configuration of deep-learning networks to detect stressed plants and generate
synthetic databases. This methodology consists of three phases. First, we collected a small set of Internet
images of the stressed crops. Second, the process involves final layer training of the image generation
model by introducing a new node into the network. Finally, we supervised the generative model using a
classification neural network and a feedback loop. This supervision increased the quality of the generated
synthetic images. Therefore, the experimental results were promising. The proposed configuration showed
a 23.85% increase in average precision and a 10.8% increase in average recall compared with traditional
classification architectures using the same synthetic dataset. These results demonstrated the feasibility of
this configuration for the classification of stressed crops using synthetic datasets.

INDEX TERMS Plant stress detection, plant stress classification, deep learning, visual pattern.

I. INTRODUCTION
Plant stress detection involves the identification and

health issues before they become severe [4]. This permits
increased productivity and reduced costs [5]. Because of

classification of crop stress [1]. In agriculture, the identifi-
cation and classification of stress in crops provides valuable
information on the current state of the plant; therefore,
accurate diagnosis of the type of stress in the crop is
essential to provide appropriate treatment [2], [3]. In addition,
plant stress identification can help farmers address plant
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these characteristics, many tasks incorporate stressed crop
detection as a fundamental tool for precision agriculture [6]
and crop management [7].

There are several approaches for identifying plant stress.
In most cases, these techniques use physiological and
morphological monitoring of crops [8], [9]. This approach
uses qualified experts to identify stress using visual infor-
mation. In this case, experts infer a classification based
on stress symptoms. Furthermore, this technique does not
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require specialized equipment and can detect changes in
plants in real-time. However, the disadvantages of using
this approach include the subjectivity of the results, that is,
the interpretation of visual characteristics may vary among
observers [10]. In addition, this approach is susceptible to
human error [11] and depends on skilled labor [12].

Some approaches use molecular and biochemical anal-
yses [13], [14]. These techniques involve extracting a
fraction or fluid from the crop to analyze the sample
using biochemical techniques, enabling stress determination
to achieve high performance. These methods can identify
the presence of pathogens at the molecular level; and are
employed when greater precision is required. However, they
are not ideal in terms of cost-effectiveness and speed [15].
In addition, these methods are invasive, implying that
chemical or mechanical intervention in crops is necessary
during sample extraction for analysis [16]. These actions
can affect plant development and growth through direct
intervention by the experimenter [17].

Image processing is another approach to detect stressed
crops [18], [19]. This approach uses an image to iden-
tify and detect visual characteristics that indicate stress
symptoms. Unlike other approaches, computer vision allows
the identification of crop stress without an expert agent
or does not require direct contact. In addition, computer
vision techniques have the main characteristic of being non-
invasive. However, in classical works, the images need certain
ideal factors in the illumination, sharpness, resolution, etc.
These factors may result in low robustness [20]; that is,
in most cases, these computer vision techniques operate in
a controlled environment to be effective.

The deep learning approach does not require human
intervention to extract visual features [21], [22]. This attribute
is particularly relevant because it eliminates the laborious
feature identification process. However, these methods gen-
erally encounter significant challenges because they require
the collection of a large image dataset [23]. This step is
crucial because the quality and diversity of the training data
directly impact the model’s generalization capabilities and
accuracy [24]. The diversity is a noticeable limitation in the
available datasets, particularly for stressed crops.

This study was motivated by recent results from computer
vision studies using deep learning and the generation of
synthetic datasets. Our study aimed to detect stressed plants
using the proposed supervisory configuration. This approach
integrates the generalization capability of deep learning with
the generation of synthetic information, that is, the proposed
method combines the strengths of both fields to address
the classification challenge. Our methodology provides an
approximation to automate the training process and the
generation of synthetic datasets for Convolutional Neural
Networks (CNN) for stressed plant detection. Also, this
work facilitates the creation of datasets. Unlike previous
studies, the proposed method allows us to determine the
classification performance when applying our configuration.
We used synthetic images to train the network because the
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state-of-the-art does not have sufficient datasets of stressed
crop images, that is, the datasets available in the state-of-the-
art are insufficient for training the proposed configuration.

Our method allows the automated creation of datasets for
stressed plant detection. This detection can help growers
identify problems in their crops early, allowing them to
take quick action and reduce losses. Integrating these
classification models into drones and real-time monitoring
systems can provide automatic alerts, saving time and costs
and increasing profitability. Using synthetic data also extends
the scope of deep learning models, allowing them to adapt
difficult or dangerous features to recreate with original data,
saving time and resources. On the other hand, obtaining
databases of stressed crops requires frequently damaging
plants to capture images. This situation could be avoided with
synthetic datasets.

In section II, we present related studies that determine
the research location. The proposed method is described in
section III. Section IV describes the experiments designed
to evaluate the feasibility of the proposed method and the
obtained results. Finally, conclusions and future work are
presented in the last section.

Il. RELATED WORK

This section provides a state-of-the-art overview of plant
stress detection. We mainly focused on methodologies that
have gained relevance in recent times, particularly those
involving deep learning and synthetic image generation. The
analysis covered deep learning applications and synthetic
data to identify crop stress. In addition, we discuss the main
advantages and challenges associated with these technologies
in modern agriculture, as well as future trends in research and
development in this field.

A. RGB IMAGE

Detection of plant stress using RGB imaging methods
is an emerging area in precision agriculture and plant
phenotyping [1]. These techniques focus on analyzing visual
characteristics in plants to identify early signs of stress
caused by various factors such as nutrient deficiencies,
water scarcity, or disease. Convolutional Neural Networks
(CNN) for classification are an alternative to detecting
stressed crops by analyzing images [25], [26], [27]. These
algorithms automatically extract features instead of using
manual selection. In addition, these algorithms can be
generalized from a training dataset and evaluated to new plant
images, enabling better adaptation to different conditions
and species. This is achievable because CNNs establish a
relationship between the RGB image data and the classifi-
cation task. However, these networks require training with a
large dataset containing the expected features to generalize
classification [28]. Unfortunately, in this field, datasets for
crops under stress confront a scarcity of comprehensive
and varied data or, in the worst-case scenario, are non-
existent [29]. Therefore, networks for green area detection
have low performance for stressed crop recognition, that is,
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in most cases, these networks cannot detect stressed plants
efficiently [30].

B. GENERATIVE

Variational Autoencoders (VAEs) comprise deep-learning
neural networks for unsupervised learning [31]. These net-
works operate in two parts: encoder and decoder. The encoder
transforms the input data into a distribution with a latent
space generally smaller, whereas the decoder reconstructs
the input data from this latent space. This network does not
learn to map the input to a fixed point in the latent space;
but to a probability distribution. This behavior allows them to
generate new data similar to the training data, making them
useful for tasks such as image generation and image quality
improvement. However, VAE can suffer from post-collapse,
where the encoder ignores the input data and generates
a trivial latent space, leading to poor representation and
reconstruction [32]. Furthermore, this architecture is sensitive
to the choice of previous distribution, likelihood function,
and regularization term, which can affect the balance between
model fidelity and diversity [33]. In addition, the autoencoder
process can lead to information loss, resulting in blurry,
low-resolution images that lack sharpness and detail [34].
These particularities pose a significant constraint because
training a classification network using these data may lead
to inadequate performance.

Generative Adversarial Networks (GANs) enable the
generation of synthetic plant images [35], [36], [37]. GANs
are useful because datasets for stressed crops are currently
scarce or non-existent. These networks operate through two
competing neural networks: a generator that creates images
that imitate real images and a discriminator that attempts
to distinguish between authentic and synthetic images.
This training process continuously improves the quality of
the generated images, making GANs useful for expanding
datasets and simulating stress effects in crops without the
need for physical experimentation. Moreover, these networks
can generate data for training crop-detection models [38].
However, the quality of the generated data may not always
accurately reflect reality, i.e., the generated data deviate
significantly from the real characteristics, and training with
these data may be deficient [39]. In addition, these data often
do not cover a variety of environments and can thus lead
to overfitted models in a particular environment [40], [41].
This significant limitation restricts their application in certain
scenarios.

Transformer networks have emerged as a promising solu-
tion for crop dataset generation in agriculture, particularly
for stressed crops [42], [43]. These models can efficiently
generate data sequences, allowing spatial pattern analysis in
crop conditions with stress factors such as drought, diseases,
and pests. In addition, the transformer architecture can train
models that enable us to consider the environmental variety
and stress conditions that may be scarce or difficult to
capture in the natural environment. These benefits allow
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us to explore the impacts of different types of stress on
crops. However, these networks have certain disadvantages.
These models require training with massive datasets and
feature variety in the images [44]. Although these networks
manage to represent elements and environments precisely,
not all the images they generate have all the learned
characteristics because of the randomness of the generation;
that is, occasionally, the networks produce an image lacking
features typical of the real object [45]. These images are an
important limitation because training a classification network
using this information can result in poor performance.

C. CNN + TRANSFORMERS

Recent advancements in the application of transformer
networks have significantly improved the performance of
classification networks. The first model integrated a trans-
former network into the computer vision field [46]. In this
hybrid architecture, a CNN extracts feature maps to serve
as the input for the encoder of the transformer, and the
final result is obtained through the transformer’s decoder.
Hybrid models allow greater precision in the classification
and detection of stress in crops, benefiting from both the local
precision of CNNs and the global analysis of transformers.

Currently, the dependence of CNNs on hybrid models is
fundamental for image classification. The combination of
CNNs and Transformers for stressed crop classification has
significant advantages, such as robust visual feature extrac-
tion and the ability to model long-distance relationships due
to the mechanisms of Transformers, resulting in improved
crop stress identification [47], [48], [49]. In addition, their
ability to scale with large datasets and their transferability
to different crop types are favorable points. However, these
advantages come with challenges, such as high computational
complexity and extensive data requirements for training,
which may limit their applicability in resource-limited
settings. In the case of stressed crop identification, obtaining
sufficiently large and labeled data sets can be a challenge [50].
The effectiveness of these hybrid models will depend on
the availability of resources and the ability to handle their
complexity in real agricultural applications. In addition, the
classification accuracy of transformer-based models depends
mainly on the parameters of the dataset, such as the size,
balance, and correct labeling of the data. Finally, although
models using transformers have been widely researched and
applied to tasks such as image classification, their specific
application to the detection of stressed crops is an emerging
area that is gaining attention [51].

We have previously studied plant stress detection using an
optical approach [52] or 3D information [54]. First, we pro-
posed a new methodology for estimating the chlorophyll
content in plant leaves using reflectance and transmittance
as base parameters. For this purpose, we propose a novel
optical arrangement for extracting the base parameters.
In addition, we estimated the chlorophyll content using a
learning algorithm, where the inputs were the reflectance and
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transmittance. This approach provides significant advances
in the processing of the reflectance information and sheet
transmittance. However, in this proposal, it is necessary to
dismember the leaves to analyze the crop. In the second
approach [54], we propose a methodology to infer crop
stress using deep learning and a 3D reconstruction sensor.
Although depth sensors simplify 3D extraction, they restrict
their applicability to indoor environments and increase
implementation costs. For example, these sensors are prone
to failure in outdoor scenarios because of solar radiation.
In addition, they are not integrated into personal devices
(such as mobile phones, personal assistants, or personal
computers). Finally, their power consumption (in watts), cost,
and size were higher than RGB sensors.

D. RELATED WORKS DISCUSSION

Although numerous advances and techniques allow us to
augment databases, none of these studies directly address
the problem of training neural networks and the generation
of data with stressed crops. So, our research focuses on a
new supervisory configuration of deep learning networks
that, by generating and evaluating synthetic images, makes it
possible to train a classifier network that allows us to identify
real-world environments.

Our supervisory configuration allows for stressed plant
detection and the generation of synthetic datasets. This
approach integrates the generalization capability of deep
learning with the generation of synthetic information; that is,
the proposed methodology combines the abstraction power
of deep learning with the self-generation of synthetic images
to address the classification challenge. Unlike previous
studies, the proposed approach enabled us to determine the
classification performance when applying our configuration.
In addition, this methodology facilitates the generation of
datasets and training; that is, it is an approximation to
automate the training process and data generation for stressed
plant classification. In summary, although previous work
has been successful in detecting stressed crops, our research
introduces a new supervisory configuration of deep learning
networks, which allows us to train with synthetic images to
identify real-world environments.

lll. THE PROPOSED METHOD

This section presents the supervisory configuration of deep
learning networks for stressed plant detection and the
generation of synthetic datasets. We define a configuration
as a set of networks, steps, and parameters that interact to
achieve a common objective and achieve results that they
cannot achieve individually. Our approach integrates the
generalization capability of deep learning with the generation
of synthetic information, that is, our proposal combines
the strengths of both fields to address the classification
challenge. This methodology consists of three phases. First,
we collected a small set of Internet images of stressed crops
(Section III-A). Second, the process involves final layer
training of the image generation model by introducing a new
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node into the network (Section III-B). Finally, we supervise
the generative model using a classification neural network
and feedback loop (Section III-C). Fig. 1 shows the block
diagram of the proposed configuration.

The main contribution of this configuration lies in the
strategic combination of two neural networks: a generative
network and a classifier network. This method allows the
classification of stressed crops by training synthetic images.
The generative network creates detailed images. However,
it often generates inconsistencies that affect image quality.
By employing a classifier network to monitor and verify the
generated images, we can ensure that they are free from
these errors. This process results in more accurate and reli-
able images, facilitating automation and improving quality
without human intervention. This approach is appropriate in
applications that require a high volume of quality images
or where databases are scarce or difficult to obtain, such as
stressed crops.

A. SAMPLE RECOLLECTION

We collected a small set of Internet images with and without
stressed crops (fern and tree) using 15 to 25 images. This
set allows us to create a new node in the generating network
to develop synthetic images of a plant type (Section III-B).
These images consider the morphological characteristics
from different perspectives, and their spatial information
varies. In the case of similar images, this information
may cause the sample to be unrepresentative and lower
the methodology efficiency; that is, synthetic images may
not allow generalized classification. Similarly, a repetitive
environment can bias the creation of synthetic images in the
same environment. This repetitive information may lower the
classification performance when attempting to recognize a
plant in another environment. Fig. 2 shows some images used
to create a new node.

B. IMAGE GENERATION

The previously collected dataset (Section III-A) was used
to retrain the last layer of the image-generation model by
creating a new node in the network. A node is a feature set
that represents a particular object or living thing. A generation
network has several nodes acquired during the training, which
allows the generation of synthetic images by combining fea-
tures from one or more nodes. In the proposed methodology,
we added a crop node. This node enables the generation
of synthetic images with morphological characteristics and
spatial information. However, a generation network does not
always generate the required conditions (crop characteristics
and the spatial environment). Therefore, we propose a
supervisory classification network (Section III-C).

Fig. 3 shows a representation of the image generation
architecture. This section uses the Stable Diffusion architec-
ture [56]. This generation network receives a textual input
(prompt), first encodes the input text, and subsequently,
a diffusion network gradually transforms random noise into
an image using the encoded text features. Finally, the image
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FIGURE 1. Block diagram of the proposed configuration.

FIGURE 2. Fern image samples for node generation.

decoder returns the output as an image reflecting the input
textual description.

Our prompt requires the name of the newly added node
¢, and we indicate the environment ¢. The name of the new
node ¢ must be a word that does not exist, for example,
XtressedFern (stressed fern). This action allows the prompt
not to be misinterpreted. An example of a prompt used is
“a photo of XtressedFern in a garden’. The generalized
structure of our prompt is as follows: “‘a photo of 4+ ¢ + in +
¢”. Using different environments in the prompt enhances
the performance during training with synthetic images.
Fig. 13-14 (b, d) show some synthetic images generated by
our methodology. Furthermore, we present a series of images
of stressed crops generated using different image-generation
networks with the same prompt (see Fig. 11). When our
supervision technique of synthetic crop images is not
employed, the resulting images are often out of context,
unstressed, or only partially stressed. Using these synthetic
images to train networks to classify stressed crops may lead
to deficient performance.
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C. SUPERVISION

Generation networks offer an alternative for creating syn-
thetic datasets. However, these models are often incorrect
when generating crop images with morphological aspects
(color and texture) or when they do not present the required
environmental elements. Therefore, we propose a supervisory
stage that allows us to monitor image generation. Initially,
a generation network was used to develop images with spe-
cific characteristics. Subsequently, the classification network
verifies that the image has the morphological characteristics
of stressed and unstressed plants. Finally, we retrain the
classification network by incorporating supervised synthetic
images. This section utilizes the VGG-16 architecture [57]
as the classification component because of its performance
in experiments (see Table 1). Fig. 4 shows a representation
of the classification network. In addition, we present a
series of images with stressed crops discarded by our
supervisory configuration (see Fig. 12). In most cases,
these images showcase a different crop type, are out of
context, unstressed, or only partially stressed. Discarding
these images, we can create synthetic datasets that accurately
represent the characteristics and morphology of stressed
crops.

Initial Training: The classification network used a syn-
thetic image collection from the generation network for
training. Initially, we manually supervised a small dataset
of 333 synthetic images to train the classification network.
However, the number of images will increase automatically
as the method progresses. Subsequently, the methodology
initiates an iterative cycle. This cycle is called the feedback
loop, which allows for retraining and the increase of training
images.

Feedback Loop: Our methodology provides an approxima-
tion to automate the training process and the generation of
synthetic datasets for Convolutional Neural Networks (CNN)
for stressed plant detection. We obtained this automation
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FIGURE 3. Image generation architecture.

by using feedback loops. The feedback loop consists of
four phases. First, the methodology generates synthetic
images using a generation network (Section III-B). Second,
the classification network supervises the synthetic images
produced by the generation network (Section III-C1). Subse-
quently, the network was retrained using supervised images
(Section III-C2). Finally, we evaluate the performance of the
classifier network using a real image dataset (Section I11-C3).

1) IMAGE SUPERVISION (FEEDBACK LOOP)

The key concept behind this idea is the use of a clas-
sification network to monitor and evaluate the synthetic
images generated by a generation network. The classification
network supervises the new synthetic images produced by
the generation network. These synthetic images approved
supervision when their probability distribution exceeded
a threshold. In our experiments, we used a membership
threshold function S(w;) of 90%; that is, the classification
network classifies with more than 90% probability that the
generated synthetic image belongs to the evaluated class;
where i denotes the i-th generated synthetic image and w is
an added iteration in the summation of 8 (Eq. 2). In every
feedback loop, wis initialized at a value of 0. The membership
threshold function S(«;) is defined as follows:

ey

0 andw+1

S(ar) 1 if probability distribution > 90%),
Q) =
' otherwise,

This monitoring ensures that only synthetic images that
meet the established probability threshold contribute to the
feedback and update process of the classification model.
By using only images with a high probability of belonging to
the evaluated class, we enhance the accuracy of the classifier
and minimize the inclusion of incorrectly classified images.

2) RETRAINING (FEEDBACK LOOP)

Another factor to consider is the number of images that
surpasses the membership threshold function S(w;). If this
set of images that surpasses the membership threshold
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function S(e¢;) is equal to (B8), a new retraining phase is
triggered. These images constitute the new training set of
the classification network. In addition, we considered the
image limit to evaluate x, where w is an additional iteration
included in Eq. 1 and Eq. 2. We used an image limit of § =
333 images; that is, we paused the generation of images when
333 images surpassed the membership threshold function
S(aj). We found that a small number 8 increased the number
of feedback loops. However, for a large number 8, the
last feedback loop will probably use an unnecessary image
number during training. The number of evaluated images 8
is defined in Eq. 2. The image generation ends and retraining
begins when 8 = k.

K+w

B=>" S) @)
i=1

3) PERFORMANCE EVALUATION (FEEDBACK LOOP)

After completing the retraining, we evaluated the perfor-
mance of the classifier network (z') with a real image dataset
(Internet images). We use this process to determine whether
the synthetic images have the required characteristics or if a
new training cycle is required to expand the training set. We
use the F1-Score as the evaluation metric in the performance
threshold (). At the performance threshold y, we defined a
desired performance (£) of 90%. However, we can indicate
the desired performance & (greater or lesser), for example,
80%, 95%, 98%, and so on. Unlike previous research, the
proposed approach enables us to determine the classification
performance. For the evaluation, we downloaded the Internet
dataset from Google Images. Although we trained the
classification network using synthetic images, we evaluated
its performance using a real image dataset (). The feedback
loop stops when the performance of the classifier network
@ surpasses the desired performance £. Otherwise, a new
feedback loop is initiated. The performance threshold y is
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defined as follows:

B [ End of feedback loop if @ > &,

3)

New feedback loop otherwise,

In the evaluation dataset 1, we downloaded all the images
that can be downloaded from Google Images of the crop
to be analyzed (fern, stressed fern, tree, and stressed tree).
We purged the icons, images with a resolution lower than
250, repeated images, and images that did not belong to
the crop. In addition, we augmented the evaluation images
with data augmentation by mirroring, translating, and making
brightness adjustments. The datasets utilized for training and
evaluation are discussed in the Subsection IV-B.

D. CLASSIFICATION NETWORK

The input of the CNN is an RGB image X’ with a size of
512 x 512 pixels. We use the VGG-16 architecture [57]
as the classification component due to its performance in
the experiments (see Table 1). The network consists of two
stages. The first stage consists of 13 convolutional layers,
13 batch normalization layers, and five max-pooling layers,
which extract feature maps with different resolutions from
the input image. This stage is the backbone of the network
because the extracted features are shared in the second stage.
The second stage combines all the local features found in
the previous convolutional layers. For this, we use a flatten
layer and dense layers. Finally, we use a second dense layer
to obtain one of the two possible labels (crop without stress
X'(0) and stressed crop X'(1)). Fig. 4 shows the architecture
of the CNN for classification and supervision.

On the other hand, the architecture is structured as follows.
The convolutional layers consist of several feature maps.
Each feature map is connected to the preceding layer via a
kernel, that is, a size-fixed weight matrix. In each iteration,
this kernel performs a convolution operation on a group of
neighboring neurons within the local area of the preceding
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layer. The kernel then slides with a fixed stride until this
operation is performed on all neurons. After adding a bias
to the convolution item, the output of the convolutional layer
is activated by a nonlinear activation function, such as a
Rectified Linear Unit (ReLU), sigmoid, tanh, and so on.
The ReLU function was chosen as the activation function
in the convolutional layer because of its ability to avoid the
vanishing gradient and its fast convergence speed.

yi = ReLU(yi—1 * Wi ;—1 + b;) “)
x, x>0

ReLU(x) = { ’ 5

) {0, x<0 ©)

where y;_; and y; denote the outputs of two successive
convolutional layers, W;;,_; denotes the connection weight
matrix between them, * represents the convolution operation,
and b; refers to the bias. Reducing the resolution of the
convolutional layer can preserve a steady scale. Hence, the
max pooling layer is introduced to perform the downsampling
operation after the convolutional layer, as shown in Fig. 4.
In the pooling layer, the downsampling operation aims
to derive a unique statistic from a local region of the
convolutional layer using a pooling strategy.

E. PROPOSED TRANSFER LEARNING TECHNIQUE

The process initializes the weights using classic transfer
learning with the ImageNet dataset [58], freezing all convo-
lutional network weights (Fig. 4). This process allowed us to
use the generalized convolutional features of ImageNet [58]
training for relevant feature extraction (classical transfer
learning technique). We then added two fully connected
layers with a dimension of 512 and two neurons (Fig. 4).
These two small layers enable us to obtain a positive
classification trend without a large training dataset. The
proposed transfer learning technique begins using the weights
obtained in the first feedback loop as initial weights in
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the second feedback loop (zw’). At the end of the second
feedback loop, we compare the performance of the classifier
network using the weights obtained in the first feedback
loop (w’) with the performance of the classifier network
with the weights of the new training (z). The technique
updates the weights if the new performance (e ) surpasses the
previous performance (ww'); otherwise, the system retains the
previous weights. This process allowed us to use the relevant
feature extraction of ImageNet [58] and to transfer the best
weights for crop classification. We used the F1-Score as the
evaluation metric (Section III-C3), and the system compares
the performance using a real image dataset (¥). In the
proposed transfer learning technique, the weight-updating
processes ¢ are defined as:

ifoo > o/,

(6

9 — [ To update the weights

To retain the previous weights otherwise,

IV. DISCUSSION

We present evaluation metrics, approaches, and classification
results. A quantitative evaluation was performed using recall,
precision, accuracy, and Fl-score measures. We compared
nine different approaches for plant stress detection (Incep-
tion [59], DenseNet [60], ResNet50 [61], VGG-16 [57],
Sup.-N Inception, Sup.-N DenseNet, Sup.-N ResNet50, Sup.-
N VGG-16, and Supervisory-Net+TL). Finally, the results of
the approaches are discussed using evaluation metrics.

A. HYPERPARAMETERS

We use a selected combination of hyperparameters to maxi-
mize the performance of different convolutional architectures
(VGG16, ResNet, DenseNet, and Inception). The fully
connected layers were configured with 512 and 2 neurons,
using ReLu activation functions for the inner layers and
Softmax for the output layer, ensuring proper modeling of
classification tasks. The learning rate was set to 0.001 to
ensure stable convergence, and a batch size of 32 was used
for training. The binary cross entropy loss function was
employed, along with the Adam optimizer, known for its
efficiency in optimizing neural networks. The model was
trained for 10 epochs, achieving a good balance between
training time and final accuracy. Additionally, for the Stable
Diffusion network used, the following hyperparameters were
applied: 80 sampling steps, a guidance scale of 7.5, a seed of
42, aresolution of 512 x 512, a denoising strength of 0.75 for
inpainting tasks, and a latent dimensionality of 256.

B. DATASETS

For this work, we use both real and synthetic datasets.
Due to a shortage of specific crop datasets under stress
conditions, Google was utilized to obtain images of crops
experiencing various stress levels in different real-world
environments. Also, data augmentation techniques were
subsequently applied to diversify the dataset and improve the
ability of the model to generalize. We collected in Google
Images and data augmentation 9,480 fern images (5,034
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healthy ferns and 4,446 stressed). Similarly, We collected
9,175 tree images (4,239 healthy trees and 4,936 stressed).
We refer to this set as the “Google dataset”. Both datasets
include images of crops under stressed conditions, with
features and environments that describe the conditions of
interest of the study.

1) DATASET FOR TRAINING

The training process was conducted exclusively with syn-
thetic images. We used 17,982 fern synthetic images
and 54,612 tree synthetic images for the training. In the
evaluation of training, we use 80% of the “Google dataset”.
We employed 7,584 images from the fern dataset and
7,338 images from the tree dataset for evaluation. These
datasets were employed for the experiments presented in the
Tables1-2.

2) DATASET FOR EVALUATION

The remaining 20% of the Google dataset was assigned for
the performance evaluation phase (Section III-C3). For the
fern dataset, this represents a total of 1,896 images. Similarly,
the tree dataset used 1,834 images for this phase. By reserving
20% of the data for evaluation, the model is tested on unseen
data during training, enabling a more accurate assessment of
its performance and generalization ability to new instances.
Also, a 5-fold cross-validation was applied, dividing the
dataset into five parts and alternating the validation subset
in each iteration. This cross-validation approach allows for
a more robust evaluation and minimizes overfitting in the
results.

C. EVALUATION

We analyze the statistical significance of the proposed
methodology. For that, we use ANOVA for multiple compar-
ison tests. In the Table 1, a { symbol expresses a significant
difference between a classification approach and our work
in the recall, precision, or F-score measures. A 5-fold cross-
validation was applied, dividing the dataset into five parts
and alternating the validation subset in each iteration. The
Tables 1-2 show the cross-validation results. This cross-
validation approach allows for a robust evaluation and
minimizes overfitting in the results, enhancing the model’s
generalization.

D. METRICS

Quantitative evaluation was performed using eight measures
recall (RE), precision (PR), specificity (SP), jaccard index
(JI), accuracy (AC), Fl-score (F1), Area Under the Curve
(AUC) and Polygon Area Metric (PAM) based on the number
of true positives, true negatives, false positives, and false
negatives. The true positives (Tp) count the number of images
whose classification was predicted correctly concerning the
ground truth. To count the number of true negatives (Tn),
we proceed as follows: Suppose that we are interested in the
tree label, then all those images corresponding to other crops
rather than a tree, according to the ground truth, should have
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TABLE 1. Classification results for trees and ferns using different convolutional networks and metrics (Recall, Precision, and F-score). In this experiment,
we use the same number of training synthetic images and the evaluation dataset. Also, we validate the differences between the networks with statistical

significance.

[ Trees (54,612 images) |  Ferns (17,982 images) Average
PR RE/SE F1 PR RE/SE F1 PR RE/SE F1

Inception [59] 0.7403 0.6840 0.7110  0.6798 0.7823 0.7274  0.71001  0.7331f  0.7192}
DenseNet [60] 0.6148 0.7527 0.6765 0.6990 0.7190 0.7085 0.65691  0.7359f  0.6925}
ResNet50 [61] 0.6709  0.7430 0.7050 0.6809  0.7253 0.7023  0.67591  0.7342t  0.7037t
VGG-16 [57] 0.6889  0.7007  0.6944  0.7121 0.7651 0.7375  0.7005%  0.7329f  0.7159%
Supervisory-Net Inception  0.7853  0.6601 0.7170  0.7592  0.7766  0.7678  0.7723t1  0.71831  0.7424}
Supervisory-Net DenseNe  0.7949  0.7556  0.7713  0.7418 0.7729  0.7570  0.76831  0.76431  0.7641}
Supervisory-Net ResNet50 0.6175  0.9220 0.7377  0.7751 0.8159  0.7947  0.6951% 0.8689 0.76327
Supervisory-Net VGG-16 0.7702  0.7730 0.7710 0.8195 0.8721 0.8450  0.79491  0.8226f  0.8080f
Supervisory-Net+TL 0.9458  0.8655 0.9037 09399 0.8718  0.9046 0.9429 0.8686 0.9041

A 1 symbol indicates a significant difference between the proposed approach (Supervisory-Net+TL) and classification approaches.

Bold emphasis indicates the best value obtained in the experimental run.

TABLE 2. Classification results for trees and ferns using different convolutional networks and metrics. In this experiment, we use the same number of

training synthetic images and the evaluation dataset.

Trees (54,612 images) Ferns (17,982 images)
SpP JI AC AUC PAM SP JI AC AUC PAM  Avg. PAM

Inception [59] 0.7882  0.5510  0.7400 0.7391 0.4956 0.7086  0.5717 0.7411 0.7421  0.5103 0.5030
DenseNet [60] 0.7343  0.5113  0.7408 0.7276 0.4883 0.7851 0.5490 0.7578 0.7501 0.5142 0.5013
ResNet50 [61] 0.7445  0.5442  0.7443 0.7376 0.5011 0.8154 0.5412 0.7836 0.7631  0.5330 0.5171
VGG-16 [57] 0.7342  0.5319 0.7185 0.7165 0.4697 0.7388 0.5841 0.7506  0.7499  0.5225 0.4961
Supervisory-Net Inception  0.8066  0.5581  0.7293 0.7361 0.4907 0.7856  0.6231 0.7814 0.7804 0.5686 0.5297
Supervisory-Net DenseNe  0.8304  0.6309  0.7896 0.7955 0.5869 0.7756  0.6091 0.7744 0.7726  0.5562 0.5716
Supervisory-Net ResNet50 0.6144  0.5850 0.7373 0.7691 0.5288 0.7905 0.6597 0.8024 0.8025 0.6065 0.5677
Supervisory-Net VGG-16  0.8019  0.6274  0.7871 0.7868 0.5775 0.8362 0.7316  0.8528 0.8521  0.6936 0.6356
Supervisory-Net+TL 0.9538 0.8246 0.9106 091331 0.8024 0.9446 0.8258 0.9084 0.9098 0.7996 0.8010

Bold emphasis indicates the best value obtained in the experimental run.

received any other predicted label except tree; if that is the
case, each of these images are counted as true negatives. False
positives (Fp) correspond to all images with incorrect labels.
Finally, false negatives (Fn) correspond to those images that
should have received a specific label, but the prediction
did not assign it correspondingly, for instance, those images
corresponding to a tree should have received a tree label.
However, if any image did not receive such a label, then those
are counted as false negatives (Fn).

We used recall (RE) to measure the proportion of images
whose respective labels were predicted correctly regarding
the image number in the ground truth labeled with such a
label. In simple terms, it is the ground truth that was correctly
predicted. Precision (PR) is the proportion of labels that were
classified correctly, that is, considering our classification, the
proportion classified correctly.

We employed specificity (SP) to measure the proportion of
true negatives correctly identified in all negative cases. That
is, the probability that the test is classified as negative when
it is negative. The jaccard index (JI) is utilized to evaluate the
similarity and diversity of the predicted labels compared to
the ground truth labels. The jaccard index is calculated as the
number of values belonging to both sets (intersection) divided
by the unique number across both sets (union).

Accuracy (AC) is the proportion of correct predictions
(Tp and Tn) divided by the number of examined cases.
The Fl1-score (F1) helps summarize the performance of the
predictions returned by the system. For a system with good
performance, both recall and precision should tend to be one,
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meaning that most of the system’s predictions tend to be
correct and that such predictions tend to cover most of the
ground truth.

Tp
II(RE itivity(SE) = ———— 7
recall(RE)/sensitivity(SE) Tp+ Fn @)
. Tp
precision(PR) = ———— ®)
Tp + Fp
ificity(SP) = —— 9
specificity(SP) Tn+ Fp )
: . Tp
jaccardindex(J) = ———— (10)
Tp+ Fp + Fn
Tp + Tn
accuracy(AC) = (11
Tp+Tn+Fp+Fn
_, recall x precision
recall 4 precision
T
2 (12)

 Tp+ L(Fp + Fn)

The Area Under the Curve (AUC) provides a measure
of the model to discriminate between the classes. This
metric represents the area under the receiver operating
characteristic (ROC) curve, which plots the true positive rate
against the false positive rate at various threshold settings.
Where f(x) is a receiver operating characteristic curve in
which the true-positive rate (SE) is plotted in the function
of the false-positive rate (1-SP) for different cut-off points.
The Polygon Area Metric (PAM) [62] is calculated by
determining the area of the polygon formed by the points
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FIGURE 5. Comparative fern evaluation of various neural network architectures using Polygon Area Metric (PAM). The metrics were
calculated using the average confusion matrices from Fig. 8. The plots show six key performance indicators: specificity (SP), sensitivity
(SE), jaccard index (J1), accuracy (AC), Area Under the Curve (AUC), and F1-score, with PAM representing the blue shaded area inside each
polygon. The larger polygon area indicates better overall performance according to PAM.

representing RE/SE, SP, JI, AC, F1, and AUC within a regular
hexagon. It is important to note that the regular hexagon
consists of 6 sides, each with a length of 1, and the total area of
the hexagon is 2.59807. The lengths from the center towards
the hexagon vertex correspond to the values of RE/SE, SP,
JI, AC, F1, and AUC, respectively, where PA represents the
area of the formed polygon. It is important to mention that to
normalize the PAM within the [0, 1] range, the PA value is
divided by 2.59807.

1
AUC =/ f(x) dx (13)
0
PA
PAM = ——— (14)
2.59807

E. CLASSIFICATION RESULT

Experiments were performed using different crop types to
evaluate the efficacy of the proposed methodology. For this
purpose, we evaluated the tests using two categories of plants
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(ferns and trees). These crops have particular foliage and stem
characteristics. Tables 1-2 show the quantitative results of
the nine different approaches to plant stress detection. The
first four are different convolutional network architectures for
classification (Inception [59], DenseNet [60], ResNet50 [61],
and VGG-16 [57]).

Supervisory-Net is our supervisory configuration that
uses different architectures as classification components
(Sup.-N Inception, Sup.-N DenseNet, Sup.-N ResNet50, and
Sup.-N VGG-16). In addition, Supervisory-Net+TL uses our
proposed learning transfer technique, and we use the VGG-16
architecture [57] as the classification component because of
its performance in the experiments (see Tables 1-2). In this
experiment, we considered the same training synthetic data
and the same evaluation dataset for all approaches.

In Tables 1-2, the different convolutional networks
(Inception [59], DenseNet [60], ResNet50 [61], and VGG-16
[57]) exhibit a lower performance than any other approach.
However, the performance of these networks increases when
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FIGURE 6. Comparative tree evaluation of various neural network architectures using Polygon Area Metric (PAM). The metrics were
calculated using the average confusion matrices from Fig. 7. The plots show six key performance indicators: specificity (SP), sensitivity
(SE), jaccard index (JI), accuracy (AC), Area Under the Curve (AUC), and F1-score, with PAM representing the blue shaded area inside each
polygon. The larger polygon area indicates better overall performance according to PAM.

TABLE 3. Supervisory-Net+TL results for fern and stressed fern TABLE 5. Supervisory-Net+TL results for tree and stressed tree
classification. This approach requires 15,984 synthetic training images to classification. This approach requires 54,279 synthetic training images to

surpass 90% F1-Score.

surpass 90% F1-Score.

Training images

Training images

2,997 5,994 8,991 11,988 14,985 17,982 20,313 26,973 33,633 40,293 46,953 54,612

Precision  0.7529  0.7407  0.7795 0.8395 0.8843  0.9391 Precision  0.8261  0.8330  0.8555 0.8952 09232  0.9465
Recall 0.8073  0.7876  0.8288 0.8179  0.8578  0.8661 Recall 0.7875 0.7836  0.8347  0.8425 0.8250  0.8593
Accuracy 0.7923  0.7787 0.8311 0.8406 0.8635 0.9072 Accuracy 0.8301 0.8379 0.8501 0.8596 0.8768  0.9076
F1-Score  0.7792 0.7634 0.8034 0.8285 0.8708 0.9011 F1-Score  0.8063 0.8075 0.8450 0.8681 0.8713  0.9008

TABLE 4. Supervisory-Net VGG-16 results for fern and stressed fern
classification. This approach requires 31,302 synthetic training images to

surpass 90% F1-Score.

TABLE 6. Supervisory-Net VGG-16 results for tree and stressed tree
classification. This approach requires 86,580 synthetic training images to
surpass 90% F1-Score.

Training images

Training images
20,313 26,973 33,633 54,612 73,593 86,913

2997 5994 8991 1798 23976 32,967 Precision  0.6142  0.6471  0.6853  0.7705  0.8679  0.9247
Precision  0.7467 0.7462 0.7547 08151 0.8458  0.8399
Recall 06380 0.6769 07241 07517 08143  0.8768
Recall 07927 07686 0.8102 0.8735 09292  0.9698
Accuracy  0.6781  0.6794 07200 0.7776  0.8462 0.9110
Accuracy 07570 0.7745  0.7845  0.8565 08851 09024 Fl-Score  0.6259 0.6617 07042 07610 08402 09001
Fl-Score 07690 0.7572 0.7815 0.8433  0.8689  0.9002
configuration with the VGG-16 (Sup.-N VGG-16) versus
these networks use the proposed configuration. For example, the VGG-16 [57] architecture. This configuration allowed an
there is a considerable increase compared to the proposed increase of 5.2% in precision and 5.27% in recall (Table 1).
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FIGURE 7. Average confusion matrices for tree classification obtained from 5-fold cross-validation using different convolutional neural

network architectures.

On the other hand, comparing our proposal (Sup.-Net+TL)
with Sup.-N VGG, the performance increased by 18.65% in
the average precision and 5.53% in the average recall; that
is, we correctly recognized 18.65% more in the classification
and 5.53% more in the ground truth.

In all comparisons, the proposed configuration required
fewer training images than conventional classification
architectures to achieve the desired performance. This
improvement is possible because we used the generalized
convolutional features of ImageNet [58] with the classical
transfer learning technique and the proposed transfer tech-
nique allows us to obtain a positive classification trend with
few training images. In addition, we analyzed the statistical
significance of the proposed classification approach. For
this purpose, we used ANOVA for multiple comparison
tests. A statistically significant difference tells you whether
approaches (Incep [59], Dense [60], ResNet [61], VGG [57],
Sup.-N Incep, Sup.-N Dense, Sup.-N ResNet, Sup.-N VGG)
are substantially different from the proposal (Supervisory-
Net+TL). In Table 1, the { symbol indicates a significant
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difference between the classification approach and the
proposed method in the F-score 0.

Table 2 presents additional classification metrics for trees
and ferns, including specificity, jaccard index, accuracy,
AUC, and PAM. These metrics are essential for calculating
the PAM score, which provides a general metric of the perfor-
mance of each approach compared to basic precision, recall,
and F1-score metrics. Our proposed approach, Supervisory-
Net+TL, demonstrates significant improvements across
these metrics. For tree classification, Supervisory-Net+TL
achieved the highest specificity 0.9538, jaccard index 0.8246,
accuracy 0.9106, and AUC 0.9133, outperforming other
models. For ferns classification, Supervisory-Net+TL sim-
ilarly showed maximum values in specificity 0.9446, jaccard
index 0.8258, accuracy 0.9084, and AUC 0.9098. When
averaged both categories, Supervisory-Net+TL reached an
average PAM of 0.8010, surpassing the performance of other
architectures.

Figures 5 and 6 show different neural network eval-
uations for classifying ferns and trees using the graphic
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FIGURE 8. Average confusion matrices for fern classification obtained from 5-fold cross-validation using different convolutional neural

network architectures.

PAM. This metric represents an overall measure of per-
formance, calculated from six key indicators: specificity,
sensitivity, jaccard index, accuracy, AUC, and Fl-score.
Each plot shows a polygon where the blue-shaded area
represents the PAM score. A larger shaded area indicates
a better general performance. In these experiments, the
Supervisory-Net+TL model exhibits the largest shaded
area, achieving PAM scores of 0.8005 for ferns and
0.8026 for trees. Other models (Supervisory-Net VGG16
and Supervisory-Net DenseNet) show acceptable perfor-
mance, although lower. Architectures such as Inception
and DenseNet exhibit smaller areas, reflecting lower per-
formance. These results underline the effectiveness of
Supervisory-Net+TL in classification tasks, demonstrating
balanced and superior performance compared to other
architectures.

F. SUPERVISORY-NET+TL VS SUPERVISORY-NET VGG-16
We compared the best classification performance using the
supervisory configuration (Supervisory-Net VGG-16) and
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our configuration with the proposed transfer learning tech-
nique  (Supervisory-Net+TL). = These  comparisons
(Tables 3- 6) allow us to appreciate the behavior of the
feedback loops. Tables 3 and 4 show the quantitative results
for Supervisory-Net+TL and Supervisory-Net VGG-16,
respectively. In these tables, we analyze the fern and stressed
fern classifications. In this case, our methodology with
transfer learning only needs half of the data to surpass
90% in the Fl-score metric; that is, an approach that
does not use the proposed transfer learning technique
requires double the amount of data to achieve the required
performance. Considering 17,984 images, Supervisory-
Net+TL exhibited the best performance in precision,
accuracy, and Fl-score metrics. In the case of the recall
metric, the performance was similar, with a variation
of 0.74%.

Tables 5-6 show the quantitative results for Supervisory-
Net+TL and Supervisory-Net VGG-16, respectively. In these
tables, we analyze the tree and stressed tree classifications.
In this case, our methodology with transfer learning requires
60% less data to surpass 90% in the F1-score metric; that is,
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FIGURE 9. ROC Curves and corresponding AUC values for tree classification using various convolutional neural network architectures. The
metrics were calculated using the average confusion matrices from Fig. 7. Each plot shows the True Positive Rate (TPR) against the False
Positive Rate (FPR), with the diagonal line representing a random guess. The area under each curve (AUC) reflects the model’s ability to

distinguish between classes.

the approach that does not use the proposed transfer learning
technique needs 32,301 additional images. Considering
54,279 images, Supervisory-Net+TL exhibited the best
performance in precision, recall, accuracy, and Fl-score
metrics. In the two experiments (Tables 3 - 6), we observed
an improvement when considering the proposed transfer
learning technique. In addition, the proposed configuration
uses the VGG-16 architecture [57] as the classification
network due to its performance (Table 1). Tables 5 and 6
show that the increments of the synthetic training images are
multiples of 333. These increments of 333 correspond to the
image limit of the feedback loop (Section II1-C2).

The model enables the establishment of classification
performance (desired performance &), which provides an
efficient method for stressed crop classification using fewer
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images for training. Second, our methodology simplifies
the often complex tasks of dataset generation and training,
offering a pathway to automate the processes for classifying
stressed plants. Thus, it reduces the manual effort required
for data preparation and model training, making the entire
pipeline more efficient and scalable. Finally, the potential to
automate these tasks can lead to significant improvements
in the efficiency of training classification networks for
the detection of stressed crops. These contributions are
critical to advancing agricultural technology in computer
vision.

V. CONCLUSION

This study introduced a new supervisory configuration for
detecting stressed plants and generating synthetic databases.
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FIGURE 10. ROC Curves and corresponding AUC values for fern classification using various convolutional neural network architectures. The
metrics were calculated using the average confusion matrices from Fig. 8. Each plot shows the True Positive Rate (TPR) against the False
Positive Rate (FPR), with the diagonal line representing a random guess. The area under each curve (AUC) reflects the model’s ability to

distinguish between classes.

Our strategy was to integrate the generalization capacity of
deep learning with the automatic generation of synthetic
information. This methodology comprises three phases. First,
we collected a small set of Internet images of the stressed
crops. Second, the process involves final layer training of the
image generation model by introducing a new node into the
network. Finally, we supervised the generative model using
a classification neural network and a feedback loop. This
supervision increases the quality of the generated images.
We used synthetic and real image datasets (Internet
images) that provide different crops (ferns and trees) and
two crop labels (stressed and unstressed). The proposed
configuration showed a 0.238 increase in average precision
and a 0.108 increase in average recall compared with tra-
ditional classification architectures using the same synthetic
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dataset; that is, we correctly recognized 23.85% more in the
classification and 10.8% more in the ground truth. Although
we trained our model using synthetic images, we evaluated
the efficiency of this supervisory configuration by using real
image datasets. These results demonstrated the feasibility
of this configuration for the classification of stressed crops
using synthetic datasets. We used synthetic images to train the
network because the state-of-the-art does not have sufficient
stressed crop images; that is, the datasets available in the
state of the art are insufficient for training the proposed
methodology.

In conclusion, the above experiments demonstrated the
feasibility of proposing a configuration of deep learning
networks for synthetic data generation and crop classi-
fication. We studied both stressed and unstressed plants

186269



lEE E ACC@SS J. R. Velazquez-Gonzalez et al.: Supervisory Configuration of Deep Learning Networks

(d) Deep Dream (Google)

FIGURE 11. Comparison of different image generation approaches. We present images of stressed crops generated with different
image-generation networks using the same prompt (DALL-E 3 (a), DALL-E 4 (b), Stable Diffusion (c), Deep Dream Google (d)).

under various conditions. Unlike previous studies, the performance when applying this configuration. In addition,
proposed approach enables us to determine the classification our methodology facilitates the generation of datasets and
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FIGURE 12. Examples of synthetic images discarded. Section (a) shows synthetic images of stressed ferns that our methodology
discards. Section (b) presents synthetic images of stressed trees that our methodology discards. Discarding these images, we can create
synthetic datasets that accurately represent the characteristics and morphology of stressed crops.

training; that is, this study provides an approximation
to automate the training process and data generation for
stressed plant classification. Thus, tools for monitoring and
caring for crops under stress can be developed with precise
performance. Finally, the automation of these processes could
potentially boost productivity and efficiency in agricultural
work.

VOLUME 12, 2024

The main limitations of the proposed method lie in
3 principal aspects. First, only two crops are being used,
ferns and trees, which restricts the generalizability of the
results to other plant species. In addition, the type of stress
assessed must be visible since our method can recognize
stress in images where the plant shows physical signs of
stress. Finally, an evaluation dataset (environment in the real
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(a) Images of healthy real ferns
s T AR

(d) Images of stressed synthetic ferns

FIGURE 13. Comparison of real and synthetic fern images under different health conditions. (a) Healthy real ferns. (b) Healthy synthetic
ferns generated by the proposed method. (c) Stressed real ferns. (d) Stressed synthetic ferns with real stress patterns.

world) is required with different conditions and variations, also an open question about what steps in our method can
representing a challenge regarding data availability and be replaced by a single module (deep module). In addition,
collection. we consider exploring the implementation of parallel process-

Future work involves further investigation of the improve- ing or reconfigurable computing to accelerate the supervisory
ment of the proposed supervisory configuration. There is configuration.
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(d) Images of stressed synthetic trees

FIGURE 14. Comparison of real and synthetic tree images under different health conditions. (a) Healthy real ferns. (b) Healthy synthetic
ferns generated by the proposed method. (c) Stressed real ferns. (d) Stressed synthetic ferns with real stress patterns.

APPENDIX C. TREE ROC-AUC
A. TREE CONFUSION MATRICES See Figure. 9.

See Figure. 7.

B. FERN CONFUSION MATRICES D. FERN ROC-AUC
See Figure. 8. See Figure. 10.
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E. STRESSED IMAGES OF DIFFERENT GENERATING
NETWORKS

See Figure. 11.

F. WRONG SYNTHETIC IMAGES OF STRESSED CROPS
See Figure. 12.

G. REAL AND SYNTHETIC FERN IMAGES WITH AND
WITHOUT STRESS
See Figure. 13.

H. REAL AND SYNTHETIC TREE IMAGES WITH AND
WITHOUT STRESS
See Figure. 14.
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