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ABSTRACT Autonomous services use future networks with consumer electronic devices for the growth of
real-time systems. The Internet of Things (IoT) collects data from unpredictable networks using wireless
systems and forwards it toward analyzing servers. Due to the uncertain behavior of devices, next-generation
technologies pose significant research challenges while maintaining load balance communication and device
mobility. Most solutions enhance the management of data flow using centralized computing, but distributed
and heterogeneous channels still cause reliability issues. With the use of mobile agents, this research offers
quality-aware services and a cooperative protocol for unbalanced IoT networks. Examining the mobility
patterns of devices, it effectively achieves massive amounts of data across established connections and
lowers communication faults for diverse services. Furthermore, the routes are optimized by integrating
energy and resource constraints. To increase the trustworthiness of dynamic networks, mobile devices
interact with intelligence with lightweight processing strategies. Secondly, different performance metrics
are incorporated to assess the robustness of security for emerging IoT applications. The significance of the
proposed protocol is evaluated and experimental results revealed its noteworthy performance other than
state-of-the-art schemes.

INDEX TERMS Internet of Things, mobile networks, reliability, sensors management, future technologies.

I. INTRODUCTION
IoT is a cutting-edge technology that supports the observa-
tion and analysis of real-time applications to assist network
users and communication devices [1], [2]. Sensors-enabled
technologies and Quality of Service (QoS) are intercon-
nected to provide a significant role in the development and
implementation of next-generation services [3], [4]. The
integration of IoT devices and next-generation technologies
offered many real-time developments in consumer applica-
tions for healthcare, transportation, smart home, etc. They
provide crucial services in unpredictable environments and
facilitate communication services with timely responses [5],
[6]. Moreover, edge computing provides local computing for
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the constraint sensors and improves the QoS performance
in critical communication services [7], [8]. In this context,
data forwarding and collaboration among consumer technolo-
gies describe the procedure to facilitate communication with
external networks, such as cloud systems. However, achiev-
ing QoS-aware routing presents an innovative challenge in
ensuring secure data management. With the incorporation
of trusted and secured methods, critical operations require
high-quality and timely delivery of collected data. As a
result, many researchers today are concentrating on devel-
oping reliable, performance-oriented techniques for mobile
networks with the support of data protection and secu-
rity measurement [9], [10]. Moreover, due to unpredictable
network environments, communication between real-time
devices should be able to adopt the decision by exploring
various realistic factors [11], [12]. In recent decades, most
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of the existing solutions have been unable to handle the
security of big data security under high-traffic distribution
and provide ineffective services to consumer applications.
Such inefficiency not only has an impact on data processing
and transmission in real-time but also exposes sensitive data
to potential security breaches [13], [14]. Therefore, the incor-
poration of mobile networks with IoT devices has demanded
opportunities for the development of intelligent systems.
These networks offer higher flexibility and coverage making
them more appropriate for the growth of smart applications.
The challenges, however, lie in ensuring an effective data
management system with reliability and timely performance
[15], [16]. Also, sensors with constrained processing, mem-
ory, and power resources require an effective and lightweight
communication system to optimize the usage of resources
[17], [18]. Thus, mobile networks improve the process of data
collection in dynamic environments like disaster manage-
ment, wildlife tracking, or smart cities by increasing coverage
and flexibility. Mobility, however, also introduces difficul-
ties in preserving network stability, efficient routing, and
energy consumption. As a result, we require an autonomous,
predictive communication system that can make effective
decisionswith a high degree of dependability [19], [20]. In the
proposed protocol, sustainable communication is achieved
by recording the mobility patterns and enhancing network
survivability. In addition, the load balancing is examined in
conjunction with QoS considerations to identify robust routes
and reduce extra overheads for significant applications. Fur-
thermore, a major security improvement is made to ensure the
persistence of the network while the adaptation of high-level
edge computing, results in securing data forwarding points
and ultimately eliminating disruptive events. The proposed
work makes the following primary contributions.

i. Distributed computing provides support for dynamic
attributes and mobility patterns of communication
devices. It offers congestion-free multi-path routing for
prolonged network survivability.

ii. For a diverse and constrained network environment,
QoS-driven decisions are combined to maintain routing
trust while providing effective and intelligent resource
management.

iii. It addresses various security concerns to attain privacy
and authentication for real-time data.

The following subsections comprise the organization of
this research work. Section II presents the related work.
Section III gives the problem background of the issue.
Section IV discusses the proposed protocol and system
model. The simulation and a discussion of the experimental
findings are covered in Section V. In Section VI, the conclu-
sion is provided.

II. LITERATURE WORK
In smart cities, an ecosystem of interconnected devices,
including mobile devices, actuators, sensors, and many
intermediate devices [21], [22], [23]. Integrating consumer

electronics into sensors-enabled networks provides the devel-
opment of adaptive communication systems with the support
of a variety of services, including smart home, industrial IoT,
and healthcare monitoring [24], [25]. The next-generation
network offers an integrated and more efficient communi-
cation infrastructure to support a variety of services in the
digital age. Such a system improves communication services
by integrating various functionalities of IoT devices [26],
[27], [28]. By utilizing IoT technologies, there is a lot of
potential for creating a more inventive, effective, and con-
nected digital ecosystem. Sensor-equipped smart devices help
consumer networks to collect data from different resources.
However, due to the sensitive nature of the gathered informa-
tion, security is also an essential factor for next-generation
networks [29], [30]. In [31], authors proposed a novel proto-
col for WSN that utilizes sender-based responsive techniques
for energy, mobility, and efficient routing. It tackles a vari-
ety of packet routing issues, particularly those related to
node mobility, energy optimization, and energy balancing
in communication. The proposed protocol predicts the opti-
mal path for an effective transmission system and enhances
the fundamental QoS metrics for each connection. It pro-
posed an energy-efficient and secure routing protocol using
node trust values and fuzzy rules. However, under highly
dynamic environments where energy efficiency and mobility
management require more advanced, context-aware mecha-
nisms, it may face limitations in scalability and adaptability
to diverse network conditions. A WSN model for forest fire
detection was proposed in [32] using an effective clustering
and routing technique. The proposed model is referred to as
Energy Efficient Routing Protocol (EERP). It reduces cluster
head idle listening, saving sensor node energy. By limiting
the number of sensor nodes that can report an event to
nearby nodes, EERP reduces redundant data. Data is sent
from source nodes to the Base Station (BS) via multi-hop
routes by EERP. The proposed model is compared with the
MAC protocol to evaluate its performance under various
scenarios. However, it causes uneven energy consumption
between nodes, potentially due to early node failure in critical
areas. Moreover, clustering may not adapt well to rapidly
changing environmental conditions, affecting real-time fire
detection reliability. The development of a novel energy-
efficient two-stage routing protocol (EETSP) [33] aims to
decrease sensor network energy consumption and extend
network lifetime. It reduces network energy consumption
by the cluster heads (CHs) and secondary cluster heads
(SCHs) and greatly increases the amount of packets com-
municated to the BS. SCH serves as a backup for primary
CH. There are two stages to the EETSP. In the first step,
CH and SCH are chosen based on the input parameters
and the second stage involves both intra-cluster and inter-
cluster routing. Though, due to the two-stage process of the
proposed protocol, route management incurs additional com-
plexity and communication costs. In [34], authors proposed
a secure routing model to perform optimal path selection
and encryption. First, nodes or optimal paths are selected for

180472 VOLUME 12, 2024



M. Siraj et al.: Mobile Secured IoT Sensors-Driven Network Using Efficient QoS Management

secure transmission in optimal link-state multipath routing.
An algorithm called Crossover Mutated Marriage in Honey
Bee (CM-MH) is developed and proposed for optimal path
selection destination and source. To ensure secure transmis-
sion, encryption is applied. The Better Blowfish Algorithm
(IBFA) is proposed as a secure authentication method. Lastly,
there is monitoring of the updates. Finally, the comparison
tests are performed for the proposed approach and existing
work. It overlooked the factor of scalability in large networks,
which results in more computational overhead as the num-
ber of devices increases. Furthermore, although the CM-MH
algorithm prioritizes optimal path selection, however, the
proposed model may fail to account for the dynamic nature
of real-time traffic, and leads to a sub-optimal routing under
different network scenarios. Relying solely on parameters
like response time, distance, and queue length may not be
sufficient to address security issues or dynamic traffic pat-
terns, potentially resulting in imbalances or congestion under
changing network conditions. In mobiles sensors, authors
[35] examined the effects of version number attacks in RPL
networks. To identify the malicious nodes carrying out ver-
sion number attacks, they proposed a solution that utilizes
the Q-Learning strategy. While significantly reducing the
overhead on the nodes of low power and lossy networks,
the proposed method accurately identifies malicious network
nodes. The main drawback of the proposed solution include
higher overhead in data processing that could impair scalabil-
ity on wireless devices and decrease the network adaption in
the context of IoT unpredictability. Authors [36] introduced a
new DAG-Blockchain architecture for MANET-IoT security.
The network is secured by the Multi-Factor PUF identifica-
tion technique. All allowed nodes are divided into clusters
according to the network topology. In addition, based on trust,
Dijikstra’s method was introduced to secure data transfer
with multiple criteria. A Bi-Directional GRU for deep packet
analysis was also presented. Intrusions are found through
deep packet inspection, and later blocking mechanism stops
them. Using a combination of algorithms, the proposed
method increased packet delivery ratio, productivity, time
analysis, detection accuracy, and security level. However,
the architecture’s reliance on consensus mechanism the r s
may also introduce latency, which would impair eal-time
performance required in dynamic MANET environments.
For MANET-IoT networks, the authors proposed a gateway
selection mechanism [37]. The proposed mechanism pro-
vides load balancing within the network as well as between
gateways by taking into account the gateways’ response time,
distance, and queue length (QL). The proposed method out-
performs current schemes in terms of load balancing, delay,
and packet delivery ratio (PDR) according to simulation
results. In the dynamic MANET-IoT scenarios, the selec-
tion of adaptive gateways may impose additional overhead
and latency in the network. In addition, the unpredictable
environment of MANET lead to sub-optimal selection of
gateways.

III. PROPOSED METHODOLOGY
This section includes a network model and a detailed analysis
of the proposed methodology.

A. NETWORK MODEL
Our proposed system incorporates geographical sensors to
sense and process the environmental data. Consumer devices
such as gateways are deployed to perform a vital role between
sensors and edges. We consider the sensors as mobile with
predefined transmission power. Sensors have limited trans-
mission power and can communicate with neighbors either
using single or multi-hop routing. Moreover, they can per-
form limited computing and are not allowed to communicate
with edges directly. Their positions are frequently altered
with time, so they are called mobile nodes. Nodes are
uniformly distributed, thus each node has an approximate
number of neighbors in its radius. Network operations are
performed in uncertain and unreliable environments, thus
leading to security issues for privacy and data authentication.
The following are assumed network considerations in the
development of a proposed protocol.

i. Nodes have a restricted communication range and can
only communicate with nearby nodes.

ii. The deployment area has a uniform distribution of
nodes.

iii. Nodes are mobile and their initial positions are known.
iv. Malicious entities may attempt to intercept the network

communication.
v. Edges and sinks are enough resource devices with sig-

nificant computing and processing capabilities.

B. PROPOSED PROTOCOL
In the proposed protocol, the mobile sensors initially dis-
tribute their local information and create routing tables.
The routing tables are dynamically updated using the latest
information and network conditions whenever any event is
triggered in the field. The extracted information makes it easy
to adapt reliable and more efficient paths from the sensing
field toward edge devices. Each node has to maintain unique
identification ID, hop count HC , and velocity VC and times-
tamp TS factors in its local table and share it with neighbors
in the proximity, as defined in Equation 1.

Ni(TS) = [ID,HC,VC] (1)

ID is a unique identifier that helps in identifying the data
of sensors and involvement in any routing path. HC denotes
the distance in terms of hop count from the source node
towards the edge and should be the least for optimal energy
consumption. Let us consider that Si, Si+1, Si+2, . . . .,Sn are
series of neighbors from Ni to edge EDi, then HC can be
defined in Equation 2.

HC(Ni→EDi) = HC (Si) + HC(Si, Si+1)

+ . . . + HC(Sn,EDi) (2)

VC determines the mobility speed of the sensor in its prox-
imity and the node whose velocity rate is not highest in a

VOLUME 12, 2024 180473



M. Siraj et al.: Mobile Secured IoT Sensors-Driven Network Using Efficient QoS Management

particular time interval, selected for the optimal decision.
We consider the distance parameter to compute the velocity
of nodes as defined in Equation 3. Let us consider mobile
sensor-covered distance dj at time interval tj from distance di
at time interval ti.

VC i = (d j − di)/(tj − ti) (3)

The proposed protocol determines the distance level D of the
computed node velocity within the preset distance threshold
DT . If the VC i value is higher than a threshold, then its entry
is recorded separate list indicates not suitable for considering
the node for the routing scheme, as defined in Equation 4.{

D(VC i) ≤DT ,True
D (VC i) ≥DT ,False

(4)

The proposed protocol explores the aggregation function Z
with composite computing based on the weights (w1,w2) and
criterion parameters (HC,VC) using Equation 5. Afterward,
the proposed protocol chooses the mobile node for routing
the data packets whose aggregated function is minimum.

min(Z ) = w1xHC + w2xVC (5)

where the weighted parameters w1 and w2 uniformly con-
tribute to the hop count and velocity factors, so that the sum
of these values equals 1. Edge nodes store the values of
the aggregated functions in their table and keep track of the
energy resources of the selected mobile node. In case, the
energy level EL falls than a certain threshold it sends beacon
messages in its proximity to recompute the Z value for the
competitive nodes. The next phase of the proposed protocol
is to provide the security analysis for authentication, privacy,
and data availability. Edge nodes group the mobile nodes in
various groups based on proximity computing. Those nodes
that are closest to a certain distance limit are arranged into a
particular group. We assume thatGi denotes the set of groups
that are comprised of various mobile sensors as denoted by
Equation 6.

Gi =

∑k

i=0
Sn, (6)

where Sn is mobile nodes fall in a particular distance limit.
Later, the edge node generates particular keys Ki and share
among each group Gi as defined in Equation 7.

Ki = [K1,K2, . . . . . . ,Kn] (7)

Moreover, each key Ki is encrypted using a public key of
the edge node Eed and stamp time T ′ is incorporated as given
in Equation 8.

ED→Gi:Eed (Ki) + T ′ (8)

Whenever any mobile node needs to transfer the network
data, it needs to authenticate using the grouped key and
accordingly, it is allowed to be a part of the routing scheme.
Furthermore, group keys are updated by the proposed pro-
tocol based on fixed time intervals. Such methods reduce
the probability of data compromise and increase the trust

level among the nodes. The new keys Ki′ are generated by
exploring the random number generator (RNG) to produce a
unique random value Ri, as given in Equation 9.

K ′
i = Ri + Ki (9)

Figure 1 depicts the three main stages of the proposed proto-
col in a consumer-based networked system. In the beginning,
consumer devices and sensors interact with each other based
on proximity and record the routing information in the form
of tables. The tables are refined by exploring the new infor-
mation and network conditions. In the middle layer, edges
and gateways are explored to perform the role of central hubs
between consumer networks and cloud systems. The various
criterion parameters are identified to compute the aggre-
gated function and the least weighted value node is selected
among sensors as a data forwarder of consumer applications.
Moreover, threshold-based analysis is performed to identify
another round of data forwarder selection. Later, group-
based keys are generated and distributed to individual groups.
Keys are updated using random numbers which reduces the
chances of data leakage and increases the degree of authenti-
cation. In the end, complex data security and availability are
attained between central hubs and cloud systems.

FIGURE 1. Stages of proposed mobility aware secured QoS aware routing
for mobile IoT applications.

In the proposed protocol, several key strategies improve
security mechanisms and address previous limitations over
most of the existing work such as key compromise, replay
attack, man in the middle (MitM) attack and data tamper-
ing. By using group-based key distribution and frequent key
updates, the approach mitigates key compromise risk. Each
group has a unique key, and periodic updates ensure that
even if a group is compromised, its lifespan is short, min-
imizing potential damage. Moreover, by exploring secure
key distribution, even if an attacker intercepts the commu-
nication, then frequent key updates with integrity checks
make MitM and data eavesdropping attacks difficult. The
integration of distributed edge processing mitigates Denial
of Service (DoS) attacks by ensuring that other network
segments can function even if one is overloaded. In addi-
tion, to the time-based methods, the proposed protocol also
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provides an effective mechanism to avoid the replay attack
using the unique key pattern. Figure 2 illustrates the flowchart
of the developed routing protocol in the proposed proto-
col. The routing strategies are based on the analysis of the
multi-criterion which is comprised of distance in terms of
hop count and velocity of mobile sensors. Both factors are
aggregated in a composite manner and offer the optimal
data forwarders. Based on the preset thresholds, the eval-
uation criteria are re-accessed and the network is flooded
with the newly selected forwarders. Accordingly, routing
tables are also updated and neighbors are notified of the
latest identifications of data forwarders. Figure 3 shows the
flowchart for the proposed security methods. Edge devices
initiate to determine the nearest mobile sensors using distance
parameters. Once they are found, then groups are created
and each group is assigned a particular key. The keys are
securely distributed between the groups and after the time
interval, the keys are updated. This provides less chances of
data breaches and offers a high degree of authentication for
mobile sensors. Moreover, to attain privacy and availability,
the proposed protocol computes security functions on the
incoming data and key patterns. The pseudocodes of the pro-
posed protocols are depicted in Algorithm 1 and Algorithm 2.
The main procedures of the developed algorithms are mobile
routes detection MOB_SRoutes ( ) and device authentication
DEVs_Authentication ( ). In MOB_SRoutes ( ), by explor-
ing multiple parameters aggregated function is executed
and determines the weighted value. The computed value is
dynamically updated based on the energy level threshold
and readjusts the mobile routes. To enable adaptive route
management, the computed weighted value is dynamically
modified based on the nodes’ energy level threshold. The
uniform weighted values contribute to each factor in a way
that balances load distribution across sensor nodes and com-
munication links, optimizing network performance. Using
DEVs_Authentication ( ), the proposed protocol is made
suitable for resource-constrained environments, resulting in
providing an authentication mechanism for node authen-
ticity with minimal processing overhead. Moreover, edges
confirm the incoming request for the specific group, and
keys are safely generated to distribute throughout the groups.
To further increase the unpredictability of intrusions and
reduce the likelihood of data breaches, keys are updated at
random. However, as the number of nodes increases, the
proposed MOB_SRoutes ( ) procedure leads to high com-
putational complexity for constraint devices, because the
recomputing of weighted values imposes additional overhead
for the management of routes. Moreover, as the network
grows, the generation and sharing of cryptographic keys using
the DEVs_Authentication ( ) procedure also may lead to
increased processing time.

C. SECURITY METHODS WITH ANALYSIS
The proposed mobile IoT protocol for edge cloud environ-
ment provides a robust mechanism to attain data security in
the following ways.

FIGURE 2. Flowchart of the proposed routing in the sensors-driven IoT
network.

FIGURE 3. Security against authentication and privacy for the proposed
protocol.

i. The use of separate keys for each group of mobile
sensors ensures that data is encrypted and kept pri-
vate among sensors. Unauthorized entities outside of
the group cannot access the data because they do not
possess the keys.

ii. In the proposed protocol, key-based authentication
ensures that only authorized devices can send and
receive group data. It minimizes the risk of unautho-
rized access caused by leaked or compromised keys by
periodically updation policy.

iii. Security functions verify data integrity by exploring
digital signature during transmission, ensuring it hasn’t
been tampered. Thus results in prevents data injection
or attack by malicious entities.

iv. Distributed security functions at the edge reduce the
chances of cloud service availability. Even during inter-
ruptions in cloud connectivity, it ensures that the system
remains operational and responsive.

IV. RESULTS DISCUSSION
This section evaluates the proposed protocol against relevant
studies. To evaluate the experimental results, we utilized
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Algorithm 1 Optimized Mobility-Aware Efficient Sensors
Data Routing

Procedure MOB_SRoutes ()
collect local data
update routing tables
for ( i = 1; i <= N; i + + )
do
multi-criterion analysis
determine aggregated function
min(Z ) = w1 × HC + w2 × VC
announced to neighbory
end for
compute the energy level threshold
if forwarder energy < threshold then
send RREQ
recall multi-criterion analysis
update the entries
end if

end procedure

Algorithm 2 Group-Based Device Authentication and Secu-
rity for Sensor Data
Procedure DEVs_Authentication ()

establish a group of mobile sensors
generate keys for each group
securely distribute the set of keys Ki
if the timer is expired then
regenerate the new keys K ′

i using RGN
ED → Gl : Eed (Ki) + T ′

end if
perform data security using XoR methods for peer

nodes
end procedure

network simulator NS-2.35. The scripting files are used to
compute statistical analysis, and the simulations are recorded
in trace files. We used mobile sensors along with edges that
perform the role of gateways in the network environment.
The mobile sensors are rotated in the surroundings with some
mobility speed and gather the data. The size of the network
field is set to 1000m X 1000m. Sensor nodes are varied from
100-400 with an initial energy of 2j. The number of sinks is
set to 2. Each node is equipped with GPS and its transmission
power is set to 3m.We ran 25 simulations to evaluate the aver-
age improvement of the proposed protocol with EERP and
EETSP by exploring scenarios: varying iterations (1000s –
6000s) and varying numbers of nodes (100 - 400). In Table 1,
the simulation parameters are provided.

The evaluation of network throughput for the pro-
posed protocols with different numbers of iterations is
depicted in Figure 4. The experimental results illustrate
that the proposed protocol outperforms existing approaches
by an average of 17% and 21%. The proposed proto-
col employs the concept of parallel route identification

TABLE 1. Network parameters.

and attains reliable communication channels until sen-
sor data reaches the destination. Moreover, it optimizes
the use of network resources by re-computing parame-
ters that balance the load on transmission links, ensur-
ing efficient traffic distribution. Also, agents are mobile
and crucial components of the proposed protocol, as they
serve as intermediary devices in closest proximity to the
low-powered devices. They intelligently collected the IoT
data and decreased the transmission distance with effec-
tive data delivery performance. To reduce risks and secure
the data transmission process, the proposed protocol has a
robust security stage that examines communication chan-
nels and retains the desired throughput for critical network
applications.

FIGURE 4. Performance of network throughput with varying iterations
(1000s – 6000s).

The experimental outcomes of the proposed protocol in
comparison to the existing solution are illustrated in Figure 5.
The proposed protocol balances resource consumption and
node congestion to optimize sensor performance through the
use of distributed computing. It was noticed that the proposed
protocol increases the network throughput by an average of
18% and 23.4% under different numbers of sensors, owing
to the selection of several criteria-based parameters. The
network edges are mobile that not only limits the trans-
mission power of the constraint devices but also eliminates
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the interrupted links for transmissions of data. The dynamic
mobility of network edges, which not only reduces the trans-
mission power requirements of resource-constrained devices
but also proactively removes unstable or interrupted links, is a
significant advancement in the protocol. The proposed proto-
col significantly improves the performance and reliability of
IoT networks under a variety of network topology changes,
node mobility, and traffic load conditions by utilizing adap-
tive routing and load-balancing techniques.

FIGURE 5. Performance of network throughput with varying sensors
(100 - 400).

In comparison to the existing solutions, the proposed pro-
tocol reduces network latency for varying iterations by an
average of 15.6% and 19.8%, as illustrated in Figure 6. This
is because forwarding routes are utilized to assess node traffic
and processing costs. Unlike most of the existing approaches,
the proposed protocol temporarily marked a route as invalid
when data forwarding is congested, and the source node
is notified to find an alternative path. By identifying and
mitigating faulty or malicious channels, mobile agents play
a crucial role in enhancing network security and reliability.
When a channel is compromised, mobile agents send alert
messages to all nearby routes, preventing data transmission.
The protocol also optimizes route selection for data trans-
mission between constrained devices and mobile agents by
evaluating multiple candidate paths and choosing the most
efficient one. This optimized route selection significantly
reduces communication overhead and uses the most efficient
paths.

Under varying numbers of sensors, the performance of
the proposed protocol in terms of data latency is shown in
Figure 7 as compared to existing solutions. Based on the
statistical results, it was seen that the proposed protocol
improved the latency performance in terms of varying sensors
by an average of 18% and 24.6% respectively. This results
from the cooperative methods among sensors and mobile
agents and storing the neighboring information by explor-
ing the quality-aware assessment. Moreover, by generating
route requests only in response to actual data forwarding
events, extraneous routing overhead is reduced and latency
is further decreased. Using distinct route IDs, the protocol
can identify redundant links within already-existing routes,
helping to simplify routing paths and reduce traffic. By

FIGURE 6. Performance of data latency with varying iterations
(1000s – 6000s).

moving around their proximity, mobile agents dynamically
refine their neighbor tables, marking nodes as ineffective if
their cost value is below a threshold, ensuring that only the
best nodes are used for routing. In addition, with effective
load balancing among the devices, the rotation of edges
around the network boundary reduces energy holes while
simultaneously enhancing route stability and decreasing data
latency.

FIGURE 7. Performance of data latency with varying sensors (100 - 400).

As shown in Figure 8, the performance of the pro-
posed protocol and the existing solution is simulated for the
node residual energy. Experimental results indicate that as
the number of iterations increases, the proposed protocol
enhances performance by an average of 20.5% to 27.3%.

This improves the efficiency of communication bandwidth
utilization by optimizing routing table information through
the examination of energy, distance, and processing error
parameters. The proposed protocol measures the mobile
agent’s distance from the source node before forwarding IoT
data; if this distance is less than a predetermined thresh-
old, data is forwarded in directly. If not, routing tables are
examined to retrieve the most recent data and identify the
suitable subsequent hop. If, after a certain amount of time,
the designated route is still unavailable, its entry is elimi-
nated from the routing table and the neighbors are notified.
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Furthermore, the verification of nodes is established because
time-oriented secret keys and encrypted timestamps are used.
In this way, malicious devices are excluded from routing
call, which ultimately lengthens the stability period for the
network.

FIGURE 8. Performance of network lifetime with varying iterations
(1000s - 6000s).

In Figure 9, the performance evaluation of the proposed
protocol is compared with existing solutions in terms of node
residual energy. It was improved for varying sensors by an
average of 21.4% and 26.8% using the proposed protocol
by exploring the adaptive approaches. Unlike the existing
methods, the proposed protocol computes the routing criteria
between the nodes using an intelligent method with balanced
energy consumption across the network. Moreover, routing
tables remove longer paths and only keep updated data.
Unlike other systems, it sends data to wireless systems while
continuously assessing device parameters and detecting the
specifics of a running state. It also increases network stabil-
ity by offering the most reliable neighbors for establishing
node-to-node connections. Finally, mobile edges improves
the nodes’ consumption level of energy by collecting the
sensor data with limited transmission power of the devices.

FIGURE 9. Performance of network lifetime with varying sensors
(100 - 400).

Figure 10 shows the performance outcomes in terms of
transmission load for the proposed protocol and existing
solutions. It was observed that the transmission load increases

with the deployment of malicious nodes, however, the find-
ings indicate that the retransmission load of the proposed
protocol is improved by an average of 9.4% and 12.6% as
compared to earlier work for varying iterations. This is due
to the involvement of mobile agents in gathering the sensed
data intelligence from the low-powered sensors, and adopt-
ing the multi-hop model for data transmission. The routing
decision is based on multiple parameters, and routing calls
are announced in the proximity of source nodes rather than in
the whole transmission area. In addition, the invalid routes are
discarded from the routing tables, and up-to-date information
is stored to improve the response time for end users while
receiving the network data.

FIGURE 10. Performance of retransmission load with varying iterations
(1000s - 6000s).

FIGURE 11. Performance of retransmission load with varying sensors
(100 - 400).

The performance evaluation of the retransmission load
under varying sensors is demonstrated in Figure 11. The
statistical analysis shows that the proposed protocol improved
the transmission load of the proposed protocol by an average
of 16.7% and 26.8% respectively. The proposed protocol
reduces the cost of processing and forwarding data requests
by using lightweight computing techniques, ensuring a
cost-effective method of resource management. To improve
adaptability to changing conditions, the protocol analyzes
weighted edges and takes into account multiple factors in a
dynamic environment when determining the next hop. The
protocol efficiently distributes the load among the sensors
during the routing phase, lessening the burden on individ-
ual sensors and enhancing the network’s overall reliability.
Additionally, the lightweight mechanism is supported and
the more trustworthy neighbors are identified for data trans-
mission by the security process, which employs centralized
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administration with the support of mobile edges. The mobile
edge authenticated the incoming data from various sources
and limited the overheads in case of data retransmissions.

V. CONCLUSION
Wireless networks provide seamless and secure connectivity
throughout urban infrastructures, they are the driving sys-
tem behind the integration of IoT devices for smart cities.
To ensure protected and effective network operations, they
are crucial for facilitating secure data exchange systems with
the integrity of vital services. One of the main research
challenges in these networks under unpredictable environ-
ments is reliable and efficient network controlling of the
constraint system, despite the fact that many approaches
have been developed to improve data collection and trans-
mission operations of IoT networks. The formation of a
resilient communication system critically depends on the
security of data transmission over global channels. This
paper presents a protocol that investigates the use of mobile
sensors and intelligent computing to improve the routing
between IoT-based applications, offer networked scalability,
and implement security for next-generation systems. The
edges implement distributed computation for communication
devices and guarantee the security of the decentralized envi-
ronment. It was noted, however, that the proposed protocol
is unable to learn the detection strategy against threats as the
number of malicious devices and false messages increases.
Future work could focus on exploring machine learning algo-
rithms to enhance QoS in mobile IoT networks by predicting
patterns of network traffic and dynamic allocation of network
resources. Moreover, enhanced network resilience against
emerging threats can be achieved by the integration of auto-
mated vulnerability assessments with lightweight computing
and regular routing updates.
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