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ABSTRACT Cloud computing, particularly within the Infrastructure as a Service (IaaS) model, faces
significant challenges in workload distribution due to limited resource availability and virtual machines
(VMs). Efficient task allocation and load balancing are crucial to avoiding overloading or under-loading
scenarios that can lead to execution delays or machine failures. This paper presents an Enhanced Dynamic
Load Balancing (EDLB) algorithm designed to optimise task scheduling and resource allocation in cloud
environments. Unlike benchmark algorithms that rely on static VM selection or post-hoc relocation of
cloudlets, the EDLB algorithm dynamically identifies optimal cloudlet placement in real-time. Our approach
proactively allocates cloudlets to VMs based on current system states and Service Level Agreement (SLA)
deadlines, thereby preemptively addressing potential SLA violations. Additionally, if a VM cannot meet the
deadline of the cloudlet, the algorithm redirects the cloudlet to a secondary data centre and reconfigures CPU
resources among VMs to ensure optimal allocation. Evaluations using CloudSim simulations demonstrate
that the EDLB algorithm achieves substantial average improvements over benchmark algorithm and the-
state-of-the-art algorithm, including a 59.46% reduction in total makespan, a 12.70% reduction in average
makespan, a 22.46% reduction in execution time, and a 3.10% increase in resource utilisation. Furthermore,
the EDLB algorithm enhances load balancing by 46.46%. These results highlight the effectiveness of the
EDLB algorithm in addressing critical load balancing issues and surpassing existing methods. This research
contributes to the field by introducing a novel approach that significantly improves performance metrics and
operational efficiency in cloud computing environments.

INDEX TERMS Cloud computing, task scheduling, load balancing, resource allocation, CloudSim
simulation.

I. INTRODUCTION
Cloud Computing technology plays a vital role in modern
business operations, offering a range of services such as
software accessible through web browsers and platforms for
developing cloud-based applications.

The associate editor coordinating the review of this manuscript and

approving it for publication was Nitin Gupta .

Cloud Service Providers (CSPs) play a crucial role in
the infrastructure domain by overseeing the management
of back-end operations, such as the maintenance of data
centres and servers. The focus on the IaaS model within
cloud computing has significantly increased in recent years.
IaaS provides scalable and flexible virtualised computing
resources, allowing users to build and manage IT infrastruc-
ture without the need for physical hardware. This importance
of the model is underscored by the projected growth of the
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global IaaS market, expected to rise from USD 146.2 billion
in 2023 to USD 461.9 billion by 2029 [1]. With the rise
of cloud computing, many service providers have built
extensive data centres to supply essential resources like cloud
server [2].

Applications based in the cloud are significantly reliant
on virtualisation, an essential component in their function-
ing [3]. Inefficient management of the migration process
and allocation of VM resources can significantly impact the
performance of client services where the cloud performance
is a major challenge in cloud computing [4].
In the cloud setting, users access services through requests

that are executed on VMs [5]. The CSP should provide
services that benefit businesses and enhance user satisfac-
tion [6]. Therefore, our main objective is to propose load
balancing algorithm focuses primarily on the IaaS model,
addressing back-end issues of cloud computing technology,
such as server workload. Figure 1 illustrate the assigning
of the tasks among different physical machine to achieve
efficient load balancing.

FIGURE 1. Load balancing model in IaaS.

In a typical cloud environment, there are two main
components: the front-end, which users access through an
Internet connection, and the back-end, where cloud service
models are managed [7]. The back-end consists of multiple
physical machines stored in data centres, commonly known
as servers. User requests from applications are dynamically
scheduled, and virtualisation is used to allocate the necessary
resources to clients. Whereas the virtualisation helps with
balancing the loads across the system, including scheduling

and efficient resource allocation [8]. Both CSP and users
in the cloud can benefit from virtualisation and dynamic
task scheduling techniques. Hence, effective scheduling can
significantly reduce execution time and improve resource
utilisation in cloud-based applications.

Task scheduling is closely related to workload balancing,
as user requests are routed through a cloud broker. This
highlights the importance of developing efficient algorithms
for task allocation to suitable VMs, considering critical
parameters such as deadlines which ensure the provision of
high-quality services. It is essential to execute and complete
user requests within the specific requirements outlined in
the SLA [9], [10], [11]. User requests are transmitted via
the internet and stored in VMs. In every delivery model,
CSP must maintain Quality of Service (QoS) by ensuring
requests are fulfilled within set deadlines. The effectiveness
of the scheduling policy is significantly impacts workload
balance among VMs and servers. Thus, to achieve efficient
scheduling and resource utilisation, a dynamic load balancer
(DLB) can be developed and implemented. Cloud computing
heavily relies on the VMmonitor (VMM) or hypervisor, such
as VMware, situated in the host layer. The VMM manages
multiple VMs on a single hardware layer [12].

The performance of cloud-based applications can be
compromised by inappropriate scheduling techniques or
inefficient task mapping to the correct VMs/resources, given
the crucial role of virtualisation in cloud technology [13],
[14]. This imbalance has the potential to strain server
workloads. Hence, there exists an opportunity in cloud
computing technology to improve resource-to-task mapping
by focusing on scheduling. It is important to consider key
QoS parameters to achieve efficient resource utilisation
without breaching the SLA, while taking into account
constraints such as deadlines and priority [15].
Therefore, this research aims to improve resource alloca-

tion within the IaaS model by balancing resources for clients
and handling user requests on servers. The contributions of
this paper are:

• Introducing the EDLB algorithm for optimising task
scheduling and load distribution in cloud environments,
integrating preemptive scheduling to mitigate SLA
violations.

• Offering a novel approach in dynamic load balancing by
integrating preemptive scheduling and adaptive resource
allocation based on SLA requirements.

• Evaluation of the proposed algorithm through CloudSim
simulations to efficiently reduce total and average
makespan and execution time while maintaining high
resource utilisation and balancing percentages across
varying VMs and cloudlets configurations.

• Evaluating key metrics to quantify the efficiency of
the EDLB algorithm, scalability, and load balancing
capabilities, showcasing its superiority over benchmark
algorithms under diverse workloads.

The structure of the paper is as follows: Section II delves
into related work, explaining concepts of load balancing
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and task scheduling, recent research by other authors, and
highlighting strengths, weaknesses, and future directions.
Section III outlines the proposed EDLB algorithm, includ-
ing the framework, flowchart, pseudocode, implementation
details like simulation setup, and performance metrics.
Section IV presents the discussion and results from the
experiment, with a brief comparison to existing related work.
Finally, Section V wraps up the paper by summarising its
concept and content, and offering suggestions for future
improvements in the algorithm.

II. RELATED WORK
In recent years, significant progress has been made in the
field of task scheduling and load balancing within computing
systems. This progress is driven by the increasing complexity
of computational tasks and the continuous evolution of
hardware architectures. Efficiently managing resources and
distributing workloads across different computing elements
has become crucial for optimising system performance and
resource utilisation.

In this section, we explore existing research on task
scheduling and load balancing. We discuss both general
methodologies and specific approaches designed to tackle
various challenges in this domain. Our discussion begins with
an overview of foundational concepts and widely adopted
techniques, providing a comprehensive understanding of the
underlying principles and strategies.

Subsequently, we focus on examining the most relevant
and beneficial work related to task scheduling and load
balancing. By synthesising key findings and highlighting
notable contributions, we aim to shed light on the current
state-of-the-art approaches and identify promising directions
for future research. Through this exploration, we offer
a holistic perspective on ongoing efforts to enhance the
efficiency, scalability, and robustness of task scheduling and
load balancing mechanisms in computing systems.

The interdependence of the load balancing and task
scheduling was highlighted in this section. While, we will
delve into the foundational principles of these aspects
of optimising cloud resources. Load balancing stands as
a pivotal method for maximising the efficiency of VM
resources in the cloud computing environment, ensuring an
equitable distribution of workload and effective resource
utilisation [16]. Dynamic workload distribution among nodes
in the cloud environment is facilitated by load balancing,
which not only enhances user satisfaction but also optimises
resource allocation. Addressing load balancing issues is
crucial for enhancing cloud application performance.

Task scheduling, a major objective of load balancing,
becomes particularly pertinent as the number of cloud clients
increases, potentially leading to improper task scheduling.
Consequently, task scheduling issues require resolution
through the implementation of algorithms [13], [17]. Task
scheduling involves efficiently executing tasks to fully utilise
system resources [18]. In the cloud environment, where

users extensively utilise virtualised resources, manual task
allocation is impractical.

Cloud computing services have become essential for major
corporations like Google and Amazon, providing flexible
data transfer and continuous streaming capabilities. However,
the algorithms supporting these operations may encounter
difficulties as the number of clients increases. In cloud
computing technology, load balancing is essential to avoid
task delays for users and reduce response times.

As technology advances and companies of all sizes adopt
cloud services. The CSPs face challenges due to imbalanced
load situations, which can hinder the delivery of high-quality
services to users. Issues such as high makespan time can
negatively impact performance and pose risks to SLAs. These
violations can lead to starvation issues, where the system
is overloaded and incoming tasks cannot be appropriately
serviced, potentially resulting in rejection. It is essential to
tackle these issues to minimise SLA violations by cloud
providers for organisations. Several factors contribute to
load unbalancing issues in IaaS clouds, including improper
mapping of tasks to VMs, inadequate scheduling processes,
varying task requirements for heterogeneous user tasks, and
uneven distribution of tasks to VMs.

This paper aims to resolve the aforementioned issues in the
IaaS cloud platform by proposing a dynamic task scheduling
algorithm that takes into account important task requirements
such as deadline and completion time, which are highly
significant as QoS factors. Through proper scheduling and
avoidance of VMviolations, the algorithm ensures a balanced
workload in the cloud system.

We now offer a synopsis of the current algorithms
in load balancing and task scheduling. While numerous
recent algorithms aim to improve task scheduling and load
balancing, they still face limitations due to the use of
fundamental algorithms in the process of assigning the
cloudlets or selecting the VMs, which can lead to increased
waiting times or makespan in task scheduling.

In [19], they propose a dynamic load balancing algorithm
to minimise makespan time and efficiently utilise resources.
This algorithm employs the bubble sort algorithm to sort tasks
based on length and processing speed, allocating them to
VMs in a First-Come-First-Serve order. While effective in
optimising resources and reducing makespan, this approach
does not consider priority or QoS parameters like deadline.
Also, the bubble sort algorithm is considered a time consumer
as its time complexity is O(n2).

Using Min-Min algorithm as in [20], where authors
propose an enhanced load-balanced Min-Min (ELBMM)
algorithm to optimise resources. This algorithm seeks tasks
with the minimum execution time and assigns them to
the VM with the minimum completion time, effectively
enhancing the Min-Min algorithm and reducing utilisation
costs and system throughput. A three-layer strategy for cloud
network load balancing is introduced by [21]. This strategy
incorporates both opportunistic load balancing (OLB) and
load balance Min-Min (LBMM) techniques. While this
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method enhances task scheduling in OLB via a hierarchical
network structure, the complexity of multiple layers could
lead to reduced processing speed. Another hybrid algorithm
that used Min-Min approach for the resource-based load
balanced Min-Min (RBLMM) [21]. The algorithm aims to
reduce makespan and balance workload on VMs. RBLMM
calculates makespan time after resource allocation, using
this value to define a threshold. Results show a significant
reduction in makespan time compared to the traditional Min-
Min algorithm, although the approach lacks prioritisation for
tasks or VMs.

In [22], the authors introduce the ED-LB algorithm to
address load imbalance in IaaS clouds, primarily through
selecting the best-fit VM for each task and dynamically
allocating it to the least-loaded server. While this approach
emphasises resource optimisation, it lacks preemptive
scheduling and real-time monitoring for SLA compliance.
By contrast, our EDLB algorithm dynamically reallocates
resources based on SLA demands, integrates preemptive
scheduling to mitigate potential SLA violations, and proac-
tively redirects tasks across data centres when nearing
deadline constraints. Additionally, our EDLB demonstrates
enhanced scalability in real-world fluctuating environments,
as opposed to the static synthetic settings used in ED-LB
evaluations. This approach allows our algorithm to main-
tain deadline adherence and SLA compliance effectively,
achieving notable improvements in makespan and resource
utilisation.

In [23], the authors implement an enhanced dynamic load
balancer based on the HTV load balancer, which allows users
to input various parameters such as the number of hosts, VMs,
job requests, and application types to prioritise job execution.
The proposed algorithm achieves better performance and
resource utilisation compared to the HTV load balancer.
However, it lacks real-time dynamic allocation of resources
across multiple data centres. Their approach dynamically
generates a queue based on load and performance factors
and uses dynamic round-robin scheduling. In contrast, our
work adapts to fluctuating workloads and traffic in real-
time, optimising SLA adherence and ensuring more efficient
resource management across multiple cloud environments.

For improved QoSs, authors in [24] introduce a QoS-based
algorithm allocating cloudlets with an enhanced balancing
technique. While beneficial for balancing workload and
decreasing completion time, it may lead to high makespan
values for VMs and hosts, particularly in large-scale envi-
ronments. A Grouped Tasks Scheduling (GTS) algorithm
categorises tasks into groups based on QoS parameters,
improving latency for urgent tasks [25]. However, it may not
be suitable for tasks dependent on a specific order or other
scheduling requirements.

An enhancement to the traditional Shortest Job First
(SJF) scheduling algorithm is proposed by authors in [26],
resolving issues of starvation by allocating longer tasks to
high-response VM. However, their approach overlooks the
availability and current load/status of the VM before task

allocation, and tasks are scheduled solely based on task
length, lacking priority.

In [27], the CMLB load balancing algorithm is presented,
using the Dragonfly optimisation algorithm to determine
optimal thresholds for reallocation of tasks to VMs. The
algorithm exhibits better performance with fewer migrations
compared to methods such as Honey-Bee and dynamic LB.
In [28] proposed a novel load balancing algorithm for cloud
computing using a hybrid approach combining Krill Herd,
Whale Optimisation, and Deep Belief Neural Network. The
method aims to optimise resource usage, reduce execution
time, and improve overall system performance. It claims
superiority over existing load balancing techniques based on
comparative results. The authors of [28] have considered the
hosts only to optimise load balancing, while they failed to
consider the cloudlets in each VM.

The algorithm proposed in [29] combines deep learning
with Particle Swarm Optimisation (PSO) and Genetic Algo-
rithm (GA) to address dynamic workload balancing in cloud
computing. Nevertheless, the algorithm focused solely on the
hosts, overlooking the VMs execution time.

Authors in [30] propose a credit-based resource-aware
load balancing scheduling algorithm (HO-CB-RALB-SA)
for cloud computing. This algorithm leverages a hybrid of
the Walrus Optimisation Algorithm (WOA) and Lyrebird
Optimisation Algorithm (LOA) to optimise load distribution
and resource utilisation across VMs. The framework balances
the system load by evaluating the processing capacity of
each VM and redistributing tasks to maintain equilibrium.
The authors claim that their method outperforms existing
models by efficiently managing resources and ensuring
balanced workloads. The reliance on VM processing power
and a credit-based system may not provide the flexibility
needed to adapt to dynamic and unpredictable workloads,
which are common in cloud computing. This could lead
to inefficiencies, particularly when workload patterns shift
rapidly, as the algorithm may struggle to maintain optimal
load distribution under such conditions.

A dynamic task scheduling in the IaaS cloud platform
presented by [31], considers important task requirements
such as deadline and completion time as crucial QoS factors.
It aims to improve cloud performance by balancing workload
and maximising resource utilisation through appropriate task
scheduling and load balancing techniques. The algorithm
checks completion times against deadlines and reconfigure
VMpriorities based on CPU status to address SLA violations.
It also involves workload relocation if necessary to ensure
efficient task execution. Their algorithm aims to reduce
makespan, execution time, and improve resource utilisation
in cloud applications by addressing load balancing issues
and considering task requirements. However, the reliance of
the algorithm on static VM selection without considering
real-time execution times may lead to sub-optimal resource
allocation and inefficient task scheduling. By overlooking
the dynamic nature of workload requirements and VM
performance, the algorithm may fail to adapt effectively
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TABLE 1. Comparison of related work on task scheduling and load balancing algorithms.

to changing conditions in cloud environments. Table 1
summarises themethodology, strengths, and drawbacks of the
previous studies.

Therefore, this paper aims to improve resource allocation
within the IaaS model by balancing resources for clients and
handling user requests on servers. Our algorithm dynamically
allocates cloudlets to VMs based on completion time, while
considering the cloudlet deadline, which is crucial for SLA
requirements. Based on the available processor of a VM
where if it is insufficient to complete a cloudlet before
its deadline, the cloudlet is redirected to a second data
centre. In the second data centre, the CPU resources are
reconfigured among the VMs according to their needs,
allowing for optimal cloudlet allocation. This approach
helps achieve a balance between VMs and improves overall
resource allocation efficiency. This collaboration of VMs
is a key aspect that many existing algorithms tend to
overlook. In short, [31] has randomly allocated cloudlets
to VMs and then checked for any SLA violations, which
are cloudlets that cannot be executed before their deadlines.
If a violation occurs, the algorithm relocates the cloudlet to
another VM. If this is still not sufficient, the CPU will be
reconfigured. In contrast, our approach instantly identifies
the best placement for cloudlets, ensuring compliance with
the SLA.

III. THE PROPOSED EDLB ALGORITHM
This section provides an overview of the EDLB algorithm that
has been introduced. It explains the underlying assumptions,
presents the pseudocode, and concludes with a flowchart.
The main goal of our algorithm is to improve the overall

performance of cloud systems with task scheduling and load
balancing. Using all available CPUs on the machines, the
algorithm strategically schedules tasks to minimise total and
average makespan, execution time, and optimise resource
utilisation.

As depicted in the algorithm steps, both inputs and outputs
are integral to every step. In this study, the primary input
is a list of cloudlets with randomly assigned task length
and deadline, which are crucial elements in the SLA metric.
The SLA serves as a significant metric for CSPs, indicating
the reduction of SLA violation factors, including deadline
constraints and priorities. The main objective or output of
the algorithm is to achieve a balanced workload among VMs
in cloud systems, facilitating reallocation in cases of SLA
violations.

The EDLB algorithm starts by allocating the minimum
required processing capacity that represented by Million
Instructions Per Second (MIPS) to operate a VM, referred
to as NM . As the execution progresses, this allocation
dynamically adapts to ensure timely completion of cloudlets
while meeting SLA requirements. The primary goal is to
efficiently distribute computational resources to maximise
performance and meet deadlines. Figure 2 depicts the
flowchart of the EDLB algorithm, which illustrates the
steps involved in assigning cloudlets to VMs to optimise
processing efficiency and prevent overloading of any sin-
gle VM. Factors such as VM completion time, available
processors, and cloudlet execution deadlines are taken
into consideration. The available processing is measured
by MIPS. Table 2 was provided to show key symbols used in
equations.
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FIGURE 2. Cloudlet assignment flowchart for efficient resource utilisation.

TABLE 2. Key symbols used.

Initially, the EDLB algorithm carefully selects VMs with
the shortest completion time (CTVM ) as in Equation (1) while
comparing the completion time of cloudlets (CTC) against

their deadlines.

CTVMi =

∑
CTCij. (1)

If a VM with sufficient resources is found, the cloudlet is
promptly assigned to it. CTC can be calculated as shown in
Equation (2),

CTCj =
Lj

MIPSi
, (2)

where L is length of cloudlet and let i ∈ I where (i1, i2, . . . im)
and let j ∈ J where (j1, j2, . . . , jn).
In cases where no suitable VM is available, the algorithm

orchestrates the relocation of cloudlets to a secondary data
centre, streamlining operations within a single data centre for
improved efficiency.

After relocation, the EDLB algorithm calculates several
crucial values to facilitate resource allocation. These include
the Available MIPS (AM ), indicating the surplus MIPS
across all VMs compared to the total NM. Additionally,
CG represents the MIPS that VMs can release with-
out violating constraints, while N quantifies the MIPS
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required to execute a cloudlet within its deadline as in
Equations (3), (4) and (5), where D is a deadline of the
cloudlet and k ∈ K where (k1, k2, . . . , km2 ).

AM =

∑
MIPSk −

∑
NMk . (3)

CGk = MIPSk − NMk . (4)

Nj = Lj/Dj. (5)

Next, EDLB algorithm evaluates whether the MIPS of
the chosen VM are adequate for executing the cloudlet.
If affirmative, allocation proceeds; otherwise, the MIPS
reconfiguration process begins among VMs to meet the
demand.

During reconfiguration, the EDLB algorithm ensures an
equitable distribution of resources to ensure each VM
contributes fairly. This involves determining TG and S. The
TG represents the difference between the required MIPS and
the current MIPS of VMs as represented in Equation (6),

TG = N −MIPSmin. (6)

While S, initially identical, it facilitates balanced reallocation
and after that, it can be updated, as in Equation (7).

S = Sold − CGk . (7)

If a VM cannot fully surrender its part, adjustments are made
to the S value accordingly.
The number of VMs that unable to comply with the

allocation is denoted by β. And the HE is a boolean
indicating whether the VM has a sufficient MIPS to allocate
its resources. In the reconfiguration phase, VMs that cannot
meet their designated MIPS capacity contribute whatever
resources they can, while the surplus resources are evenly
distributed among the remaining VMs based on S as in (8),

P =
S

α − 1 − β
, (8)

where β is the number of VMs that cannot give their portions.
Subsequently, after the reconfiguration is completed, the
CTVM is adjusted to represent the revised MIPS allocation
among the VMs. The process culminates in updating CTVM
by incorporating the completion time of the new cloudlet
and adjusting NM accordingly to ensure optimal resource
allocation and adherence to SLAs.

The pseudocode for the proposed EDLB algorithm is
demonstrated in Algorithm 1. It presents the formulas,
parameters, and decisions incorporated in this load balancing
algorithm.

The novel aspects of the EDLB algorithm within the prob-
lem definition primarily lie in the dynamic, adaptive resource
allocation strategy. In contrast to the benchmark algorithm,
which allocates cloudlets randomly and only checks for SLA
violations post-allocation, the EDLB algorithm proactively
allocates resources based on the completion time of VMs
(CTVM ) and cloudlets (CTC) in real-time, ensuring that
deadlines are met and computational resources are efficiently
distributed from the start.

Algorithm 1 Enhanced Dynamic Load Balancing
Algorithm
Input: List of cloudlets with random length and deadline.
Output:Mapping of cloudlets to the appropriate VM.
Adjust NMi to all VMs with value 1000
for j in J do

find VM with least CTVM (VMmin)
calculate N with Equation (5)
if VMmin has enough MIPS to execute cloudlet before deadline
(MIPSmin >= N) then

allocate cloudletj to VMmin
end
else

set min to α

if VMmin has enough MIPS to execute cloudlet before
deadline (MIPSmin >= N) then

Allocate cloudletj to VMmin
break

end
Calculate AM and TG with Equations (3), (6) and CG for
each VM with Equation (4)
Determine S
else if AM is enough to execute cloudlet before deadline (AM
>= N) then

Adjust N MIPS to VMmin
Initialise β for k in K do

if VMk do not have its portion to give (CGk < TG)
then

Set HEk to False Update S with Equation (7)
Update β to +1

end
else

Set HEk to True
end

end
Calculate P with Equation (8)
for k in K do

if VMk have enough MIPS to give (HEk is True)
then

Give their portion to VMmin
end
else

Give CGk to VMmin
end

end
for k in K do

while u <= j do
if cloudletu allocated to VMk then

Calculate CTVMk by using Equation (1)
end

end
end
Allocate cloudletj to VMmin

end
else

Allocate cloudletj to VMmin
end

end
Update CTVMmin and NMmin

end

The EDLB algorithm introduces two key innovations:
1) Completion Time-Based Allocation: Instead of relying

on random allocation, as seen in the benchmark,
our algorithm selects VMs based on the shortest
completion time (CTVM ), as defined in Equation (1).
This ensures that cloudlets are strategically assigned
to VMs capable of completing them most efficiently,
minimising overall makespan and avoiding workload
imbalances.
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2) Real-Time Adaptation: While the benchmark algo-
rithm simply adds MIPS to underperforming VMs
when SLA violations occur, our approach reallocates
MIPS fromVMswith surplus capacity to those needing
additional resources. This real-time adjustment opti-
mises resource usage and prevents idle VMs from
waiting while others remain overloaded.

3) Furthermore, CTC , which measures the completion
time of each cloudlet based on its length and the
processing capacity of the VM (MIPS), as described
in Equation (2), allows us to maintain a more granular
level of control during allocation.

4) Available MIPS (AM): This represents the total surplus
processing capacity across all VMs after meeting the
minimum required MIPS (NM) to operate each VM.
The calculation for AM is presented in Equation (3).

5) MIPS that Each VM Can Release (CG): After ensuring
that a VM has sufficient capacity to handle its tasks, the
remaining MIPS can be released for redistribution to
other VMs that may need additional resources to meet
deadlines. This is captured by Equation (4).

IV. PERFORMANCE EVALUATION
A. SIMULATION TOOL
Our algorithm is implemented throughout CloudSim simula-
tion toolkit, which has gained significant popularity among
researchers and developers in the current cloud-related
research landscape. It effectively reduces the need for
and costs associated with acquiring computing facilities
for performance assessment and research modelling. This
simulation tool serves as an external framework that can
be easily downloaded and integrated into programming
environments such as Eclipse, NetBeans IDE, and others.
In order to conduct the simulation, the cloud computing
environment CloudSim was integrated into the Eclipse IDE
for Java developers running the Windows 10 operating
system.

B. PERFORMANCE METRICS
A set of metrics was used to measure the algorithm efficiency
such as total makespan, average makespan, execution time,
resource utilisation, and balancing percentage.

These five performance metrics used in this approach
were chosen to offer a comprehensive evaluation of the
efficiency of the proposed algorithm. Total makespan and
average makespan show the efficiency of the algorithm
by measuring the total time and average time required
to complete the cloudlets, respectively. Execution time
provides insight into the speed with which individual tasks
are processed, reflecting the performance of the proposed
algorithm at a finer level. Resource utilisation assesses how
well resources are managed and allocated, ensuring that
available resources are used efficiently. Finally, the balancing
percentage evaluates the distribution of workloads across
VMs, ensuring that no single VM is overburdened and that

resources are equally distributed. Together, these metrics
provide a full view of the ability of the proposed algorithm
to manage efficiency, resource allocation, and workload
distribution.

1) Total Makespan (TMT): This metric represents the
maximum makespan among all VMs. It provides
insight into the overall efficiency of the algorithm in
managing the completion times across different VMs.
The calculation is based on the maximum completion
time of cloudlets for each VM as in Equation (9)
[32], [33]:

TMT = Max(MT ). (9)

2) Makespan (MT): This represents the time taken to
schedule a cloudlet. It is a crucial metric for evaluating
the efficiency of scheduling algorithms in terms of
time [34], [35]. To enhance the execution of tasks and
free up resources for other tasks, it is desirable to
minimise makespan. The calculation involves cloudlet
completion time (CT) and the number of VMs (m) as
in Equations (10) and (11) [36]:

MT = Max(CT ) (10)

MTavg =

∑
Max(CT )
m

(11)

3) Execution Time (ExT): This metric measures the
time taken to execute specified tasks on a VM [26].
A reduction in execution time contributes to improved
algorithm performance. The calculation incorporates
cloudlet Actual CPU Time (AcT) and the number of
cloudlets (n) as in Equations (12) and (13) [36]:

ExT = AcT (12)

ExTavg =

∑
AcT
n

(13)

4) Resource Utilisation (RU): This quantitative metric
is interdependent on the aforementioned metrics and
is assessed to enhance resource efficiency in the
cloud environment [33]. ExT represents total execution
time, and MT represents total makespan. The average
resource utilisation indicates the efficiency of the
EDLB algorithm in terms of CPU utilisation. The
metric ranges from 0 to 1, with 1 being the best case
(indicating 100% resource utilisation), and 0 being the
worst case as in Equations (14) and (15) [37]:

RU =
ExT
MT

(14)

RUavg =
ExTavg
MTavg

× 100 (15)

5) Balancing Percentage (BP): This metric gauges the
average makespan divided by the total makespan.
It offers ameasure of howwell the algorithm distributes
the workload among VMs, aiming for a more balanced
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utilisation of resources as in Equation (16):

BP =
MTavg
TMT

× 100 (16)

The five performance metrics—total makespan, average
makespan, execution time, resource utilisation, and balancing
percentage—were chosen to comprehensively evaluate the
efficiency of the proposed algorithm. These metrics assess
task completion times, resource management, and workload
distribution across VMs, providing a well-rounded view of
the effectiveness of the proposed algorithm in optimising
performance and resource allocation.

C. RESULTS AND DISCUSSIONS
To assess the performance of the proposed algorithm and
validate its efficiency, key metrics were selected, including
makespan, execution time, and the balancing percentage.
The results, obtained through two types of experiments, are
discussed in the following subsections.

1) TYPE 1 EXPERIMENT (EDLB ALGORITHM VS.
BENCHMARK)
The experiment aims to demonstrate a significant improve-
ment in makespan, execution time, resource utilisation,
and percentage of the balance, within a dynamic cloud
environment.

To simulate the scenario of scheduling and load balancing
in a cloud environment, a virtual representation of entities and
computing resources was created to assess the effectiveness
of the EDLB algorithm. The experiments were carried out
using a simulation platform that included 2 data centres,
2-6 VMs, and 10-100 cloudlets. The length and deadline
of each task were randomly generated, with the length
staying below a maximum threshold of 1,000,000 Million
Instructions (MI) and the deadline below a maximum
threshold of 2000 seconds (sec), as listed in Table 3.

TABLE 3. Simulation configuration for experiment type 1.

The acceptable workload for each VM was determined
based on factors such as processor speed, available memory
space, and bandwidth. The parameters used in the simulation
and the configuration for the proposed algorithm are illus-
trated in Table 4.

TABLE 4. Example of cloudlets.

The algorithm was tested with preemptive task scheduling,
allowing tasks to be interrupted and relocated to another
resource if SLA violations occur, as depicted in Table 5.

The scheduling process takes into account various QoS
performance parameters of cloudlets.

1) The task length parameter in CloudSim determines the
size of tasks in bytes, with smaller tasks leading to
higher resource utilisation. Each cloudlet is assigned
a length value to specify its type, whether heavy,
light, or medium request. To ensure client requests are
distinguished, the length of each cloudlet is randomly
assigned for this experiment. This random assignment
of length reflects the overall workload of the cloud
environment and is crucial in determining the load
for each VM. Additionally, this parameter impacts the
time to complete requests in each VM, aiding in the
identification of any SLA violations.

2) The task deadline is the maximum time allotted for
task execution and is a critical consideration for CSPs
within the SLA. In this experiment, each cloudlet has
a unique deadline value, enabling SLA contracts to
be customised to individual client needs and service
expectations from cloud providers. It is advisable to
use random deadline values instead of static ones. The
deadline parameter holds significant importance as it
embodies the SLA; exceeding the deadline with time
to complete requests signifies an SLA violation.

In this experiment, the performance evaluation of the
proposed EDLB algorithm was conducted across three
distinct test cases:

• Scenario 1: 2 VMs and a range of 10 to 100 cloudlets.
• Scenario 2: 4 VMs and a range of 10 to 100 cloudlets.
• Scenario 3: 6 VMs and a range of 10 to 100 cloudlets.

This approach, varying the number of VMs and the range
of cloudlets, was designed to observe the effectiveness of
the proposed algorithm in different simulation environments.
By incrementally adjusting these parameters, we aimed to
thoroughly assess the scheduling process and workload dis-
tribution among VMs, gaining comprehensive insights into
the performance of the algorithm across diverse scenarios.

Tables 6, 7, and 8 illustrate the outcomes for the three
scenarios with cloudlets ranging from 10 to 100. These results
show a consistent increase in balancing percentage, along

VOLUME 12, 2024 183125



R. Zhanuzak et al.: Optimizing Cloud Computing Performance With an Enhanced Dynamic Load Balancing Algorithm

TABLE 5. Example of output (snapped from CloudSim).

TABLE 6. Results obtained with 2 VMs.

with favourable trends in total makespan, average makespan,
and execution time. The high utilisation percentages further
demonstrate the efficiency and reliability of the algo-
rithm in handling various VM configurations and cloudlet
thresholds.

Next, we choose 6 VMs to demonstrate the
improvement distribution of our algorithm against the
benchmark algorithm. Figures 3, 4, and 5 collectively
demonstrate a marked enhancement of our algorithm,
indicating a significant performance improvement for the
matter of tasks submission and processing that represented
by makespan and the execution time metrics. Notably, our
algorithm exhibits superior efficiency in reducing the total
makespan and average makespan, as well as in execution
time.

TABLE 7. Results obtained with 4 VMs.

Furthermore, our algorithm effectively maintains sys-
tem scalability by sustaining high resource utilisation as
depicted in Figure 6. The resource utilisation begins at
84% and remains consistently high, even as the number
of cloudlets increases. This demonstrates the capability of
the proposed algorithm to handle larger workloads while
efficiently utilising available resources. Figure 7 shows
a comparison of the balancing percentage, where EDLB
algorithm starts at approximately 68% and increases to 90%.
In contrast, the benchmark algorithm only grows up to 70%.
This demonstrates the superior balancing capability of our
algorithm over time.

Additionally, to further enhance the results, a more exten-
sive dataset consisting of 1,000 cloudlets was employed. The
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TABLE 8. Results obtained with 6 VMs.

FIGURE 3. Total makespan comparison for 6 VMs.

FIGURE 4. Average makespan comparison for 6 VMs.

algorithm continued to demonstrate superior performance,
as illustrated in Figures 8, 9, 10, 11, 12, respectively.

The aforementioned figures are highlighting the effective-
ness of our algorithm. Figures 8, 9, and 10, prove that our
algorithm achieves lower total makespan, average makespan,
and execution time compared to the benchmark, indicating
more efficient task scheduling and execution.

Figure 11 shows that both our algorithm and the benchmark
maintain a resource utilisation rate of around 65% which
remains consistently high. Figure 12 demonstrates the

FIGURE 5. Execution time comparison for 6 VMs.

FIGURE 6. Resource utilisation comparison for 6 VMs.

FIGURE 7. Balancing percentage comparison for 6 VMs.

FIGURE 8. Total makespan comparison with 1000 cloudlets.

superior balancing percentage of our algorithm at 98 to 99%
compared to the benchmark at 81 to 85% showcasing better
cloudlet distribution among VMs. These results confirm that

VOLUME 12, 2024 183127



R. Zhanuzak et al.: Optimizing Cloud Computing Performance With an Enhanced Dynamic Load Balancing Algorithm

FIGURE 9. Average makespan comparison with 1000 cloudlets.

FIGURE 10. Execution time comparison with 1000 cloudlets.

FIGURE 11. Resource utilisation comparison with 1000 cloudlets.

FIGURE 12. Balancing percentage comparison with 1000 cloudlets.

our algorithm effectively handles a large number of cloudlets
while optimising performance and resource use.

The EDLB algorithm consistently exhibits a stable trend
across these figures. This indicates that the performance

of the proposed algorithm remains reliable even as the
number of cloudlets and VMs varies. While the benchmark
algorithmmaintain the SLA violations and adjusting resource
configurations, it tends to fall short in load balancing,
potentially leading to sub-optimal resource utilisation. On the
other hand, EDLB algorithm prioritises load balancing and
makespan reduction while still considering SLA and QoS
parameters.

The benchmark algorithm utilises a random allocation
strategy for cloudlets. After allocation, it detects SLA
violations, triggering migrations and subsequently adjusting
CPU configurations if necessary. However, this random
allocation approach often leads to imbalanced workloads
across VMs, negatively affecting overall system efficiency.
In contrast, the EDLB algorithm adopts a more sophisticated
approach. By considering the completion times of individual
cloudlets, it strategically allocates them to VMs. When
SLA violations occur, the algorithm relocates cloudlets
and reconfigures CPU resources if insufficient capacity is
detected. This approach aims to achieve load balancing and
reduce makespan by intelligently distributing tasks based
on their characteristics. Notably, the performance results
from both algorithms highlight distinct characteristics. The
benchmark algorithm exhibits variability in performance
as the number of cloudlets increases, potentially affecting
SLA adherence and resource utilisation. Meanwhile, the
EDLB algorithm demonstrates consistent load balancing and
makespan reduction, showcasing robust performance under
varying conditions.

2) TYPE 2 EXPERIMENT (EDLB ALGORITHM VS.
STATE-OF-THE-ART ALGORITHM)
In the second experiment, we assess the performance of
our EDLB algorithm against a state-of-the-art algorithm,
the credit-based resource-aware load balancing scheduling
algorithm (HO-CB-RALB-SA) [30]. The HO-CB-RALB-SA
algorithm employs a hybrid approach, combining the Walrus
Optimisation Algorithm (WOA) and the Lyrebird Optimisa-
tion Algorithm (LOA) to enhance scheduling efficiency and
fairness in cloud computing environments.

The simulation configuration for this experiment is pre-
sented in Table 9.

TABLE 9. Simulation configuration for experiment type 2.

In this experiment, we aimed to demonstrate that our
proposed EDLB algorithm outperforms the-state-of-the-art
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algorithm (i.e., HO-CB-RALB-SA algorithm). The HO-CB-
RALB-SA algorithm is designed to enhance scheduling
efficiency and fairness by addressing common challenges
in traditional scheduling algorithms, such as load imbal-
ance and suboptimal resource utilisation. It uses a hybrid
approach that incorporates credit-based job prioritisation and
resource-aware load balancing. By evaluating tasks based
on parameters such as duration, cost, deadline, and priority,
and by assigning additional credits to effectively prioritise
jobs, the algorithm ensures balanced task distribution across
VMs. This approach not only improves task scheduling
but also optimises resource usage, leading to better overall
performance and efficiency.

The same metrics of the first experiment has been selected
which are the five key metrics—total makespan, average
makespan, execution time, resource utilisation, and balancing
percentage—to evaluate the performance of the algorithms.
These metrics are crucial for assessing the efficiency and
effectiveness of cloud computing algorithms, as they offer
valuable insights into overall performance and the ability to
manage and process tasks, which is essential for determining
practical utility.

Total makespan: measures the efficiency with which an
algorithm handles the complete set of tasks from start to
finish. This metric directly reflects the capability of the
algorithm to minimise processing time, a critical factor in
cloud environments where time efficiency translates into
cost savings and improved user satisfaction. As shown in
Figure 13, the EDLB algorithm consistently achieves a lower
total makespan compared to HO-CB-RALB-SA across all
cloudlet sizes. For instance, with 1600 cloudlets, EDLB
records a total makespan of 93.76 sec., while HO-CB-RALB-
SA logs 461.87 sec., highlighting a significant improvement
in task completion time. The overall improvement of the total
makespan achieved 62.90% compared with HO-CB-RALB-
SA algorithm.

FIGURE 13. Total makespan.

Average makespan: provides insight into time efficiency
per task, which is especially important in scenarios with
varying task complexities. By focusing on this metric,
we can evaluate how well the algorithm handles individual

FIGURE 14. Average makespan.

tasks, ensuring high performance under diverse workloads.
Figure 14 illustrates that the EDLB algorithm consistently
outperforms HO-CB-RALB-SA with an average makespan
of 65.85 sec. for 1200 cloudlets compared to HO-CB-RALB-
SA 90.32 sec. This result underscores the EDLB algorithm
effectiveness in optimising task execution times. The overall
improvement in the average makespan compared to the HO-
CB-RALB-SA algorithm is 10%.

Execution time is critical for assessing the efficiency
of algorithm in utilising processing resources. Reducing
execution time not only decreases operational costs but also
increases throughput, which is paramount in large-scale cloud
environments. As shown in Figure 15, EDLB demonstrates
more efficient use of processing resources. For instance,
with 2,000 cloudlets, EDLB records an execution time of
81.29 sec., while HO-CB-RALB-SA requires 172.32 sec.,
further demonstrating the superiority of EDLB in terms of
execution time reduction. The overall average improvement
in execution time was 15.6%.

FIGURE 15. Execution time.

Resource utilisation reflects how effectively the algorithm
leverages available resources, with a higher percentage indi-
cating more efficient usage. As shown in Figure 16, EDLB
consistently maintains high resource utilisation. For instance,
in scenarios with 800 cloudlets EDLB achieves a resource
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TABLE 10. Comparison of HO-CB-RALB-SA (HO-CB.) and EDLB algorithms across various metrics.

FIGURE 16. Resource utilisation.

utilisation rate of 75.44% compared to HO-CB-RALB-SA
80.61%. This trend persists across various cloudlet sizes
confirming the robustness of EDLB in efficiently utilising
resources.

Even as the number of cloudlets increases, EDLB
maintains steady resource utilisation, while the HO-CB-
RALB-SA algorithm shows a decline. The overall improve-
ment of our algorithm, across cloudlet sizes ranging
from 400 to 2,000, was 3.8%.

Balancing percentage: measures the effectiveness of
workload distribution across available resources, with a
higher score indicating a more even distribution. Figure 17
reveals that the EDLB algorithm demonstrates superior
balancing capabilities, particularly in scenarios with higher
cloudlet counts. For instance, with 2,000 cloudlets, EDLB
achieves a balancing efficiency of 95%, while HO-CB-
RALB-SA manages only 45.2%. This superior balancing
performance is consistent across all tested scenarios. The
overall improvement of our algorithm, across cloudlet sizes
ranging from 400 to 2,000, was 59.2%.

Overall, the EDLB algorithm consistently outperforms
HO-CB-RALB-SA across all evaluated metrics, making it
a more reliable and efficient choice for managing cloud
computing tasks. The results clearly demonstrate the practical
benefits of EDLB, affirming its superiority over HO-
CB-RALB-SA. Table 10 illustrates the superiority of our
algorithm against the state-of-the-art algorithm.

Furthermore, EDLB algorithm employs a sophisticated
task allocation strategy by considering the completion times
of individual cloudlets before assigning them to VMs. This
ensures an optimal distribution of workloads, preventing

FIGURE 17. Balancing percentage.

imbalances that can negatively impact system efficiency.
In the event of SLA violations, EDLB dynamically relocates
cloudlets and adjusts CPU configurations when resource
insufficiencies are detected. By intelligently managing task
distribution based on cloudlet characteristics, EDLB con-
sistently achieves load balancing, reduces makespan, and
maintains high resource utilisation, even as the number of
cloudlets increases. This methodology distinguishes EDLB
from other algorithms that rely on random allocation, making
it more robust and efficient under varying conditions.

V. CONCLUSION AND FUTURE WORK
This research highlights the critical role of cloud computing,
particularly within the IaaSmodel, and emphasises the impor-
tance of employing advanced load balancing algorithms to
optimise resource allocation. The EDLB algorithm, evaluated
using the CloudSim toolkit, focuses on preemptive task
scheduling and cloudlet parameters such as arrival time,
task length, and deadlines. By doing so, it consistently
improves performance metrics and addresses SLA concerns.
The results confirm the reliability of the algorithm across
various scenarios, demonstrating its robust performance
under different quantities of cloudlets and VMs. Compared
to the benchmark algorithm, which employs random cloudlet
allocation, and the HO-CB-RALB-SA algorithm, EDLB
shows superior stability and load balancing capabilities. The
benchmark algorithm often leads to imbalanced workloads
and inefficiencies, while HO-CB-RALB-SA exhibits higher
execution times. In contrast, EDLB effectively balances
workloads, optimisesmakespan, execution time, and resource
utilisation, enhancing the overall efficiency of cloud-based
services.
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Future research should incorporate reliability and fairness
as key metrics to further strengthen the robustness of the
algorithm. Additionally, expanding the evaluation to include
a broader range of QoS parameters—such as response
time, throughput, and fault tolerance—would provide deeper
insights into its effectiveness. Furthermore, it is essential to
consider other resources, such as RAM, in the allocation
process, as this could impact the overall performance and
efficiency of cloud operations. Exploring the scalability
of EDLB in larger, more diverse cloud environments and
refining the inter-VM resource transfer mechanism, poten-
tially with machine learning for dynamic resource prediction,
could further optimise allocation. This could also extend the
applicability of the algorithm to emerging areas like green
computing.
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