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ABSTRACT Over 300 million people worldwide are affected by depression, with symptoms that have
a major impact on patients and, in the worst cases, can lead to suicide. As the severity of the disease
increases over time, early detection can save a patient’s life. The disease is diagnosed by professionals
using questionnaires that might be influenced by biases, and of which the accuracy and reliability are not
guaranteed. For this reason, an increasing number of studies are looking at physiological ways of detecting
the disease, with electroencephalogram-based machine learning prediction models having been successful
in recent years. However, the focus is not on the early detection of mild depression, which can be the entry
point to major depression. In this work, we developed a deep learning based model using a 1D convolutional
neural network to detect mild depression in resting-state electroencephalogram data. We evaluated the model
using a realistic world-like dataset and were able to achieve a balanced accuracy of 69.21%. With this result,
we are setting a new benchmark for resting-state-based early detection. Due to the low level of preprocessing
and the associated fast computing time and low computational intensity, our innovative approach can serve
as a basis for applications in the real world. This enables patients with suitable hardware to recognize the
disease themselves at an early stage and thus receive timely treatment to prevent further development.

INDEX TERMS Depression detection, early-stage, EEG, resting-state, CNN.

I. INTRODUCTION

Up to 800,000 people commit suicide worldwide, with
depression being one of the biggest causes [1]. With over
300 million people affected, depression is now one of the
most widespread diseases [2]. In patients suffering from
major depression, the illness can cause the person to have
suicidal tendencies [3]. As a result, one in three patients with
major depressive disorder (MDD) has attempted suicide [4].
Following the COVID-19 pandemic, the prevalence of
people with psychiatric disabilities and depression has also
increased [5]. At 80%, the largest proportion of psychiatric

The associate editor coordinating the review of this manuscript and

approving it for publication was Guolong Cui

disabilities and suicides occurs in middle- and low-income
countries [1], while at the same time, the availability of
treatment options is lowest there [6]. Due to the serious
effects of the disease and the limited treatment available,
it is essential to develop a simple and accessible method for
diagnosing depression.

There are usually no objective physiological tests to
diagnose psychological illnesses [7]. Likewise, depression
is also diagnosed using questionnaires [8], although their
reliability is increasingly being questioned [9], [10]. In addi-
tion, questionnaires can generally have the disadvantage of
containing biases, which might limit their objectivity [11].
Due to similar symptoms, two individuals with comparable
complaints, for example, may receive the same diagnosis
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despite having different diseases [12]. Since recognition
in this way also depends heavily on the patient, they can
influence it, for example, by not showing their real emotions
and trying to pretend something to the doctor [13].

For this reason, more and more work is being done
on the computer-aided automatic detection of MDDs in
patients [14], [15], [16] and Machine Learning (ML) as
well as Deep Learning (DL) methods in combination with
non-invasive electroencephalogram (EEG) data in particular
have recently shown potential for its recognition [17]. Several
works have already achieved a classification accuracy of over
90% [18], [19], [20], using ML methods such as logistic
regression [18] or support vector machines [19], as well
as DL methods such as Convolutional Neural Networks
(CNNs) [20]. Figure 1 compares between the traditional
approach using questionnaires and the modern approach
using physiological data.
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FIGURE 1. Computer aided depression detection.

One problem with depression is that it only affects a
patient’s behavior over time [21], and patients do not seek
professional help because of the social stigma [22], [23].
Without treatment, mild depression can develop into MDD
and cause the associated serious effects [24], and thus early
detection of the disease may even prevent suicides [25].
However, most research focuses on MDD classification
rather than early detection of mild depression, making early
intervention difficult [26]. Thus, one of the main reasons for
MDD disease is not getting timely treatment [27].

The automated detection of mild depression based on EEG
data is significantly more difficult than that of MDD [28].
Although, a few works have nevertheless achieved good
results based on EEG data generated with stimuli, using
CNNs [26], [29], and ML methods [30]. Using resting-state
EEG data, there is only one study that succeeded in detecting
mild depression with an accuracy of 68.87% [13].

The state-of-the-art research on computer-based automated
depression detection with EEG data reveals a research gap
that calls for a solution that reliably detects mild depression
using resting-state EEG data. Since many studies are not
subject-independent due to the small datasets and the results
are therefore not usable for applications in the real world [17],
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a solution is needed that guarantees that no data leakage
occurs during the evaluation of the approach.

In this work, we aim to close this research gap by
developing a CNN based on a dataset that well represents
real-world conditions, with which we can reliably clas-
sify mild depression patients and healthy controls using
resting-state EEG data. Thereby, we want to answer the
question whether DL methods are suitable for predicting mild
depression with resting-state EEG data.

Since it is in the nature of people suffering from depression
to seek little help [23], our solution should be designed in such
a way that it works without intensive computing power and
does not require complex preprocessing, and is therefore also
suitable for potential private use.

With regard to the research gap, the main contributions of
this work are as follows:

1) With a balanced accuracy of 68.57%, we set a new
benchmark for resting-state EEG-based detection of mild
depression based on ML methods.

2) We show an innovative 1D-CNN (SIEPTNet) architec-
ture that can be used in practice for early MDD detection
without the need for complex and computationally intensive
preprocessing of the data.

This work is structured as follows: First, we give an
overview of the disease and show symptoms and diagnostic
options, before presenting automated options for detecting
it. We then show our approach in the methodology section,
with the structure of the architecture and the training as well
as the evaluation process. In the results section, we then
show the outcomes and discuss them in the following section.
There we also briefly discuss the practical implications to
then complete the work with a summarizing conclusion and
potential future work.

Il. RELATED WORK

As outlined in the introduction, depression is a serious and
far-reaching psychiatric disability that affects over 300 mil-
lion people worldwide [2]. The symptoms of the disease can
be both psychological and physical. For example, sadness
and suicidal thoughts are psychological symptoms, while
headaches or back pain can be physical symptoms [31]. Even
though there are some medical and psychological treatment
options for mild to severe depression, there are too few
services available, especially in low-income countries [6].
When we talk about depression, we are usually referring to
MDD [8]. With industrialization, MDD has become one of
the most common diseases in industrialized countries [32].
Historically, depression is diagnosed via questionnaires,
which must be conducted by a trained medical professional
or psychologist [8].

A. HAMILTON DEPRESSION SCALE

The Hamilton Depression Scale is one of the most widely
used methods/questionnaires for diagnosing depression and
its severity [ 17]. The scale is a questionnaire, which originally
consists of 21 questions, each of which is rated with scores
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of 0-4 or 0-2, depending on the item. The individual scores
of the items are then added together to form the Hamilton
Depression Score, which is used to diagnose depression and
determine its severity [33].

There are four levels for the severity of depression.
An overall score of 0-6 corresponds to no depression. Scores
of 7-17 correspond to mild depression, while a score of 18-24
equates to moderate depression. Scores greater than 25 again
indicate that the patient has severe depression [34].

B. DEPRESSION DETECTION IN EEG DATA

Depression is a neuronal disorder that is usually diagnosed
using scales such as the Hamilton Depression Scale [33].
However, there has been increasing criticism of such
questionnaires for detecting depression for some time now
and their validity has been questioned [9], [10]. For this
reason, more and more studies are investigating ways of
detecting the disease using other measures. With the rapid
development of algorithms, ML methods combined with
(resting-state) EEG data have emerged as a promising method
for diagnosing MDD [17].

EEG data is a cost-effective and easy-to-use way of
recording physiological signals and therefore is suitable
for real-world scenarios [35]. Many studies have found
correlations and biomarkers for depression in EEG data. With
the hippocampus, the prefrontal cortex, and the amygdala,
depression mainly affects three areas of the brain. These
three areas are located in the temporal lobe, frontal lobe, and
frontal section of the temporal lobe of the brain, in the order
mentioned [8]. Especially in the right area of the brain and
in the frontal and parietal-occipital cortex, many studies have
shown connections with depression [36]. A study has found
that patients with MDD may have functional dysfunction in
the left hemisphere [37]. Frontal asymmetry, which describes
alpha band differences in the anterior right and left brain
regions, was also found to be a marker for depression risk
in the EEG data, with less activity in the left area indicating
depressive symptoms [38]. Last but not least, it also seems
that in subjects with depressive illness, the brain structure
appears more random [39].

Even if the markers are not always consistent between
the different research studies, they suggest that there must
be a connection between depression and the EEG signals.
Based on this information in the data, it should be possible
to recognize the differences between depressed and healthy
subjects. Since it is very difficult for a human being to detect
these differences visually, automated systems and algorithms
are needed to perform this task [26]. DL and ML methods
have proven to be suitable for this task in recent years [40].

1) MAJOR DEPRESSIVE DISORDER

Therefore, many studies have used these bio-markers to
predict MDD in subjects based on EEG data. Most studies
proceed in such a way that they make a binary classification
by taking a healthy control group and a second group with
depressed subjects (regardless of their severity).
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Cai et al. [41], for example, measured the EEG data in
combination with sound impulses and in the resting-state
using three electrodes and were able to predict MDD with
79% and 76% using the k-nearest neighbor algorithm [41].

With 90% and 98% respectively, Hosseinifard et al. [18]
and Khan et al. [20] achieved far better results. While
Hosseinifard et al. [18] use logistic regression classifiers,
Khan et al. [20] use 2D CNNs for the prediction of MDD.

Sharma et al. [19] found an even better accuracy of 99.58%
for the classification of MDD. They used a least square
support vector machine for the prediction.

Kaushik et al. [42] compared in their work whether MDD
can be better predicted with resting-state or task/stimuli-
related EEG data. They used several DL methods to predict
the vulnerability of MDD. They found that CNNs work best
and that resting-state data is better suited for prediction [42].

Wu et al. [17] have addressed the problem of many
detection studies that they work with a small dataset, which
means that most studies are not subject-independent or
data leakage occurs. Subject-independence means that no
information about people from the training dataset ends up
in the test dataset. For this reason, Wu et al. [17] used a
large dataset and achieved a balanced accuracy of 84% in the
detection of MDD subjects using support vector machines by
means of strict cross-validation [17].

In addition to these examples, many other studies have
detected MDDs using various ML methods with a maximum
accuracy of over 90% [14], [15], [16]. This study selection
shows that ML and DL methods are well-suited for detecting
MDD in subjects.

2) EARLY STAGE DETECTION

Contrary to the fact that the majority of the research is
concerned with the detection of MDDs, most of the people
suffering from the disease only have mild depression [43].
Mild depression develops in severity over time [24] and can
develop into MDD without treatment. However, there is no
focus on early detection of the disease, which prevents early
intervention [26]. Cognitive impairment increases with the
severity of the depression, which means that earlier stages
of the disease are more difficult to detect without testing
than more advanced stages [28]. Even if the focus is not on
recognizing mild depression, there are few works that have
addressed the topic.

Li et al. [26], for example, predicted mild depression with
an accuracy of 85.62% using CNNs. They used images of
facial expressions to emotions as stimuli. Here they used
transfer learning with CNNs and a combination of the EEG
data, their RGB images once with and once without location
information with leave one subject out validation [26].

In an earlier paper, Li et al. [30] also developed a mild
depression detection algorithm and aimed to find biomarkers
in the EEG data that are related to mild depression. Here,
too, facial expression emotion images served as stimuli, and
several ML algorithms were used to make the predictions.

VOLUME 12, 2024



P. Penava, R. Buettner: Early-Stage Non-Severe Depression Detection Using a Novel CNN Approach

IEEE Access

With 92% to 98%, the authors achieved very good results
and were also able to find that the left parietotemporal lobe
in the beta EEG frequency band has a greater effect on the
detection [30].

Using the same stimuli, Li et al. [29] again attempted to
detect mild depression using EEG data in a more recent study
with an innovative CNN method. Here, however, they use
a more complex approach by using functional connectivity
matrices of the EEG data as an image and taking these as
input for a 2D CNN. With this approach, the authors achieve
an accuracy of 80.74% [29].

A less complex approach that requires fewer preprocessing
steps was implemented by Thulasi et al. [13]. The authors
used resting-state EEG data recorded with the consumer EEG
headset Neurosky Mindwave Mobile 2. Using several ML
algorithms, they tried to detect mild depression in the data
and achieved an accuracy of 68.87% with a support vector
machine [13].

In addition to the few studies that deal with the classifi-
cation of subjects as healthy or with mild depression, many
studies have carried out further severity detection in addition
to the classification into healthy vs MDD after diagnosis
with MDD. For example, Mahato et al. [44] predicted the
severity based on the resting state EEG data with 79% after
the detection of depression with 96% using support vector
machines. Li et al. [45] first detected depression using a CNN
with an accuracy of 66.4% and then detected the severity of
the depression with an accuracy of 66.93%. The authors note
that the results are inferior in comparison, but this may be
due to the minimal preprocessing and cleaning of the data in
their work, as artifacts can have a large impact on predictive
power [45].

TABLE 1. Related work for EEG based mild depression detection.

Author | Year | Method Stimuli Accuracy | Subjects
Thulasi | 2023 | Support Resting- 68.87% 55
et al Vector State
[13] Machine
Lietal. | 2020 | CNN Emotional 80.74% 51
[29] (functional Facial Ex-

connectivity | pressions

matrices)
Lietal. | 2019 | Transfer Emotional 85.62% 51
[26] Learning Facial Ex-

with CNN pressions
Lietal. | 2016 | Several ML | Emotional 92% to | 37
[30] algorithms Facial Ex- | 98%

pressions

3) OUR WORK

From the presented state-of-the-art research in the field
of EEG-based depression detection, it quickly becomes
apparent that the distinction between a healthy control
group and mild/non-severe depression is a little-studied
phenomenon, which can also be seen in table 1. Many of the
studies deal with MDDs and use specially prepared data sets,
although early detection of the disease is also very important,
as shown.
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Of the few studies that deal with this topic, only one works
with resting-state EEG data since it is particularly difficult to
predict non-severe depressions, as the characteristics of the
effect are only very weakly pronounced in these [46].

Last but not least, some of the studies use datasets in
which the subjects with MDD are already being treated
with medication, which can falsify the classification results,
as these can have an influence on the EEG data [47]. On the
other hand, there are data leakage problems in many studies,
whereby information from the same subject gets into both the
training and test data, which can also distort the results [12].

Therefore, in this work, we want to investigate whether
we can predict mild depression at an early stage using
resting-state EEG data, based on a dataset that better repre-
sents the real-world setting and does not focus on subjects
with MDD. We take care to ensure subject-independence and
use modern DL methods for prediction.

lll. METHODOLOGY

The aim of this work is to show a CNN model architecture
for the detection of depression that is able to recognize the
disease in a early-stage on the basis of resting-state EEG
data. In this way, we can show that modern ML methods can
support the analysis of the disease, making it possible to take
preventive measures. Using a novel 1D CNN architecture,
we set the benchmark based on a new dataset. The following
section provides an overview of the materials used in the
analysis and the methods employed. We then apply a K-Fold
Cross Validation during the training process.

Since modern ML methods and CNNs in combination
with EEG data have already achieved success in depression
detection [17], we first built a CNN architecture adapted to
the dataset. To prevent data leakage during the optimization
process, we do not apply optimization due to the relatively
small dataset, but evaluate the metrics using the trained
model.

A. DATA PREPROCESSING
Most EEG devices provide their data in the “.eeg”, “.vmrk™
and ‘““.vhdr” formats via interfaces. In this work, the EEG
data are also available in these formats, and we first load
them and have to convert them into the correct format for
processing by the CNN. The data is available in raw form,
and our aim is to preprocess the data as little as possible
to avoid a time-consuming and hardware-intensive process
for real-world applications. Minimal preprocessing can have
the disadvantage of increasing noise in the data, which
can affect the accuracy of a classifier. However, since the
removal of noise from the raw EEG data and the associated
preprocessing steps significantly increase the computational
intensity, it would complicate a real-world application.
Therefore, we first apply only a notch filter to remove
the power line noise [48] and resample the data at 250 Hz.
In addition, we filter out the data points marked with
“eyes open” so that we only work with the “‘eyes closed”
data. Then we remove the base channel from the EEG
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data. Typically, EEG data represent time series that are of
a complex nature and are processed using more complex
ML methods such as Long Short-Term Memory networks.
However, Buettner et al. [49], for example, showed that
spectral analysis can be used to reduce complexity by
converting the time series data into frequency domain
data. Therefore, we apply a power spectral density (PSD)
method according to Welch’s approach [50], using a lower
starting frequency of 0.5 Hz and not limiting the EEG
subbands to the upper end of the spectrum. We use the PSD
method of the MNE library [51]. Welch’s algorithm works
by calculating the distribution of the data using a sliding
window, calculating the periodogram in the segments, and
then averaging all estimates of the segments [50]. Classically,
EEG data is divided into five coarse subbands (delta, theta,
alpha, beta, and gamma). However, the method using PSD
offers greater information content, as the data is divided into
finer sub-bands [52], [53], [54].

The CNN model can now be trained with the preprocessed
data. The data is transferred to the model in “.csv’’ format,
whereby the data represents one row per subject and no
subject occurs in two rows, thereby avoiding data leakage
and guaranteeing subject-independence. One row consists of
62 elements times 1,020 frequency bands.

As afinal step, we apply Synthetic Minority Oversampling
Technique (SMOTE) to the training data during preprocess-
ing. We made sure that SMOTE was only applied to the
training data in each fold individually after splitting the data
in order to avoid leakage. With SMOTE, new samples are
generated based on the interpolation of neighboring instances
of the minority class. On the one hand, this ensures that the
data set is balanced and, on the other hand, serves the purpose
of avoiding overfitting in the model [55]. Overfitting occurs
when there is not enough data available and the model learns
the data by heart and does not generalize and thus achieves
good results in classifying the training data but does not work
on the unseen test data [56].

B. MODEL ARCHITECTURE
The model is adapted to the data of the ‘““.csv” file and
thus has an input layer that expects a one-dimensional
vector (per subject) containing the 62 channels times 1,020
frequency bands. Figure 2 shows the architecture of our
model. By reducing the complexity of the data, we were able
to design a simpler architecture with a 1D CNN, which, for
example, does not have to consider temporary dependencies.
SIEPTNet was designed by us and represents an archi-
tecture that is suitable for the classification of EEG data.
In general, more complex CNN architectures outperform
simpler ML algorithms for most applications [52]. SIEPTNet
has a total of 13 layers. All three convolutional layers
are one-dimensional and have a kernel size of three with
64 filters. Each of the convolutional layers is followed by a
batch normalization layer. Layers five, nine, and ten are each
max pooling layers with a pool size of two and where padding
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is permitted. A dropout layer with a rate of 0.8 is added after
the first and third max pooling layer to avoid overfitting. The
last two layers are a standard flat layer and finally a fully
connected dense layer with a single output unit and a sigmoid
activation function. The model is compiled with an Adam
Optimizer [57] and a fixed learning rate of 1e-4 using a binary
cross-entropy loss function.

SIEPTNet is orientated towards EEGNet, a compact CNN
for the classification of EEG data [58], but on the contrary
is a ID CNN specialized in the classification of EEG data
pre-processed by spectral analysis. In the last layer, the
model outputs the binary decision whether a person is healthy
or in the early stages of depression. Compared to the 2D
convolutions used in EEGNet, SIEPTNet can calculate with
less complex 1D convolutions and has the advantage of not
having to perform a temporal analysis, since spectral data is
used.

C. PROCESS OF TRAINING

For the training of the SIEPTNet model, the subjects in the
database are divided into training and testing splits with a
ratio of 90/10. Since we use cross validation, a validation set
is not required. In addition, we do not optimize the model,
which guarantees that there is no data leakage when training
with the test data.

We use a K-fold cross validation with 10 folds. The
multiple folds ensure that the performance of the model
is generalizable and does not depend on randomly lucky
splits of the data set. In K-fold cross validation, the data is
divided into K segments of equal size, one of which is left
out for testing in each iteration. The overall accuracy of the
model is then averaged across the folds to obtain a valid
result. To ensure that each fold contains the same percentage
distribution of classes, we used a stratified K-fold. This also
increases the generalizability of the results [59].

With each iteration, the model is trained with 90% of the
subjects and tested with 10% of unseen subjects. Since we
want to avoid data leakage, we tested the model without
optimization. Often the data is not cleanly separated and
information from the test data is transferred to the model
during hyperparameter tuning, for example [17]. However,
since we want to achieve strict subject independence, we have
not optimized or tuned the model and can therefore reliably
determine via the 10 folds whether depression can be
predicted in early stages with unknown subjects. The model is
reloaded for each fold and therefore contains no information.

D. EVALUATION METRICS AND PROCEDURE

During training, several evaluation metrics are measured and
saved in each fold, from which the final performance metrics
are derived by averaging. We used the following metrics
for this: Accuracy, Balanced accuracy, True positive rate
(sensitivity or recall), True negative rate (Specificity), and the
Area Under the Curve (AUC) score.
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FIGURE 2. SIEPTNet architecture.

First, the accuracy of the model indicates how effective
it is overall without taking into account the distribution
of classes in the dataset [60]. Balanced accuracy is used
to calculate these imbalances. It represents the arithmetic
mean of sensitivity and specificity [61], [62]. While the true
positive rate indicates how well positive classes are correctly
classified [63], the true negative rate indicates how accurately
negative classes are assigned [60].

In addition to the evaluation metrics presented, we use the
averaged confusion matrix across the 10 folds to gain deeper
insights into the classification errors.

E. DATASET

As Cukic et al. [12] noted in their review, there is no standard-
ized dataset for the detection of depression from EEG data in
general. As described in the research background, most work
deals with the detection of MDD. In this work, however, our
goal is to achieve early detection of depression, which is why
many datasets are not suitable for us.

We therefore chose a dataset that is part of the Leipzig
Study for Mind-Body-Emotion Interactions (LEMON)
dataset [64] to demonstrate the quality and reliability of
our approach. Although the dataset does not focus on
depression detection, it contains the resting-state EEG data
of 203 subjects, which were recorded using 62 electrodes.
There are 16 minutes of resting-state EEG data per subject,
eight of which were recorded and labeled with eyes closed
and eight with eyes open.

Although the LEMON dataset is not designed for depres-
sion detection, many past and present psychiatric syndromes
were assessed using the Standardized Clinical Interview for
Diagnostic and Statistical Manual of Mental Disorders. The
severity of the depression was also measured using the
Hamilton Depression Scale.

Table 2 shows the distribution of the summed Hamilton
scores achieved. As explained in the Research Background,
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TABLE 2. Hamilton score distribution.

Score | O | 1 [ 2|3 (4|56 |7 |89
Count| 58| 45| 34| 25{ 20| 13| 6 | 6 | 2 | 3

the Hamilton score consists of several items that are assessed
individually and then added together to form a score. This
summed score determines the severity of the depression.
A total score of less than seven indicates no depression, while
scores between seven and 17 indicate mild depression. Scores
above 17 correspond to moderate and severe depression [65].
In order to create a binary classification problem, we adhered
to the cut-off values and grouped scores 0-5 into the healthy
group and subjects with scores greater than six into the mild
depression group. We leave out the six subjects with a score
of six to have a clear separation.

In the LEMON data set, EEG data was measured from a
total of 211 subjects. After we merged the EEG data with
the Hamilton scores according to subject id, 203 subjects
remained as a database from which both EEG data and
Hamilton scores were available [64]. Of these 203 subjects,
187 are in the healthy group while 16 suffer from moderate
depression. Even though the data set thus contains a small
number of affected subjects, it is very well suited for
our research goal of early detection of depression. In the
world, around 4.4% of humanity suffers from depression [1],
while around 7% of the subjects in the data set have mild
depression. The data set therefore represents the real world
scenario quite well and thus serves as a good basis for
investigating whether depression can be recognized in the
early stages in realistic scenarios.

IV. RESULTS
For the development of our CNN we used Google Colabora-
tory (Colab), a cloud service from Google based on Jupyter
Notebook. In Colab we used an NVIDIA Tesla T4 GPU with
up to 15 gigabytes of GPU-RAM and up to 12 gigabytes of
system RAM.
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FIGURE 3. Confusion Matrix - 10-fold cross-validated.
TABLE 3. Evaluation indicators of our approach.

Performance indicator Value

Accuracy 68.57%
Balanced accuracy 69.21%
True positive rate (Sensitivity) 70.00%
True negative rate (Specificity) 68.42%

Figure 3 shows the confusion matrix with the average
results of the ten folds. To calculate the values, we simply
added up the individual confusion matrices of the iterations
and divided them by ten, which gave us a reliable average
result. The matrix shows how many subjects from the test
splits of the cross validation were assigned to which class
and is therefore representative for the performance of the
prediction.

The individual values of the confusion matrix can also
be used to calculate the more detailed evaluation metrics,
which are shown in table 3. Again, these are the average
values across the 10 folds, as this guarantees that we do not
present any lucky splits. Due to the unbalanced dataset, the
balanced accuracy value of 69.21% is decisive for the actual
performance of the classifier.

V. DISCUSSION

To the best of our knowledge, we are the first to use a CNN for
resting-state EEG-based classification of healthy controls and
subjects with mild depression. We are therefore setting a new
benchmark for this case with a balanced accuracy of 69.21%.
Since we have a strong imbalance between the distribution
of subjects across the two classes in the underlying data,
balanced accuracy is a very meaningful metric in this case,
as it takes this imbalance into account.

The confusion matrix in figure 3 also shows once again
that the test splits also contain more healthy control subjects
than subjects with mild depression. However, because we
stratify the data in the ten folds, the distribution in the test
split also represents the distribution of the entire dataset
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and thus approximately the real population. It can also be
seen that of the average 1.6 subjects with mild depression
per fold, around 68% were correctly classified, which is
also evident from the true negative rate. At the same time,
of an average of 18.7 healthy control subjects, around 70%
were correctly classified, which is also reflected in the true
positive rate. For mental health data, the true negative rate
is particularly significant. The impact of a patient who
would be wrongly classified as a person with a psychiatric
disability is lower in cases such as depression than a patient
who is wrongly classified as healthy, which is why these
metrics need to be monitored closely. The slightly different
results of the confusion matrix and the actual performance
indicators are due to the automatic truncation of the decimal
places in the confusion matrix. The values show that both
within the healthy controls and among the subjects with
mild depression, the classifier makes equally good decisions,
which shows that no class performs excessively well, which
would influence the overall result. In our scenario, the
more serious error would be to classify a subject with mild
depression as healthy. However, this error does not occur
conspicuously more frequently, which once again confirms
the quality of the model.

Compared to many previous works, we have taken great
care to avoid data leakage through cross-validation. Many
of the previous works have not been able to guarantee
100% subject-independence through optimization attempts
or training with multiple samples of a single subject, which
has led to the model being partially trained with data
that is very similar to the test data, which can affect
performance [17]. For this reason, we deliberately decided
not to optimize the model and to use the entire data per subject
as one sample, which guarantees that our results are subject-
independent. In this way, we have ensured that independence
is validated prospectively in order to analyze performance
accurately.

Besides our work, there is only the approach of
Thulasi et al. [13] who also use EEG data generated without
stimuli to predict mild depression. The authors simply report
the standard accuracy, which is not entirely meaningful due
to the imbalance of the dataset. Nevertheless, we still exceed
the result of 68.87% with our method. The other papers that
also use resting-state data do not make a binary classification
between healthy controls and subjects with mild depression,
which makes a comparison difficult. However, like us,
another paper used minimal preprocessing and did not
remove artifacts, for example, and they distinguished mild
depression from MDD with an accuracy of 66.93%. Again,
we outperform the reported value with our classifier.

Even if we do not achieve optimal results in the classi-
fication of mild depression and healthy controls, our work
and the comparison with the state-of-the-art should show
that our approach achieves competitive results. In this work,
we deliberately decided not to carry out any elaborate prepro-
cessing in order to save computing power and complexity,
which in turn increases practicability and usability in the
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real world. Due to the minimal preprocessing, however, the
EEG data with which the model is trained contains more
artifacts, which can negatively influence the performance
of the classifier [66], [67]. In the future, the architecture
shown could be further optimized with computationally more
efficient preprocessing methods to remove noise and thus
achieve higher accuracy. Similarly, with a larger dataset
containing more subjects, the model could achieve enhanced
robustness and generalizability, as subject independence
would be strengthened.

A. PRACTICAL IMPLICATIONS

As already explained, the nature of the disease makes it diffi-
cult for patients to seek help themselves and social stigmas
make it difficult to communicate depression publicly [22],
[23]. However, as depression can develop from a mild stage
into a severe stage [24], early detection is vital [25].

At the same time, over 450 million people worldwide are
affected by some form of mental disorder [1], creating a
shortage of mental healthcare providers and psychiatrists,
which contributes to their overload [68]. In the healthcare
sector, the idea of remote rehabilitation has been around for
some time, where mobile sensors can be used, for example,
to monitor the physiological parameters of patients [69]. The
problem with EEG sensing devices, however, was that they
were difficult to use and too expensive for private use [70],
[71]. However, over the last few years, more and more
companies have been involved in the development of more
practical and cheaper wireless EEG devices, which has led to
several consumer devices now being on the market [72].

These devices could enable mobile (self-)assessment
of the disease. The approach shown in our work could
contribute to making such mobile sensors possible. The
results shown demonstrate the potential for early detection
of depression, while at the same time taking care to work in
a resource-saving manner, which enables the use on mobile
sensors. These sensors could then, for example, enable a
preliminary check for the early detection of mild depression,
on the basis of which healthcare facilities could take initial
preventive measures, while the patients could remain mainly
anonymous.

A possible next step would be to integrate the approach
shown into a web environment so that patients can access
it remotely and obtain information about their depressive
status based on their EEG [12]. This provision could lead to
more frequent and earlier recognition of depression, which
would enable timely treatment and at the same time relieve
the burden on the healthcare system.

VI. CONCLUSION

In this work, we have demonstrated a novel method
for DL-based early detection of mild depression based
on resting-state EEG data. With SIEPTNet, we have
demonstrated an innovative 1D CNN architecture that
achieves promising results with a balanced accuracy of
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almost 70% and, at the same time, works in a resource-saving
manner, which enables it to be used in the real world.

Thereby, we were able to close the previously identified
research gap, which requires a solution for the reliable
detection of mild depression using DL. methods. We were also
able to positively answer the research question of whether
DL methods are suitable for predicting mild depression with
resting-state EEG data. The state-of-the-art has also shown
that many preliminary studies are not subject-independent,
which is necessary for use in the real world [17]. Due to the
data set used, which reflects the conditions of a real scenario
well, we were able to guarantee subject-independence
through strict subject-based cross validation.

A. LIMITATIONS

Even if our results are promising and we can thus answer
the research question formulated at the beginning and
close the research gap identified, there are limitations. As part
of the study, we deliberately decided to use a dataset that
does not focus on depression so that we can depict a scenario
that is as real as possible. However, this only allowed us
to build a binary classifier for the prediction of a mild
depression in the study. In addition to the two stages of
mild and no depression, more severe states also exist, whose
influence on our model might be investigated. Nevertheless,
it is difficult to identify a suitable dataset that contains
enough patients with severe depression who are not yet
undergoing treatment, which would falsify the results due to
medication [47]. Another limitation is the validation of our
architecture. For the use case of mild depression detection,
we have already successfully demonstrated its suitability.
Nevertheless, it would be insightful if the same architecture
could be tested in other application areas with resting-state
EEG data.

B. FUTURE WORK

In future research, we want to tackle these limitations
ourselves and implement further research ideas on the
subject.

A major point is the dataset, where we want to use mobile
(consumer) EEG sensors to collect a realistic dataset that
includes both mild and no depression subjects, but also
more severe patients, and thus test our approach. We want
to investigate the influence of a more severe course of the
disease on our model and perhaps develop a more holistic
model for predicting all stages that also works with mobile
EEG sensing devices.

In a further study, we also want to increase the inter-
pretability of the model by using explainable artificial
intelligence methods such as DeepLIFT [73] to understand
the decisions of our model and thus possibly generate
insights for understanding the disease and other mental
health diagnostics in general. Even if the explanation of
EEG-based DL models has not yet been studied much, there
are promising approaches [74].
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And last but not least, in a series of further studies, we want
to test our newly developed CNN architecture for other
resting-state EEG-based application areas such as working
memory or personality prediction in order to increase its
validity.
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