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ABSTRACT In recent years, vulnerabilities in industrial control systems have increased substantially. The
operational environment’s availability constraints hinder penetration testing from the attacker’s perspective
as a viable vulnerability management method, thereby limiting the ability to map attack flows fully.
To address this, research has been focused on understanding attack techniques by analyzing vulnerability
descriptions that detail the attack flow of these vulnerabilities. However, existing research faces the
challenge of not fully capturing the overall meaning of sentences, as it relies on word embedding-based
learning for vulnerability information. This study proposes the V2TSA model, which uses a semantic
approach to extract attack technique information from vulnerability descriptions. Additionally, the study
seeks to identify the most efficient attack techniques by applying a threshold of at least 10% for the
similarity probability between vulnerability and attack technique descriptions. Compared to expert analysis,
the proposed model effectively identifies specific attack paths associated with vulnerabilities. Moreover,
the vulnerability attack information can be leveraged to implement appropriate detection and mitigation
strategies.

INDEX TERMS Vulnerability analysis,MITREATT&CK, operational technology, adversary-centric, attack
detection, attack mitigation.

I. INTRODUCTION
The number of vulnerabilities identified in industrial control
systems has been increasing at an average annual growth rate
of 25.32%.

Organizations implement mitigation policies from a
defender’s perspective by utilizing existing resources such
as Common Weakness Enumeration (CWE), Common
Attack Pattern Enumeration andClassification (CAPEC), and
Common Vulnerability Scoring System (CVSS) [1].
However, due to the emphasis on availability in oper-

ational environments, vulnerability management from an
attacker’s perspective, such as penetration testing, is not uti-
lized [2]. This limits understanding of the complete attack
flow, including the stages of exploitation and subsequent
impact [3].

The associate editor coordinating the review of this manuscript and

approving it for publication was Tiago Cruz .

Applying existing defense mechanisms without a thorough
understanding of attack flows can lead to significant damage,
especially in operational technology (OT) environments such
as critical national infrastructure.

Recognizing this risk, 96% of decision-makers in most
organizations consider it important to identify potential cyber
attackers.

Consequently, vulnerability management from an
attacker’s perspective is becoming increasingly crucial.
In particular, identifying exploit paths has emerged as a key
challenge.

To address this, organizations employ methods to iden-
tify attackers within their operational environments based
on vulnerability information. Recent research has focused
on extracting attack-related information from vulnerability
descriptions.

Some studies have focused on extracting attacker-related
information by leveraging existing data. As illustrated
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in Fig. 1, these approaches combine knowledge-based
graphs with expert analysis techniques to achieve this
extraction.

However, this approach has limitations in terms of time
consumption when processing large volumes of vulnerability
information.

FIGURE 1. Utilizing existing data for mapping vulnerabilities with attack
techniques.

To address time constraints, some studies have used AI
algorithms. However, these face challenges due to training
data limitations, failing to capture the complexity of vulner-
ability descriptions. These limitations have resulted in two
main problems. First, there is an inability to accurately iden-
tify sentence components and their roles within vulnerability
descriptions. Second, this leads to ineffective associations
with specific attack techniques.

To overcome this challenge, this study proposes the Vul-
nerability to Attack Techniques using a Semantic Approach
model. This model identifies MITRE ATT&CK framework
techniques by performing semantic analysis on CVE descrip-
tion information, which provides detailed vulnerability data.
The proposed model employs a semantic role labeling (SRL)
algorithm in conjunction with a deep learning model to
achieve this analysis.

The contributions of this study are as follows:

• Semantic Analysis for Attack Technique Identifi-
cation: The proposed model uses SRL to identify
attack techniques from CVE descriptions, accurately
determining attack paths.

• IntegrationwithMITREATT&CKFramework: By
Linking CVE data with MITRE ATT&CK techniques
enhances security detection by providing detection and
response strategies.

• Semantic Structure Analysis of Vulnerability
Descriptions: This model enhances analysis of attack
techniques by understanding semantic structures
beyond keyword detection.

• Identification of Attack Paths and Response Strate-
gies: By analyzing similarities between vulnerabilities
and attack techniques, the model identifies opti-
mal attack paths, enhancing detection and response
strategies.

II. BACKGROUND
This study details the vulnerability and attacker-related infor-
mation to be utilized. Additionally, it explains the methods
used to link vulnerability and attack technique informa-
tion, highlighting the benefits that can be gained from this
connection.

A. COMMON VULNERABILITY INFORMATION BASED ON
TEXT
The Common Vulnerabilities and Exposures (CVE) list is a
public repository of computer security vulnerabilities. It is
managed by the MITRE Corporation under the supervision
of the Cybersecurity and Infrastructure Security Agency
(CISA) of the U.S. Department of Homeland Security.
CVE data is provided in database format through sources
such as the National Vulnerability Database (NVD) and the
Computer Emergency Response Team/Coordination Center
(CERT/CC).

FIGURE 2. Additional information in the CVE description.

The NVD’s CVE details include publication and modifica-
tion dates, a description of the vulnerability, information on
the CVSS, reference data, and details about the weakness and
related assets. The vulnerability description, as unstructured
data, covers aspects like attacker types, impacts, and attack
vectors. As shown in Fig. 2, this description serves as a basis
for integrating additional data [4].
This information is essential for identifying the required

pre-attack and post-exploitation processes, uniquely link-
ing vulnerabilities to specific versions of software systems,
applications, or components. Analyzing unstructured data
in this context involves a detailed understanding of each
component’s role within a sentence.

For instance, if a keyword like ‘‘File Deletion’’ is used
without considering the role of sentence components, one
might overlook crucial vulnerability-related details, such as
‘‘delete arbitrary files on -’’ and erroneously identify attack
techniques based solely on the keyword.

Relying on keyword-based linkage can be misinterpreted
as an evasion tactic when analyzing attack techniques. How-
ever, identifying the components related to the vulnerability’s
specifics makes it possible to assess the attack technique’s
impact on system availability more accurately.

B. TACTICS, TECHNIQUES AND PROCEDURES OF
ATTACKER
The MITRE ATT&CK framework categorizes global cyber
attacks, detailing tactics, techniques, procedures (TTPs),
associated groups, software, and detection methods [5].

This information can reveal additional attack vectors, pro-
vide mitigation strategies, and offer detection insights when
attack techniques are identified from existing vulnerability
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data. For example, Fig. 3 illustrates documents and projects
associated with the ATT&CK framework.

One notable initiative is the ‘‘CVE to Attack’’ project [6],
available on GitHub. In this project, experts analyze CVE
descriptions to identify associated techniques.

The U.S. National Security Agency has also released the
‘‘Technique Cyber Threat Framework’’ [7], which helps pri-
oritize mitigation efforts across 14 different tactics.

FIGURE 3. Related documents and projects based on the MITRE ATT&CK
framework.

Furthermore, studies such as D3FEND [8], also developed
by theMITRECorporation, detail defensive cyber techniques
using over 500 examples from the U.S. Patent Office. This
catalog systematically maps defensive techniques to corre-
sponding attack methods. MITRE also offers CSV files that
link TTPs with the NIST 800-53 standard, making these
resources publicly available.

The adoption of MITRE ATT&CK-based documents and
projects is steadily increasing. Notably, identifying TTPs
based on vulnerability information, traditionally performed
manually through established methodologies, is increasingly
automated through artificial intelligence.

C. NEED FOR IDENTIFYING TECHNIQUES BASED ON
VULNERABILITY INFORMATION
From a defender’s perspective, vulnerability reports often
provide limited information because they fail to capture the
attacker’s detailed attack vectors and potential impacts.

Therefore, by identifying the techniques utilized by
attackers based on descriptions provided in standard vul-
nerability information, defenders can gain several critical
benefits:
• Providing Vulnerability Detection Methods [9]: As

attack tactics diversify, scenarios become virtually infi-
nite. The MITRE ATT&CK framework provides data
for detecting specific tactics. Linking this with vulnera-
bilities helps identify related attack techniques and data
sources, aiding in precise attack path identification.
This process assists in detecting attacks and identifying
alternative paths that exploit vulnerabilities, potentially
revealing new vulnerabilities.

• Providing Vulnerability Mitigation Methods [10]:
After vulnerability detection, implementing appro-
priate mitigation measures is crucial. The MITRE
framework offers mitigation strategies for attack

techniques linked to vulnerabilities. For example,
network segmentation (M1039) mitigates the defense
impairment technique T1562.While various mitigation
measures exist, considering mitigation prohibitions is
equally important to protect unintended targets. This
approach enables effective vulnerability mitigation
strategies.

D. SEMANTIC ANALYSIS OF TEXT INFORMATION
SRL is a natural language processing task that assigns roles
to words and phrases within a sentence to elucidate their
fundamental semantics and syntactic structure [11].

This process considers the complex relationship between
sentence structure and meaning. Fig. 4 [12] illustrates SRL
analyzing the sentence ‘The San Francisco Examiner issued
a special edition around noon yesterday.’

In SRL, part-of-speech (POS) tagging identifies and clas-
sifies the grammatical roles of words within a sentence.
It assigns grammatical labels to each word using tags such
as ‘DT’ (determiner) or ‘NNP’ (proper noun). This tag-
ging system enables the application of various linguistic
analysis rules, laying the foundation for deeper semantic
analysis.

Through such semantic analysis, we can make judg-
ments on complex issues like ‘‘who did what, to whom,
and how it was changed.’’ Furthermore, by accurately
extracting causation and roles in this process, we can signifi-
cantly enhance contextual understanding in natural language
processing.

However, while SRL effectively analyzes individual sen-
tences, it has limitations in recognizing relationships between
sentences. To maximize SRL’s analytical potential and
achieve a broader contextual understanding, integration with
additional language models is necessary.

FIGURE 4. Example of semantic role labeling analysis.

III. RELATED WORK
Various studies utilize different formats, enumerations, and
knowledge-based graphs to identify attack techniques based
on vulnerability data. These existing studies have been
classified and analyzed, as depicted in Fig. 5.

The analysis of related research in the third stage reveals
three primary limitations: shortcomings in semantic analy-
sis, difficulties in assessing the causes of outcomes, and the
absence of criteria for identifying optimal attack techniques.
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FIGURE 5. Analysis of related research development.

These identified limitations underscore the need for the
proposed study.

For each of these three limitations, we describe the back-
ground of the study from which the limitations were derived
and the proposed study.

A. IDENTIFICATION OF ATTACK TECHNIQUE BASED ON
GRAPH
The first step in research on linking vulnerabilities and attack
techniques was done manually, not automated.

The following studies manually generated graphs using
existing connections between vulnerabilities, weaknesses,
attack patterns, and attack techniques.

Hemberg et al. [13] introduced a bidirectional aggregate
data graph that facilitates relational path tracing between the
enumerations and categorizations of CVE, CWE, CAPEC,
and MITRE ATT&CK enterprise tactics and techniques.

The implementation of this graph database is based
on data extracted from the existing CVE-MITRE infor-
mation available on GitHub. The BRON graph enables
tracing the path from an attacker’s tactical goals to
the target information involved in the attack and vice
versa.

Varkas and Llias [14] proposed a knowledge-based graph
that utilizes a interconnected knowledge base graph of
CVE-CWE-CAPEC-MITRE ATT&CK to achieve this.

Lukas et al. [15] proposed a study to address the limitation
of insufficient data when connecting CVE to MITRE using
publicly available information.

This approach is achieved through exploratory link-
ing, where the association between CAPEC and MITRE
ATT&CK is clarified by referring to threat reports to analyze
the relationship.

Like these studies, This graph-based method connects tex-
tual information using pre-existing data or manual analysis
instead of semantic analysis. Utilizing resources like CWE
and CAPEC to integrate CVE information into the MITRE
framework facilitates a causal analysis of the relationships
between attack techniques.

B. IDENTIFICATION OF ATTACK TECHNIQUE BASED ON
NATURAL LANGUAGE PROCESSING
Several studies have been conducted to identify MITRE
ATT&CK techniques by applying artificial intelligence to
vulnerability-related information.

These studies utilized CVE descriptions and related data,
such as vulnerability reports, threat analyses, and datasets
provided by the European Union Agency for Cybersecurity
(ENISA).

Their findings consistently align with the tactical and
technical information outlined in the MITRE ATT&CK
framework.

Lakhdhar et al. [16] leverages explicitly vulnerability-
related information, including CVSS scores, vulnerability
integrity, confidentiality, impact on availability, CWE, and
affected products, among other factors. The AI model was
trained using the ENISA dataset.

This study leverages vulnerability-related information to
identify tactics from theMITREATT&CK framework for the
enterprise.

Gionanidis et al. [17] identifies attackers’ techniques based
on CVE description information. The study addresses the
issue of insufficient labeled training data by employing trans-
fer learning through universal language model fine-tuning
(ULMFiT).

Similarly, Grigorescu et al. [18] conducted a study
that identified attack techniques based on CVE descrip-
tion information. This study utilized a dataset pro-
vided by the ‘‘mapping MITRE ATT&CK to CVEs
for impact methodology’’ and 993 manually labeled
CVEs.

Machine learning classifiers such as NB and SVC were
employed, while deep learning models include a Convo-
lutional neural network (CNN) with Word2Vec and two
versions of BERT.

Additionally, the study employed the local interpretable
model-agnostic explanations (LIME) technique to elucidate
the extracted values, addressing the black-box limitations of
AI models.

Domschot et al. [19] is another study that identifies attacker
tactics using ransomware threat reports and data from the
Reports Classification by Adversarial Tactics and Techniques
(rcATT) GitHub repository.

The first approach involves selecting features based on the
information content of specific phrases or words for a given
class. It also considers the information gained from other
variables when certain variables are known.

Kuppa et al. [20] conducted a study that utilized 690 cyber-
security articles, 63,720 vulnerability reports, and 37,000
threat reports.

Initially, the CVEswere contextualized using BiLSTM and
subsequently embedded with Word2Vec. Additionally, tech-
niques were employed to label characters and word tokens
within the CVE information. Finally, feature extraction was
performed to account for the complex relationships and
sequences in the text data.
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In the second layer, vector conversion of CVE text data was
performed, and encoders containing information related to
each ATT&CK technique, CVEmitigation details, and attack
scenario information were incorporated.

Branescu et al. [21] identified MITRE ATT&CK tac-
tic information from CVE description data. This study
involved learning the connection between existing CVE
IDs and Tactics, followed by determining the similarity of
the corresponding CVE descriptions. The process utilized a
transformer encoder architecture and large language models
(LLMs) to perform natural language processing on textual
information. Due to the existing training data imbalance, fine-
tuning was performed using the F1-Score as the evaluation
metric.

These studies utilized natural language processing meth-
ods and artificial intelligencemodels to extract relevant attack
information from CVE data inputs. Various performance
measures and countermeasures were employed to achieve this
goal.

C. IDENTIFICATION OF ATTACK TECHNIQUE BASED ON
SEMANTIC ANALYSIS
The next phase of research involved adding a new approach
to analyzing the sentences in the studies mentioned above
related to automatic identification of attack techniques.

These studies are based on semantic analysis, which iden-
tifies the components and roles of sentences, rather than the
usual similarity checks.

MITRE Engenuity [22] employs the Delphi method on
CVE descriptions to identifyMITREATT&CK for enterprise
attack techniques corresponding to three impact and tech-
nique classifications: ‘‘vulnerability type,’’ ‘‘function,’’ and
‘‘exploitation technique.’’

This process involves security experts analyzing the mean-
ing of CVE information to identify appropriate attack tech-
niques. Consequently, experts semantically analyze all the
sentences and identify specific attack techniques when cer-
tain keywords are present. This project advances by linking
specific words to specific attack techniques.

Aghaei et al. [23] explored the relationship between vul-
nerability information from CVE descriptions, threat actions,
and techniques described in the ATT&CK TTP framework.

They utilized SRL techniques to extract subject-verb-
object (SVO) structures from CVE descriptions and defined
feature classes based on these available inMITRE Engenuity.
These feature classes were used to create a learning model
of feature-relevant sentence component pairs. The features
identified in the model were subsequently associated with the
MITRE ATT&CK TTP.

Soltani et al. [24] proposed a method to compare the
performance of how well LLMs understand the cyber-attack
domain by associating vulnerabilities with attack techniques.

Through expert analysis, they collected relationship data
labeled with CVE,MITREATT&CKTTP, and vulnerability-
related information. They then used language models to

extract embedding values and analyzed cosine similarity.
The method’s effectiveness was verified by comparing the
final identified values with those identified from the existing
expert analysis.

Abdeen et al. [25] conducted a study that connects the tex-
tual components of CVE descriptions with MITRE technique
information by performing semantic analysis and linking
them based on sentence similarity. This was done by training
a model on sentences related to an attack to derive embedding
values from the CVE descriptions.

The probability values for all techniques derived from the
CVE were then calculated, and only the top three techniques
were identified as the result.

The study also mentioned that a causal analysis of the
results was possible but did not perform such an analysis.

All four studies identifiedMITREATT&CK techniques by
performing semantic analysis using expert methods or SRL
techniques based on CVE information. While this approach
addresses the limitations of traditional keyword-based
identification, it also has drawbacks.

D. LIMITATION OF EXISTING STUDIES ON THE
IDENTIFICATION OF ATTACK TECHNIQUE
Table 1 presents a comparative analysis of studies that
identified attack techniques based on the three approaches
discussed earlier.

All three of the perspectives of research link attack
techniques to specific vulnerabilities.

The graph-based research conducted in the first phase
was able to link vulnerability information and attack pattern
information together, so it was possible to analyze the cause
of attack technique identification in most cases.

However, there are limitations in identifying attack tech-
niques for new vulnerabilities because the research was
conducted using only existing data.

This means that automatic linking is not possible,
and there are limitations in finding the optimal linking
criteria through semantic analysis and inclusion prob-
ability values between sentences in natural language
processing.

Then, in the second step, a natural language processing-
based study that utilizes artificial intelligence to perform
automatic attack technique identification is able to identify
the corresponding attack technique when a new vulnerability
is entered.

However, it suffers from the black box problem, which is a
fundamental limitation of AI, and the limitation of sentence
semantic analysis due to the general preprocessing.

It also has the limitation that the probability between vul-
nerability and attack technique is derived, but there is no
optimal threshold to identify the attack technique.

Finally, the study performs semantic analysis, which is
a limitation mentioned in the previous two related studies.
This study performs semantic analysis to identify attack tech-
niques more accurately when analyzing sentences using AI.
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TABLE 1. Existing study analysis on the identification of attack technique.

However, the fundamental black box limitation of AI is
not solved, and there is a limitation that the identification
threshold for the probability value of the attack technique is
not clear at all stages.

In this study, we aim to conduct semantic analysis to
identify accurate attack techniques based on vulnerability
description information, derive a clear basis for the resulting
values by solving the black box problem, and set a threshold
for the probability values derived for optimal attack technique
identification.

The existing study proposes a method that employs SRL
for the semantic analysis of sentences. It extracts the probabil-
ity of each attack technique and the associated vulnerability
description information to perform a causal analysis of the
final results, thereby addressing these limitations.

IV. STUDY ON ALGORITHM MODELING FOR
IDENTIFYING ATTACK TECHNIQUES BASED ON
SEMANTIC ANALYSIS
In this study, we propose an algorithm to model the iden-
tification of MITRE ATT&CK for enterprise techniques
based on textual vulnerability information. We have named
this method the Vulnerability to Attack Techniques using a
Semantic Approach (V2TSA) model. The summary process
is outlined in Fig. 6, and the detailed process is depicted in
Fig. 7.

A. DATA GENERATION BASED ON SEMANTIC ANALYSIS
1) DATA COLLECTION
In this study, we utilize three types of data: CVE information,
MITRE ATT&CK for Enterprise Techniques & Procedures.

First, to collect vulnerabilities related to industrial control
systems (ICS), we performed web scraping of ICS-CERT
advisories from 2016 to February 2024, resulting in 5,962

FIGURE 6. Process of identifying attack technique based on vulnerability
information.

data entries [26]. However, since ICS-CERT advisories do not
provide CVE description information, we used the National
Vulnerability Database (NVD) data feed [27] provided by
NIST to obtain CVE descriptions.

The second type of data involves techniques from MITRE
ATT&CK for Enterprise. These data are available in Excel
format from the MITRE Corporation’s ‘ATT&CK Data &
Tools’ page [28].

The current version, v15.1 [29], includes details such as
technique ID, technique name, sub-technique ID and name,
detection information, related URLs, associated tactics, last
modification date, and platforms. The data used in this study
focus on the technique ID, name, description, and tactic
information, totaling 202 attack technique entries.

Finally, we collected procedure information, which links
actual attack instances from campaigns, software, and groups
to technique information. Similar to the method used for
collecting technical information, these data are also provided
in Excel from the ‘‘ATT&CK Data & Tools’’ page on the
MITRE Corporation website.

The Enterprise dataset includes 25 campaigns, 632 soft-
ware, and 132 groups, excluding sub-technique information.
248, 4,383, and 1,214 pieces of procedure information
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FIGURE 7. Algorithm modeling for identifying techniques based on semantic analysis.

TABLE 2. Features and detailed information of training data.

were extracted from these, totaling 5,845 actual attack-based
technique procedure data entries.

Table 2 summarizes these three types of learning data,
detailing the column names and the information contained
within.

2) SEMANTIC ANALYSIS OF TEXT DATA
Semantic analysis is performed as a preprocessing step
for the collected learning data. This process involves
extracting attack-related sentences using the SRL model
from the input CVE descriptions. It also includes output

technique descriptions and actual attack technique procedure
descriptions.

The primary library used in the preprocessing process
is spaCy [30], an open-source natural language process-
ing software in Python. Additionally, semantic analysis
of the sentences is conducted using the AllenNLP Model
v2.10.1 SRL predictor [31].

The steps for semantic analysis of each description in this
study are outlined in Algorithm 1.

The first step is ‘‘Sentence Separation,’’ which allows
each sentence to be analyzed independently by dividing
the text into individual sentences using the spaCy library’s
sentencizer.

The second step is ‘‘SRL Extraction,’’ which performs
semantic analysis on each sentence to identify verbs and
their semantic roles, assigning these roles to related elements.
This step utilizes the SRL model of AllenNLP for semantic
analysis.

The third step is ‘‘Verb Identifier Addition,’’ where unique
identifiers are added to each occurrence of a verb if it appears
multiple times within the same sentence to distinguish them.
For example, in the sentence ‘‘The user logs in and logs the
error,’’ the verb ‘‘logs’’ would be differentiated as ‘‘logs_1’’
and ‘‘logs_2.’’

The fourth step is ‘‘Dictionary Conversion,’’ which
involves converting the analyzed SRL results into a dictionary
format.

The fifth step is ‘‘ARG0 Addition.’’ Here, ARG0 refers
to the actor related to the verb in the sentence, which helps
accurately understand the sentence’s meaning. For example,
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Algorithm 1 Text Processing
1: function Semantic Analysis(inputText)
2: sentences← Sentence Separation(inputText)
3: sentenceResults← initialize empty dictionary
4: for sentence in sentences do
5: srlResults← SRL extraction(sentence)
6: srlResults← Verb Identifier Addition(srlResults)
7: srlDictionary← Dictionary conversion(srlResults)
8: srlDictionary← ARG0 Addition(srlDictionary)
9: sentenceResults[sentence]← srlDictionary
10: end for
11: attackSentences← Attack Sentence

extraction(sentenceResults)
12: return attackSentences
13: end function
14: function Sentence Separation(text)
15: Load spaCy language model
16: sentences← use sentencizer to divide text
17: return sentences
18: end function
19: function SRL extraction(sentence)
20: Load AllenNLP SRL model
21: srlResults← Tagging sentence components and their role
22: return srlResults
23: end function
24: function Verb Identifier Addition(srlResults)
25: for verb, index in srlResults do
26: if verb occurs more than once then
27: update verb with unique identifier (e.g., verb index)
28: end if
29: end for
30: return srlResults
31: end function
32: function Dictionary conversion(srlResults)
33: dictionaryF ormat← converts SRL tags to the dictionary
34: return srlDictionary
35: end function
36: function ARG0 Addition(srlDictionary)
37: for ARG0 in srlDictionary do
38: if ARG0 is missing then
39: infer ARG0 based on context and add to srlDictionary
40: end if
41: end for
42: return srlDictionary
43: end function
44: function Attack Sentence extraction(srlDictionary)
45: Attacksentences← initialize empty list
46: for sentence, ARG0, verbs in srlDictionary do
47: if ARG0, verbs meet attack criteria then
48: add sentence to Attacksentences
49: end if
50: end for
51: return Attacksentences
52: end function

if the verb ‘‘gain’’ in ‘‘The attacker uses a tool to exploit a
vulnerability and gain control.’’ does not explicitly show its
subject, the context indicates ‘‘The attacker’’ as the subject,
which is then added to ARG0.

The final step uses the analyzed results to extract attack
sentences related to exploitation. This step involves filter-
ing based on the subject, object, and verbs, using criteria

FIGURE 8. WordCloud using ARG0(subjects, objects) from information
related to vulnerability and attack technique.

FIGURE 9. WordCloud using verbs from information related to
vulnerability and attack technique.

frequently found in the data collected during the vulnerability
and attack technique data collection stage.

Words such as ‘‘have’’, ‘‘be’’, ‘‘that’’, and ‘‘[’’, and
‘‘]’’ which do not contribute to the meaning are treated
as stopwords before identifying frequently used subjects,
objects, and verbs. Subsequently as shown in Fig. 8 and 9,
a WordCloud [32] is used to visualize word frequencies.

The top sentences that includewords like ‘attacker,’ ’adver-
sary,’ ‘user,’ ’vulnerability,’ and ‘device’ are selected as attack
vectors. Additionally, verbs such as ‘allow,’ ’compromise,’
‘use,’ ’identify,’ and ‘execute’ are considered.

Based on these findings, Table 3 outlines the purpose and
necessity of each step.

Fig. 10. shows the application of this process to an exam-
ple: ‘‘Heap-based buffer overflow in FManagerService.exe
in Schneider Electric Accutech Manager 2.00.1 and earlier
allows remote attackers to execute arbitrary code via a crafted
HTTP request.’’.

B. SENTENCE EMBEDDING GENERATION BASED ON NLP
MODEL
1) SELECTION OF PRE-TRAINED MODEL FOR SENTENCE
COMPARISION
Bidirectional encoder representations from transformers
(BERT) have demonstrated high performance in various
sentence classification and pair regression tasks [33]. A cross-
encoder architecture, which applies full attention to both
sentences for detailed comparison, is commonly used. How-
ever, this approach is slow, making it impractical for real-time
applications [34].
To address this limitation, the bi-encoder architecture

is utilized. This architecture substantially reduces process-
ing time; for example, clustering 10,000 sentences using
a bi-encoder can save approximately 65 h compared to a
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TABLE 3. The purpose and significance of the data preprocessing step.

FIGURE 10. Example of data generation based on semantic analysis.

traditional cross-encoder. This substantial reduction in time
makes the bi-encoder approach more suitable for practical
applications where speed is a critical factor.

In this study, we apply Sentence-BERT, a model utilizing
a bi-encoder structure, for training. Sentence-BERT excels in
tasks requiring semantic textual similarity, such as document
clustering and information retrieval.

2) FINE-TUNING FOR APPLICATION IN THE ATTACK DOMAIN
Sentence-BERT is generally trained on everyday language,
limiting its ability to effectively capture the nuances and
specifics of cybersecurity contexts [35]. To address this issue,

FIGURE 11. Process of Fine-Tuning for application in the attack domain.

we fine-tune the model using enterprise MITRE ATT&CK
data. The fine-tuning process proceeds as shown in Fig. 11.

This fine-tuning process tailors the model to better under-
stand and embed sentences related to cyberattacks. It ensures
the model is fast, efficient, and accurately responsive to the
specialized needs of cybersecurity.

Before data labeling, attack sentences extracted from var-
ious attack techniques and procedures are consolidated to
create a fine-tuning dataset. Two types of labeled datasets are
subsequently utilized:

First, label ‘1’ data comprises attack sentences extracted
from the same technique ID (TID). Since each sentence in
this set originates from the same TID, it is assumed that it
shares a common attack objective and is thus labeled ‘1’.

The criteria for determining the appropriate set size for
‘‘label ‘1’’’ data are based on each technique’s minimum and
median number of attack sentences. The median is used in
addition to the minimum because relying solely on the min-
imum (typically two sentences) would result in insufficient
comparisons, hindering effective evaluation.

The range of attack sentences extracted from each tech-
nique varies from 2 to 894, with 89 different sentence lengths
observed. Based on the frequency distribution, amedian value
of 27 sentences is calculated.

Consequently, when the number of attack sentences
extracted from a single attack technique exceeds 27, they are
randomly grouped into subsets of 27 sentences each.

However, attack sentences that result in fewer than 27 sen-
tences are considered positive data. To ensure sufficient data,
pairs of sentences are randomly formed, with a minimum
group size of two sentences. This process is illustrated in
Fig. 12.
Conversely, data labeled as ‘0’, representing negative data,

consists of attack sentences extracted from different TIDs.
Each set contains 27 sentences, each originating from a differ-
ent TID. Because these sentences come from distinct TIDs,
they are presumed to have different attack objectives and are
labeled ‘0’.

In this way, the MITRE ATT&CK for enterprise dataset
is constructed; for fine-tuning, the dataset is balanced with a
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FIGURE 12. Process for generating train data of fine-tuning.

1:1 ratio, resulting in 11,775 positive data points and 11,775
negative data points from the enterprise perspective.

C. ATTACK TECHNIQUE PROBABILITY ESTIMATION
LINKED TO VULNERABILITY
1) SELECTION OF PROBABILITY ESTIMATION MODEL
Using sentence embeddings extracted from the proposed
BERT model, we quantitatively assess the likelihood that
each embedding corresponds to one of the 202 enterprise
techniques. While reviewing various models for measuring
similarity, we found limitations. Traditional models generate
only linear boundaries or require substantial resources to
capture nonlinear relationships, leading to significant time
constraints.

To address this, we employ the multinomial LRmodel [36]
to determine the inclusion probabilities. This model is partic-
ularly suitable when the dependent variable is nominal with
no inherent order or ranking. It is also ideal when more than
two categories are involved.

The model calculates probability based on the following
equation [37].

P (Y = k |X = x) =
eβ0k + eTkx∑K
l=1 eβ0l + eTl x

(1)

By applying this equation to the proposed probability
extraction method, the algorithm generates probabilities.
These correspond to the 202 attack techniques associated
with vulnerabilities, as outlined in Algorithm 2.

This study proposes calculating these probabilities by
deriving the inclusion probabilities of the 202 ATT&CK tech-
niques from vulnerability description data. Table 4 briefly
explains the functionality of Algorithm 2.

Algorithm 2 Predict Probability of Attack Techniques
1: function PredictTechniques(Techniqueembedding,
coefficients)
2: maxProbabilities← array of length 202 initialized to 0
3: for SentenceEmb in Techniqueembedding do
4: sentenceProbabilities← CalcProbs(SentenceEmb,

coefficients)
5: for i← 1 to 202 do
6: if sentenceProbabilities[i] > maxProbabilities[i] then
7: maxProbabilities[i]← sentenceProbabilities[i]
8: end if
9: end for
10: end for
11: return maxProbabilities
12: end function
13: function CalcProbs(SentenceEmb, coefficients)
14: expValues← empty list
15: for beta in coefficients do
16: dotProduct← DotProduct(beta, SentenceEmb)
17: expValue← exp(dotProduct)
18: Append(expValues, expValue)
19: end for
20: totalExp← Sum(expValues)
21: probabilities← empty list
22: for expValue in expValues do
23: probability← expValue/totalExp
24: Append(probabilities, probability)
25: end for
26: return probabilities
27: end function

TABLE 4. Descriptions of functions used in the pseudocode.

In the CalProbs function, equation (1) from the multino-
mial LR model is employed, with the total number of classes
incorporated into the PredictTechnique function.

Table 5 presents the variables referenced in equation (1),
detailing their usage and significance within the pseudocode.
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TABLE 5. Descriptions of variables used in formulas and pseudocode.

FIGURE 13. Generating attack technique probabilities based on the
multinomial logistic regression model.

Based on these conditions, the probabilities derived for
each attack technique ultimately determine the ranking of the
202 attack techniques, as illustrated in the process shown in
Fig. 13.

2) TRAINING OF PROBABILITY ESTIMATION MODEL
The model’s final output comprises probability values that
indicate the likelihood of vulnerabilities associated with each
of the 202 attack techniques.

Embedding training related to these techniques is essential
for accurately classifying and predicting these probabilities
using the embedding values derived from the sentence-BERT
model.

FIGURE 14. Multinomial logistic regression model training process.

As illustrated in Fig. 14., this process involves adjusting
the weights for each attack technique or class to account
for the varying sizes of their corresponding attack sentences.

The most common method for weight adjustment is
applied using equation (2):

weight =
total_samples

num_classes∗class_samples
(2)

This formula calculates the weight by dividing the total
number of samples by the product of the number of classes
and the number of samples for a particular class. This weight
adjustment is implemented in the source code by setting the
class weight parameter.

Applying these weights during the training process con-
siders the significance of each sample when calculating the
loss function. This effectively addresses the issue of data
imbalance among different classes. This approach ensures
the model appropriately recognizes each attack technique’s
varying importance. It also responds effectively to their
representation within the training data.

3) THRESHOLD DEFINITION FOR OPTIMAL ATTACK
TECHNIQUE IDENTIFICATION
When embeddings from the proposed BERT model are input
into the Multinomial Logistic Regression(MLR) model, val-
ues are generated. These values indicate the probability that
each of the 202 attack techniques is associated with a given
vulnerability. Techniques with very low probabilities are
excluded from consideration.

We evaluate performance using test data to determine the
most appropriate threshold for identifying relevant attack
techniques. This test data comprises 835 CVE-MITRE
records [38] from the MITRE Engenuity Center for
Threat-Informed Defense (CTID) attack_to_cve project.
Fig. 15 shows the probability distributions of the attack
techniques for each of the 835 data points.

To set the threshold, we examine the probability distribu-
tion. The mean probability is 0.086, the median is 0.027, and
the standard deviation is 0.224. The top 25% of data have
probabilities of 0.093 or higher.
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FIGURE 15. Probability distribution of attack techniques for
835 vulnerabilities.

FIGURE 16. Performance comparison based on different thresholds.

Using this information, we define the range for the thresh-
old. For probabilities below 0.1, intervals of 0.02 are used,
while for probabilities above 0.1, intervals of 0.05 are applied.
Precision, recall, accuracy, and F1-Score are calculated for
each threshold, as shown in Fig. 16.
Based on these results, three key thresholds are considered:

0.02, 0.1, and 0.8. A threshold of 0.02 achieves the high-
est accuracy and recall, indicating a near perfect prediction
true positives but with many false positives. A threshold of
0.1 provides the highest F1-Score, balancing the prediction
of positive cases with prediction accuracy. Finally, threshold
of 0.8 results the highest precision, meaning most predicted
positives are true positives, though many actual positives may
be missed.

Therefore, this study sets the threshold at 0.1, or 10%,
to ensure a balanced outcome in predicting relevant attack
techniques.

V. PERFORMANCE EVALUATION
A. METHODS FOR MODEL PERFORMANCE EVALUATION
The performance of the proposedmodel is assessed using two
distinct approaches.

The first approach focuses on evaluating the model’s
performance through semantic analysis. This method deter-
mines the effectiveness of the semantic analysis applied in
this study. To assess accuracy, we compare the results with

the MITRE Engenuity CTID attack_to_cve project, which
employs the Delphi method to analyze descriptions and iden-
tify technique information based on expert opinions.

The second approach evaluates the explainability of the
SRL model’s results. This approach mitigates artificial intel-
ligence’s black-box nature, a limitation frequently noted
in previous studies. By analyzing the explainability of the
model’s outcomes, we aim to ensure that the results are both
understandable and verifiable.

B. SEMANTIC ANALYSIS-BASED MODEL PERFORMANCE
EVALUATION
To assess the effectiveness of the semantic analysis approach
proposed in this study, we leverage the results from the
MITRE Engenuity CTID attack_to_cve project. This project,
which was also utilized during threshold setting for perfor-
mance evaluation, employs the Delphi method to identify
MITRE ATT&CK for enterprise attack techniques based on
CVE descriptions.

The classification is conducted across three cate-
gories of influence: ‘‘vulnerability type,’’ ‘‘function,’’ and
‘‘exploitation technique’’ [39].

Using this project for performance evaluation allows us to
verify whether the semantic model proposed in this study
accurately interprets sentences, given that it is grounded
in expert opinions that assess the general meaning of the
sentences.

The evaluation utilizes 835 CVEs collected during the data
collection phase, facilitating a comparative analysis with the
CVEs employed in the project.

When assessing the overall accuracy across all CVEs, the
model achieved a result of 52.83%, indicating suboptimal
performance.

We adopted a different approach to refine the evaluation
and focused on more critical CVEs. Specifically, we utilized
CVSS scores, defining scores of 9+ as critical and scores in
the 7+ range, also considered critical in OT environments,
as our evaluation range [40].
The data were then divided into four categories: CVSS

scores of 9+ and below 9 and CVSS scores of 7+ and below
7. The performance evaluation results for these categories are
presented in Table 6.

When comparing performance across these ranges,
we observed that the results for the more critical CVEs (9+
and 7+) were superior to those for the less critical CVEs
(below 9 and 7).

This indicates that, while the proposed model’s overall
performance could be much higher, it demonstrates greater
effectiveness in analyzing and identifying attack techniques
associated with more critical vulnerabilities.

C. ANALYZING THE CAUSE OF THE RESULT
A key challenge in using AI models for predictions is the
‘black-box’ problem. Previous studies have also highlighted
the difficulty in identifying clear causes behind the results.
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TABLE 6. Performance evaluation results by CVSS range.

FIGURE 17. Results of CVE-2019-3723 and cause analysis through SRL.

To address this, our study employs SRL analysis to investigate
the underlying causes of the results. Through SRL analysis,
attack sentences are extracted and then probabilistically com-
pared with each attack technique to determine the final attack
techniques.

In other words, employing SRL enables us to pinpoint
the attack sentence, which is the sentence component that
most substantially influences the identification of each attack
technique. For instance, the cause is identified in the analysis
of the results for CVE-2019-3723, as illustrated in Fig. 17.

For each CVE, the Technique information is output along
with the index values of the list of Attack Sentences. By using
the extracted index values, we can extract the corresponding
Attack Sentences from the list, thereby performing cause
analysis.

This method enables a transparent and explainable
approach to understanding how each attack technique is iden-
tified, addressing the ‘black box’ issue and providing clear
insights into the factors influencing the model’s predictions.

VI. CASE STUDY
The case study compares the results obtained from the
MITRE Engenuity CTID attack_to_cve project, conducted

FIGURE 18. Selecting case study data.

under the ‘‘Semantic Analysis-Based Model Performance
Evaluation,’’ with vulnerabilities that occurred in an opera-
tional environment.

This comparison is not based on performance metrics
used in previous evaluations but focuses on manually ana-
lyzing whether the attack techniques identified from the
vulnerability information are appropriate.

This manual analysis aims to determine the relevance and
accuracy of the attack techniques identified by the proposed
model in real-world scenarios, ensuring that the identified
attack techniques are valid and applicable to the specific
vulnerabilities analyzed.

A. IDENTIFY TECHNIQUE FOR OPERATIONAL
TECHNOLOGY VULNERABILITY
Based on the Delphi method, we identify 18 vulnerabilities
as shown in the following Fig. 18.
The comparison of the results from the existing CTID

project and the proposed model for these identified
vulnerabilities is presented in Table 7.

B. CONDUCTING COMPARATIVE ANALYSIS TO EVALUATE
THE EFFECTIVENESS OF SEMANTIC ANALYSIS
Using the identified attack technique information, we ana-
lyzed the results of the proposed model and the existing
project based on specific vulnerability descriptions. The
comparative analysis employed the LLM model, ChatGPT,
alongside a passive heuristic method.

This approach helps determine which model or algorithm
is more effective at identifying attack techniques based on
vulnerability description information. A summary of the vul-
nerability descriptions and their relationship to each attack
vector is presented in Table 8.

In the case of CVE-2016-1409, the vulnerability descrip-
tion mentions a denial-of-service attack. This prompted the
model proposed in this study to identify T1499 and T1498,
which are related to denial-of-service attacks. Additionally,
T1557 was identified by analyzing the description’s meaning.
This was done by comparing the probability with attack
description information, even though it wasn’t directly men-
tioned in the vulnerability description. It was determined that
interception or modification of network traffic through the
neighbor discovery protocol (NDP).

In the existing CTID project, T1189 is not directly related
to the vulnerability description, as it pertains to accessing a
system when a user visits a website.
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Similarly, in the case of T1203, the vulnerability descrip-
tion does not explicitly mention exploiting a software vul-
nerability in a client application, making it challenging to
observe a direct connection.

However, the existing CTID project can derive attack vec-
tors for potential future impacts not directly outlined in the
vulnerability description. This is achieved by extrapolating
possible paths or impacts based on the information associated
with the vulnerability.

In this context, T1189 and T1203 can be inferred to assume
that a Cisco device has a web interface and that a user visits
a vulnerable web page, which automatically triggers an NDP
message.

As another example, the vulnerability description for CVE-
2018-8835 mentions remote code execution. Our model
identifies T1190, T1203, and T1210 as related techniques.
Additionally, it identifies T1105 and T1036 by analyzing
the description’s meaning and comparing it with attack tech-
nique descriptions. T1105 is linked to processing malicious
tools after remote code execution, while T1036 involves
manipulating an ’.mp3’ file to appear legitimate.

In contrast, existing CTID projects identified T1204 and
T1574. T1204 is interpreted as direct user execution of
malware, which differs from the remote code execution men-
tioned in the vulnerability description. Additionally, T1574,
described as a remote attack disrupting local system execu-
tion, may not be directly related to this vulnerability.

However, similar to the previous example, we can derive
attack vectors related to subsequent impacts that are not
explicitly mentioned in the vulnerability description.

From this perspective, T1204 is relevant because the same
vulnerability could be exploited by a user rather than a remote
attacker. Moreover, T1574 could represent an exploit tech-
nique using privileges gained from a remote attack. This
technique might be used to control the execution flow in the
local system. Such control could lead to subsequent impact
scenarios.

In the case of CVE-2018-14819, the vulnerability descrip-
tion mentions remote code execution. The model proposed in
this study identifies T1203 and T1210 as related techniques.

In contrast, existing CTID projects identify T1574, which
involves disrupting the execution flow in the local system.
This differs from the remote code execution described in the
vulnerability description.

However, as with previous examples and considering the
characteristics of CTID projects, T1574 could represent an
attack vector for subsequent impacts where a remote attacker
gains privileges to control the flow of the local system.

Finally, in CVE-2018-7499, T1210 and T1190were identi-
fied as exploiting software vulnerabilities in remote services,
as described in the vulnerability information. Additionally,
attack techniques such as T1059 were also identified,
as attackers can leverage these remote services to execute
arbitrary code.

In contrast, existing CTID projects identified T1574
and T1499. T1574 appears unrelated as it’s interpreted as

FIGURE 19. Results of CVE-2019-3723 and cause analysis through SRL.

disrupting execution flow in local systems. This differs from
the remote code execution mentioned in the vulnerability
description. Additionally, DOS attacks like T1499 are not
mentioned in the vulnerability description, making it difficult
to identify this attack technique from the description alone.

However, T1574 could be used as an attack vector for
subsequent impacts not detailed in the vulnerability descrip-
tion. It represents scenarios where a remote attacker gains
the ability to control the local system’s execution flow. Simi-
larly, T1499 could be utilized to derive information about the
vulnerability’s potential impacts.

When all 18 vulnerabilities are analyzed in this way, the
following summary can be seen in Fig.19.

#A represents the part of the proposed model that excludes
the standard attack techniques identified in the proposed
model. In contrast, #B represents the part of the CTID
methodology that excludes the standard attack techniques
identified in the CTIDmethodology. #C denotes the common
attack technique identified in both models.

In this context, #C corresponds to the attack techniques
explicitly mentioned in the vulnerability description and can
exploit the vulnerability.

For #A and #B, in addition to the standard techniques,
attack techniques that are either mentioned in the vulnerabil-
ity description and can exploit the vulnerability or techniques
that are not mentioned but could be applied in other ways
based on a later understanding of the vulnerability’s impact,
are identified.

In the case of #A, which includes the attack technique iden-
tified by the proposedmodel, the advantage lies in identifying
techniques based on the vulnerability description that can
exploit the vulnerability, with a success rate of approximately
85%.

Conversely, in the case of #B, all the techniques identified
in #C are recognized as impact information, except for those
identified in #A. This is due to the CTID project’s focus
on identifying attack techniques based on the vulnerability’s
impact information.

This approach can determine the impact after the vulner-
ability is exploited and identify additional attack paths that

VOLUME 12, 2024 166755



D.-Y. Kim et al.: V2TSA: Analysis of Vulnerability to Attack Techniques Using a Semantic Approach

TABLE 7. Comparative analysis of techniques targeting OT vulnerabilities.

TABLE 8. Comparative analysis of vulnerabilities with no commonality to existing research.

could be revealed based on the impact rather than just the
techniques used to exploit the vulnerability.

In conclusion, the model proposed in this study can
identify more accurate attack paths based on vulnerability
information.

However, the likelihood of identifying impact infor-
mation or additional attack vectors not mentioned in
the vulnerability description is lower than the exist-
ing CTID project, highlighting a limitation of this
study.
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TABLE 9. Comparison of vulnerability detection methods based on
identified attack techniques.

VII. DISCUSSION
Based on the attack technique information identified in the
proposed model and the CTID methodology, we will assess
how each vulnerability can be detected and mitigated.

This assessment aims to determine whether the appro-
priate attack technique has been identified and whether the
detection and mitigation measures are suitable.

A. ANALYZING ATTACK DETECTION METHODS FOR
VULNERABILITIES IN OPERATIONAL TECHNOLOGY
Using the attack techniques identified from vulnerabilities
in the operational environment in the case study, we applied
the detection information provided by the MITRE ATT&CK
framework.

This analysis was conducted on the four vulnerabilities
in the case study to evaluate how accurately and efficiently
the exploits identified based on the vulnerability description
detect the vulnerabilities, as shown in Table 9.

CVE-2016-1409 affects the NDP implementation in the
IPv6 stack of certain Cisco IOS versions. Exploiting this
vulnerability, remote attackers can cause a DoS by sending
crafted NDP messages.

The detection scheme for the attack techniques identified
in the proposed model focuses on detecting DoS attacks
through network monitoring and server logging. Real-time
network traffic monitoring can quickly identify fabricated
NDP messages. Additionally, server log analysis helps detect
suspicious activity related to this vulnerability.

In contrast, the CTID methodology identifies specific
attack techniques through various methods. These include
URL inspection, network intrusion detection for identifying
malicious code, and monitoring endpoints for anomalous
behavior.

However, URL inspection is unsuitable for network-level
attacks that exploit the NDP, and malware detection methods
cannot identify manipulated NDP messages. Additionally,
more than monitoring individual endpoints is required to
detect NDP attacks that affect the entire network.

In conclusion, the proposed model’s detection scheme
effectively identifies DoS attacks exploiting the NDP.

It achieves this through network traffic analysis and server
log monitoring.

CVE-2018-8835 is a double-free vulnerability caused by
a memory management issue in the Advantech WebAccess
HMI designer when handling ‘.mp3’ files. It allows remote
code execution.

The proposed model’s detection scheme identifies various
attack techniques, including abnormal DLL loading, irreg-
ular network traffic, packet anomalies, and unusual process
behaviors. By comprehensively monitoring these aspects,
it serves as an effective early warning system in complex
attack scenarios.

In contrast, The CTID methodology identifies specific
attack techniques and applies detection methods focused
on monitoring changes in executables, environment vari-
ables, and identifying malicious files. These methods effec-
tively identify tampering with specific files or environment
settings.

However, they are limited in detecting memory manage-
ment issues or changes in DLL loading, as noted in the
vulnerability description. Moreover, the lack of network
traffic analysis hinders detection of remote code execution
attempts.

Therefore, the detection scheme identified through the pro-
posed model is more suitable for detecting and responding to
double-free vulnerabilities.

CVE-2018-14819 is an out-of-bounds read vulnerability
when a program reads data beyond its allocated memory
range.

The proposed model’s detection techniques offer a
broad security scheme. This approach can indirectly detect
memory-related vulnerabilities by monitoring anomalous
behavior, unusual DLL loading, and suspicious network
traffic.

By monitoring these indicators, attack attempts exploiting
such vulnerabilities can be detected early.

In contrast, the CTID methodology’s detection methods
focus primarily on system changes. However, they are some-
what limited in directly addressing memory vulnerabilities,
such as out-of-bound reads.

This approach effectively monitors filesystem changes,
including binary hashing and registry modifications. How-
ever, it doesn’t directly detect changes in memory access
patterns or anomalous behavior.

The proposed model’s detection approach is more relevant
for detecting such vulnerabilities. Still, it also has limitations
because its broader scope of monitoring does not specifically
target memory manipulation.

CVE-2018-7499 is a stack-based buffer overflow vulner-
ability in multiple versions of Advantech WebAccess that
allows an attacker to execute arbitrary code.

Our proposed model’s detection approach can identify
early signs of buffer overflow attacks. It does this by
analyzing network traffic in real-time, detecting abnor-
mal packet sizes and unexpected use of communication
protocols.
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TABLE 10. Comparison of vulnerability mitigation methods based on identified attack techniques.

Additionally, by external monitoring, we can respond
quickly to service availability before the buffer overflow
vulnerability is fully exploited and impacts the service.

In contrast, the CTIDmethodology’s attack detection tech-
niques focus on monitoring changes to files and processes
within the system.

While this approach can be useful as a follow-up after
an attack, it has limitations in detecting buffer overflow
vulnerabilities before they are exploited.

Methods that analyze changes within a system are unsuit-
able for proactive detection, as they can only identify issues
after an attack.

Therefore, the proposed model’s detection approach
focuses on real-time network-level analysis and monitoring
of external services. This method is more effective in early
detection and response to buffer overflow vulnerabilities.

The detection methods for the attack techniques identi-
fied in the proposed model offer both specific and broad
information to identify vulnerabilities in advance.

The CTID methodology’s detection methods are not
closely related to the specific vulnerability. However, they
provide useful follow-up information after the vulnerability
has been exploited.

B. ANALYZING ATTACK MITIGATION METHODS FOR
VULNERABILITIES IN OPERATIONAL TECHNOLOGY
We identified attack techniques from vulnerabilities in the
operational environment of our case study. Using this infor-
mation, we analyzed defensive measures based on the
Mitigation information provided by the MITRE ATT&CK
Framework.

This analysis was conducted for the four vulnerabilities
in our case study. As shown in Table 10, this allowed us to
evaluate the accuracy and efficiency of the identified exploits
in mitigating these vulnerabilities.

Mitigations for CVE-2016-1409 include Cisco soft-
ware updates and NDP filtering. Additional measures
involve router settings, network segmentation, IP security,
monitoring, and device hardening.

Six of the seven mitigation categories are addressed based
on the mitigation information provided by the attack tech-
niques identified in our proposed model. In contrast, the
CTID methodology’s identified attack techniques provide
mitigation information for only one of these categories.

This demonstrates that the proposed model provides suf-
ficient information for identifying mitigations and existing
detection methods.

Similarly, for CVE-2018-8835, the proposed model and
CTID methodology show differences in mitigation strate-
gies. The main distinctions are in approaches to regular
security audits and code reviews. These audits help mitigate
issues related to memory management, such as double-free
vulnerabilities.

The proposed model identifies mitigations related to attack
techniques. Specifically, it recommends regular system scans
to automatically identify potentially vulnerable services.

On the other hand, in the case of CTID, there is a limitation
in that it does not provide relevant mitigation information.

For the remaining two vulnerabilities, the first difference
in the mitigation information provided for CVE-2018-14819
is related to Education and Awareness.

These are measures to provide security training to develop-
ers and system administrators to improve their understanding
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of the vulnerability and ensure they follow security best
practices.

While this is not a technically feasible mitigation, it is con-
sidered important to prevent exploitation of the vulnerability
through social attacks or human error.

The final difference in mitigation information identified in
CVE-2018-7499 is Application and Process Isolation. This
restricts certain processes from accessing other parts of the
system and reduces the impact of malicious code on the
system.

When applied to this vulnerability, it can be an impor-
tant mitigation to ensure that even if the buffer overflow
vulnerability is exploited, arbitrary code cannot be executed
remotely.

Both the proposed model and CTID method provide most
of these mitigations. However, the proposed model identifies
more efficient mitigations by suggesting additional measures
and offering more definitive solutions.

VIII. CONCLUSION
This study proposes a method for identifying MITRE
ATT&CK techniques using vulnerability information that
may arise in operational environments.We performed seman-
tic analysis-based preprocessing of the training data to
address the word embedding issues identified in previous
research. We compared our performance evaluation method
with the CTID project, which employs the Delphi method to
link vulnerabilities to attack techniques.

The results indicate that our proposed model links specific
attack techniques based on the detailed information in the
vulnerability descriptions. However, unlike the CTID project,
our model has limitations in identifying subsequent impacts
that extend beyond the initial vulnerability description.

Future researchwill address these limitations by expanding
the data range to include various cybersecurity resources
such as CTI reports, cybersecurity articles, news, and vul-
nerability reports. This expansion will help achieve a more
comprehensive and accurate linkage of attack techniques.
Additionally, we plan to incorporate MITRE ATT&CK for
ICS technique information in further training to understand
the exact impacts in operational environments better.

Finally, to identify and mitigate vulnerabilities as outlined
in our study, we will conduct further research to link appro-
priate detection and mitigation measures, making the model
applicable to real-world attack scenarios.
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