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ABSTRACT Indoor localization systems are critical in various domains, particularly healthcare, where real-
time monitoring of elderly and dementia patients is essential. Current systems face significant challenges
in achieving both high accuracy and real-time performance in indoor environments. To address this
issue, this study proposes an accurate and real-time indoor localization system that integrates Bluetooth
Low Energy (BLE) beacons, wearable device, and advanced machine learning algorithm to enhance
room-level localization accuracy. We explored and optimized six machine learning models, including
XGBoost, LightGBM, Random Forest, K-Nearest Neighbor (KNN), Support Vector Machine (SVM),
and Multilayer Perceptron (MLP). A Bayesian optimization framework, Optuna, was used to optimize
the hyperparameters of machine learning models. Received Signal Strength Indicator (RSSI) data from
15 participants across 10 rooms were collected and processed for performance evaluation and comparison.
Based on the experimental results, XGBoost emerged as the highest performing model, with an average
accuracy, precision, recall, and F1-score of 0.91. The complete system demonstrates real-time capability,
with an end-to-end execution time of 1,346.27 ms. This highlights the system’s potential for practical,
accurate, and real-time indoor localization.

INDEX TERMS Indoor localization, BLE beacons, RSSI, wearable device, machine learning.

I. INTRODUCTION
Indoor localization systems are increasingly vital for enhanc-
ing home care services, particularly for elderly people and
individuals with special needs, such as those suffering from
dementia. Dementia is a leading cause of death among
the elderly, exacerbated by vulnerabilities to secondary
conditions such as infections and falls associated with
Alzheimer’s disease [1]. In Indonesia, the prevalence of

The associate editor coordinating the review of this manuscript and

approving it for publication was Eyuphan Bulut .

dementia is alarming, with 23.4% of the elderly population
in regions like Jakarta and North Sumatra affected [2]. As the
elderly population in Indonesia is projected to more than
double from 30 million in 2021 to over 60 million by 2045
[3], the urgency for effective monitoring systems is becoming
critical.

Despite the pressing need, research on efficient and
accurate indoor localization systems for the elderly remains
limited. Current systems are often inadequate, with only
25% providing real-time data accessible to caregivers or
family members [4]. This deficiency in real-time monitoring
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significantly increases the risk of disorientation and falls
among dementia patients, which can lead to fatal outcomes.
For instance, between January 2017 and 2019, 293 elderly
individuals in Surabaya died as a result of falls, underscoring
the critical need for improved monitoring solutions.

In healthcare, these systems are especially vital for mon-
itoring elderly individuals and dementia patients. However,
existing systems often fail to deliver the necessary level of
accuracy and real-time performance. Bluetooth Low Energy
(BLE) has emerged as a promising technology due to its
low cost, energy efficiency, and capability to provide room-
level accuracy. The potential of BLE is further enhanced
when combined with machine learning algorithms, which can
improve the system’s ability to handle signal interference and
dynamic environmental conditions.

Previous research has explored various approaches
to indoor localization. Meng and Li [5] investigated
cost-effective wearable localization by integrating Ultra-
Wideband (UWB) and Inertial Measurement Unit (IMU)
technologies, demonstrating that sensor fusion can enhance
accuracy. Zhang and Sun [6] provided a comprehensive
review of data-driven models for indoor localization, with
a focus on the challenges and future directions, particularly
in elderly care applications. Zafari et al. [7] conducted a
comprehensive survey of indoor localization systems and
technologies, including BLE and Wi-Fi-based methods,
while Nguyen et al. [8] reviewed wireless positioning
techniques, emphasizing the accuracy and limitations of
technologies such as RFID, UWB, and BLE. Xu et al.
[9] improved the K-Nearest Neighbor (KNN) algorithm
for indoor positioning, resulting in enhanced speed and
accuracy, while Gao et al. [10] proposed the use of Multilayer
Perceptron (MLP), which has proven effective in handling
the non-linear data patterns commonly found in indoor
environments.

While RFID and UWB have been explored extensively,
their limitations in terms of cost and deployment com-
plexity make them less suitable for widespread real-time
monitoring solutions. BLE, in combination with advanced
machine learning models, offers a more scalable and accurate
alternative [11], [12]. Advanced models such as XGBoost
and LightGBM are known for their speed and accuracy,
particularly in handling large-scale data, while MLP is
effective in dealing with non-linear data patterns, which are
common in indoor environments.

This study aims to bridge this gap by proposing a real-
time indoor localization system that integrates BLE beacons,
wearable devices, andmachine learning algorithms. Received
Signal Strength Indicator (RSSI) data from the BLE beacons
will be received by the wearable device and used as the input
for machine learning models. Multiple machine learning
models, including XGBoost, LightGBM, Random Forest,
KNN, SVM, and MLP, are optimized and evaluated to
find the best performing model in terms of accuracy and
inference time. The contributions of this study are threefold:

the creation of dataset which is made publicly available,
a comprehensive exploration and optimization of various
machine learning algorithms, and the end-to-end, real-time
implementation of indoor localization system based on the
highest performing machine learning model.

The remainder of this paper is organized as follows.
Section II describes the methodology which includes data
acquisition, data processing, machine learning model explo-
ration, training, and evaluation. Section III presents details
on the experimental results and discussion. The conclusion is
drawn in Section IV.

II. METHODS
A. DATA ACQUISITION
The data collection procedure is shown in Fig. 1. The layout
in Fig. 2a represents the experimental setup conducted in a
campus building. Fifteen university students were recruited
as participants for this experiment. The data, in the form
of RSSI, were collected using 10 BLE beacons (iBKS 105)
[13], which were placed at 10 distinct points throughout the
experimental layout. Each point represented a different room
in the building, as shown in Fig. 2a. For instance, the rooms
labeledA, B, C, etc., correspond to different spaces, with each
beacon strategically positioned to capture RSSI data for that
specific area. RSSI measures the power level received by the
BLE antenna on the ESP32-based wearable device, which
functioned as the Base Station Node (BSN). The wearable

FIGURE 1. Data collection procedure.
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FIGURE 2. (a) Layout of the data collection building. (b) iBKS 105 BLE beacon. (c) Participant wearing the
ESP32-based wearable device. (d) Inside view of a data collection room. (e) iBKS 105 BLE beacon mounted
on the ceiling.

device, worn by participants (as shown in Fig. 2c), stored
the RSSI data transmitted from the BLE beacons. The Base
Station Node (BSN) sent a feed packet to the reference node,
which was then forwarded to the target node. The target node
identified the BLE Beacon ID, determined its origin node,
and then transmitted the RSSI data back to the BSN, where it
was stored in the internal memory of the ESP32 [14]. Fig. 2b
shows the iBKS 105 BLE beacon used to capture and transmit
RSSI signals. The beacons were installed in the rooms’
ceiling where they could not be easily reached by participants
(Fig. 2e), preventing any interference or disturbance. Fig. 2d
provides an internal view of one of the roomswhere data were
collected, from the perspective of a participant.

B. DATA PREPROCESSING
Additional validation experiments were conducted to deter-
mine the threshold value, which was subsequently applied to
clean the data before preprocessing. In each room, Received
Signal Strength Indicator (RSSI) data were collected at 10–15
critical points representing the signal strength boundaries of
the Bluetooth signals received by the scanning device. The
choice of 10 critical points as the lower limit was determined
to ensure sufficient coverage of the entire experimental
room. The variation in the number of critical points (10–15)
was based on the size of each room, with larger rooms
requiring more points for comprehensive coverage. The
collected data were labeled as BLE01–BLE10, corresponding
to the respective room, with BLE01 representing Room

01. Subsequently, rows with more than eight NaN values
(indicating signal values below −100) were removed, as they
indicated that the majority of BLE beacons were not detected.
The ‘room’ column names were converted from string labels
to numeric values using the Label Encoder from the Scikit-
learn library for further analysis. The cleaned data were then
divided into three sets: 80% for training, 10% for validation,
and 10% for testing. The validation set was used during
the optimization process to fine-tune model parameters and
identify the most suitable model configuration, ensuring
generalization and minimizing the risk of overfitting. The
final test set was used to evaluate the model’s performance,
providing an unbiased assessment of accuracy on data not
previously seen by the model.

FIGURE 3. Illustration of different machine learning models.
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C. MODEL EXPLORATION
In this study, various machine learning models were
explored and optimized, as illustrated in Fig. 3. The
models include XGBoost [15], LightGBM [16], Random
Forest [17], K-Nearest Neighbor (KNN) [9], Support Vector
Machine (SVM) [18], andMultilayer Perceptron (MLP) [10].
A description of each model and its optimization process is
provided below.

1) XGBoost
XGBoost (Extreme Gradient Boosting), initially developed
by Chen and Guestrin [15], is an ensemble method based on
decision trees. The performance of the model is improved
through gradient boosting, where trees are built sequentially,
with each subsequent tree correcting the errors of the previous
one. A significant advantage of XGBoost is its ability to
handle overfitting effectively through L1 (Lasso) and L2
(Ridge) regularization, which makes it more resilient to noisy
data. Each tree is grown level-wise, ensuring balanced and
uniform growth across all nodes. The final prediction is
computed by summing the outputs of all trees.

TABLE 1. Hyperparameters for XGBoost and LightGBM.

In this study, XGBoost (v2.1.1) was optimized using
hyperparameters such as the number of trees, maximum
depth, learning rate, subsample ratio, and regularization
values (see Table 1). XGBoost was selected for its efficiency
in handling complex, non-linear data, and scalability to large
datasets [6]. The equation for XGBoost optimization is shown
in Eq. 1.

ŷi =

K∑
k=1

fk (xi), fk ∈ F (1)

where K represents the total number of trees, and fk (xi)
denotes the prediction from the k-th tree on instance xi.

2) LightGBM
LightGBM (Light Gradient-Boosting Machine), developed
by Guolin Ke et al. [16], is designed to provide faster training
times and lower memory consumption. LightGBM uses
a histogram-based decision tree algorithm, which reduces
computational costs by discretizing continuous features into
bins, leading to more efficient training and lower memory
usage. Unlike XGBoost, LightGBM employs a leaf-wise
growth strategy, wherein nodes are added to the leaf with the
largest error, resulting in deeper, more specialized trees. The
final prediction is obtained by aggregating the outputs of all
trees.

LightGBM was chosen for its capability to handle
large datasets with higher efficiency compared to other
models [19]. The hyperparameters were tuned to optimize
the number of trees and maximum depth (see Table 1). The
decision function for LightGBM is expressed in Eq. 2.

yi =

J∑
j=1

wjhj(xi) (2)

where J is the number of leaves, and hj(xi) represents the
decision function of the j-th leaf.

3) RANDOM FOREST
Random Forest [17] is an ensemble learning method that
builds multiple decision trees during training and aggregates
the outputs through majority voting (for classification tasks).
The hyperparameters were tuned to optimize the number of
trees and maximum depth, and the model was implemented
using Scikit-learn (v1.5.1).

Random Forest was selected due to its robustness in
reducing overfitting by combining the outputs of multiple
decision trees [20]. The general equation for Random Forest
prediction is presented in Eq. 3.

ŷi =
1
T

T∑
t=1

ht (xi) (3)

where T is the total number of trees, and ht (xi) represents the
prediction from the t-th tree for instance xi.

4) K-NEAREST NEIGHBOR (KNN)
K-Nearest Neighbor (KNN) is a non-parametric algorithm
that classifies data points based on the K -nearest neighbors
in the feature space. Various values of K were evaluated
to identify the optimal configuration. The KNN model was
implemented using Scikit-learn (v1.5.1).

KNN was selected for its simplicity and its ability to
effectively classify data based on local distributions [11]. The
equation for KNN prediction is provided in Eq. 4.

ŷi =
1
K

K∑
k=1

yk (4)

where yk represents the label of the k-th nearest neighbor of
instance xi.

5) SUPPORT VECTOR MACHINE (SVM)
Support Vector Machine (SVM) [18] is a supervised learning
model that identifies the optimal hyperplane to separate
classes in a high-dimensional space. Both linear and kernel-
based SVMs (using RBF and polynomial kernels) were
evaluated. The regularization parameter C was adjusted
to balance the trade-off between maximizing the margin
and minimizing classification errors. The model was imple-
mented using Scikit-learn (v1.5.1).

SVM was chosen due to its strong performance in high-
dimensional datasets and its ability to generate clear decision
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boundaries [21]. The optimization objective for SVM is given
by Eq. 5.

min
w

1
2
∥w∥

2
+ C

N∑
i=1

max(0, 1 − yi(wT xi + b)) (5)

where w is the weight vector, b is the bias, and yi is the label
for instance xi.

6) MULTILAYER PERCEPTRON (MLP)
Multilayer Perceptron (MLP) is an artificial neural network
comprising multiple layers of nodes, where each node is fully
connected to the nodes in the subsequent layer. A feedforward
MLP model with one input layer, several hidden layers, and
one output layer was utilized. Hyperparameters such as the
number of hidden layers, neurons per layer, learning rate, and
activation function were tuned to optimize performance [22].

MLP was chosen for its ability to model complex, non-
linear relationships that may not be easily captured by other
models [23]. The general equation for MLP is given in Eq. 6.

ŷi = f (W2f (W1xi + b1) + b2) (6)

where f represents the activation function, W1 and W2 are
weight matrices, and b1 and b2 are bias vectors.

D. HYPERPARAMETER OPTIMIZATION
To optimize the machine learning models for indoor local-
ization, we employed the Optuna library [24], which utilizes
a Bayesian optimization approach to efficiently explore the
hyperparameter space. The key hyperparameters optimized
for each model, as described in the previous subsection,
included:

• n_estimators: Number of trees (for XGBoost, Light-
GBM, Random Forest).

• max_depth: Maximum depth of trees (for XGBoost,
LightGBM, Random Forest).

• learning_rate: Learning rate for gradient-boosting
models (for XGBoost, LightGBM).

• subsample: Subsampling ratio (for XGBoost, Light-
GBM).

• C: Regularization parameter (for SVM).
• n_neighbors: Number of nearest neighbors (for KNN).
• n_layers, n_neurons: Number of layers and neurons per
layer (for MLP).

• activation_function: Activation function for MLP
(ReLU).

The hyperparameter optimization process using Optuna
is illustrated in Fig. 4. Optuna’s Bayesian optimization
method searches the hyperparameter space in a guided
manner, learning from previous trials to focus on the most
promising regions. By leveraging this approach, we were
able to find optimal hyperparameter combinations more
efficiently than through grid or random search methods.
Additionally, the model was refined using Focal Loss, a loss
function specifically designed to address class imbalance
issues often encountered in indoor localization datasets. This

adjustment ensured that the model performed well across
both majority and minority classes, which is critical in real-
time localization settings where certain locations might be
underrepresented. After selecting the best hyperparameters,
the machine learningmodels were trained and validated using
10-fold cross-validation. This process involved splitting the
dataset into 10 parts, training the model on 9 parts, and using
the remaining part for validation. This process was repeated
10 times, and the average score from these iterations was
used to assess the model’s generalization ability and prevent
overfitting.

FIGURE 4. Hyperparameter optimization using Optuna.

E. EVALUATION METRICS
Several performance metrics are used including accuracy,
precision, recall, and F1-score which can be derived from
the correct and incorrect classification results: TP (True
Positive), TN (True Negative), FP (False Positive), and FN
(False Negative). Accuracy is defined as the proportion of
correct predictions (both positive and negative) out of the
total predictions. Precision represents the proportion of true
positive predictions out of all positive predictions made.
Recall indicates the proportion of true positive cases detected
by the model, while the F1-score represents the harmonic
mean of precision and recall. The formula to calculate the
above metrics are given below:

Accuracy =
TP+ TN

TP+ TN + FP+ FN
(7)

Precision =
TP

TP+ FP
(8)

Recall =
TP

TP+ FN
(9)

F1-score =
2 × Precision × Recall
Precision + Recall

(10)

F. REAL-TIME SYSTEM IMPLEMENTATION
Fig. 5 depicts the schematic diagram of the complete
real-time system implementation. The system utilizes BLE
beacons (IBKs 105) for continuously transmitting RSSI data,
which is subsequently received, preprocessed, and cleaned
by an ESP32-based wearable device. The cleaned data is
then transmitted via Message Queuing Telemetry Transport
(MQTT) protocol to a Raspberry Pi 4 Model B [25] for room
location prediction (inference). The best performing machine
learning model during model exploration and optimization
is then selected and deployed to the Raspberry Pi. The total
time needed to perform end-to-end model inference is then
calculated and reported.
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FIGURE 5. Schematic diagram of real-time implementation.

III. RESULTS AND DISCUSSION
A. CREATED DATASET
The collected data was cleaned and processed based on the
threshold value of RSSI derived from additional validation
experiments. After data cleaning, the number of samples
decreases from 21,975 to 12,358. This dataset encompasses
10 classes (rooms) with data formatted to include timestamp,
RSSI value, and room name, as specified in Table 2.

TABLE 2. Dataset description.

FIGURE 6. Class distribution of the dataset.

The class distribution of the dataset is illustrated in
Fig. 6. It shows that the class proportions are relatively
balanced, with most classes having proportions between
8% and 12%. However, imbalances are observed in class
F (15%) and class I (6%). This is partly due to the
variations in room size. Such imbalances might reduce
model accuracy for class I and introduce bias towards class
F. These imbalances can be mitigated through techniques
such as oversampling or undersampling, the selection of
appropriate algorithms that are tolerant to imbalances, etc.

[4]. The dataset can be accessed from a public repository at
https://zenodo.org/records/13317046 [26].

B. PERFORMANCE COMPARISON
We employed hyperparameter optimization using Optuna
library to identify optimal hyperparameter combinations
for machine learning models. The resulting optimized
hyperparameters for XGboost, LightGBM, and Random
Forest models are shown in Table 3. For KNN and SVM
models, the optimized hyperparameters were N=20 and
C=0.361, respectively. For MLP models, the optimized
hyperparameters were number of layers=3, number of units
(neurons) at first layer=80, number of units at the second
layer=109, number of units at the third layer=95, activation
function=ReLU, and learning rate=0.0011.

TABLE 3. Optimized hyperparameters for XGBoost, LightGBM and RF
models.

TABLE 4. Performance comparison across ML models.

Using the resulting optimized hyperparameters, we com-
pared the performance of six models. The performance
comparison is summarized in Table 4. We found that
XGBoost performs slightly better than LightGBM, and
significantly better than the remaining models. XGBoost
yielded an average performance of 0.91 across 4 metrics
(accuracy, precision, recall, and F1-score). XGBoost and
LightGBM are specifically designed to handle complex and
high-dimensional data more effectively through the boosting
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process [5]. These models build iteratively, correcting the
errors of previous models, which allows them to capture non-
linear relationships and feature interactions more effectively.
Features such as automatic feature scaling and strong
regularization capabilities also contribute to their superior
performance compared to other algorithms. The lower
performance of other methods, despite optimization with
Optuna, may be attributed to inherent algorithmic limitations
and the constraints of available parameters for optimization.

TABLE 5. Performance evaluation of the XGboost model.

KNN and SVM have inherent limitations in handling
complex and non-linear data commonly encountered in
indoor localization problems [6]. For instance, KNN relies
heavily on distance metrics and can be ineffective in high-
dimensional feature spaces. SVM may struggle to find
the optimal hyperplane if the data are highly non-linear.
Each algorithm requires specific parameters to be well-
tuned to achieve optimal performance, such as the number
of neighbors in KNN or the regularization parameter in
SVM.While Optuna can assist in finding optimal parameters,
there are limits to how much these parameters can enhance
performance [27]. MLP had relatively low performance
across four metrics. This could be due to that MLP
model need larger, cleaner, and more consistent data for
optimal performance [7]. The dataset used in this study
is not large and tends to exhibit high variability which
is influenced by physical obstructions, interference, and
distance. Expanding the hyperparameter searching space and
increasing the number of iterations during hyperparameter
optimization in Optuna may provide more opportunities to
find optimal combinations which can improve the model’s
performance [28].

To understand how XGBoost model performs for each
class, we can see the detail of multi-class classification results
in Table 5. The confusion matrix for the XGBoost model
in Fig. 7 demonstrates strong generalization capabilities
with high precision and recall across multiple classes.
However, the model has the difficulty to differentiate classes
D and E due to similarities in RSSI patterns between
both classes within contiguous spaces. The higher recall
value (0.96) and lower precision value (0.85) suggest that
the model effectively classifies class D but sometimes
misclassifies other classes as D. Class I exhibits the lowest
precision, recall, and F1-score might be due to limited data,

highlighting the effect of class imbalance. The future work
may address this issue through several techniques such as data
augmentation to introduce environmental variability during
training, oversampling or undersampling to make sure the
data is balanced.

FIGURE 7. Confusion matrix of the XGboost model.

TABLE 6. XGBoost real-time implementation time.

C. REAL-TIME INFERENCE
The implementation of a real-time system involves a series
of components and stages required to detect and process
data from BLE beacons in each room. The breakdown
of the overall execution time for end-to-end real-time
indoor localization system is detailed in Table 6. The
overall execution time takes around 1.35 seconds. The
process that takes the longest execution time is XGBoost
model inference. XGBoost is chosen as the model to
be deployed into real-time system it yields the highest
accuracy results. It takes 815.24 ms to perform inference.
The second longest execution time is for data transmission
from ESP32 to Raspberry Pi which takes 224.00 ms. The
data transmission is influenced by network quality, distance
between devices, and signal interference [29]. It is important
to note that the execution time depends on the devices’
hardware capability being used and the efficiency of the
model [30]. The ML model is selected based on the real-
time implementation requirements that emphasize accuracy
and real-time execution. The specific requirements of the
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real-time application align with the response time definition
of 1-1.5 seconds [31] for room localization systems. Our
proposed system can meet this real-time requirement while
providing high accuracy.

Future works can be directed towards optimizing the
real-time model implementation by reducing execution time
in each processing stage to achieve a faster real-time
response. Considering the use of more efficient models can
increase speed without significantly sacrificing accuracy.
Additionally, improving data preprocessing and communi-
cation pathways between wearable device (e.g. ESP32) and
(ML inference device (e.g. Raspberry Pi) can help reduce the
overall execution time.

IV. CONCLUSION
In this study, we developed a real-time indoor localization
system that leverages BLE beacons, wearable devices, and
machine learning algorithms to accurately determine the
location of individuals within an indoor environment.We col-
lected, cleaned, and processed RSSI data from 15 participants
across 10 different rooms. Through extensive evaluation,
we explored, optimized, and compared the performance of
six machine learning algorithms. Among these, the XGBoost
algorithm demonstrated superior performance, achieving
an average accuracy, precision, recall, and F1-score of
0.91. The XGBoost model’s inference time was 815.24 ms,
while the end-to-end system implementation, incorporating
both the ESP32 and Raspberry Pi, completed the localization
task in 1,346.27 ms. These results confirm that our proposed
system is not only capable of operating in real-time but
also delivers high accuracy, making it a viable solution for
practical indoor localization applications.
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