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ABSTRACT Relation extraction involves identifying related entity pairs within sentences andmatching them
with corresponding relation types. This paper introduces an agent-like model that fuses attention features to
facilitate relation extraction. Based on a cascade binary tagging framework, the model uses an agent-like
module enabling the efficient extraction of relations and implicit semantic information from training data.
In experiments, the proposed model improved efficiency in extracting relational triples.

INDEX TERMS Relation extraction, agent-like model, deep learning, extraction efficiency.

I. INTRODUCTION
In knowledge graph construction and other applications,
the process of extracting usable information from sentences
depends largely on relation extraction, which involves identi-
fying related entity pairs within sentences for matching with
the corresponding relation types. Clearly, relation extraction
involves entity recognition as well as classification.

The information required for relation extraction is known
as a relational triple, comprising a subject, a relation, and an
object [1]. The term subject refers to the first entity obtained
from the text, while the term object refers to an entity sharing
at least one specific relationships with the subject. The term
relation describes the nature of the relationship that exists
between the subject and object.

In early research on relation extraction, researchers gen-
erally adopted a 2-module pipeline approach [2], involv-
ing relational entity identification followed by relational
entity classification. This approach is simple, direct, easy
to implement, and easy to debug. Nonetheless, despite its
modularity and flexibility, the pipeline method is prone to
error propagation, and the parameters of the two modules

The associate editor coordinating the review of this manuscript and

approving it for publication was Lorenzo Mucchi .

cannot be shared with each other, which limits model training
performance.

These limitations prompted the development of joint mod-
eling and parameter-sharing approaches to relation extrac-
tion. This involved redesigning the internal architecture of
the relation extraction model to combine the entity extraction
and relationship classification subtasks, allowing end-to-end
training. This enhanced both entity recognition and rela-
tionship classification capabilities, leveraging the correlation
between them to improve overall performance.

Extensive research in joint entity and relation extraction
has resulted in the development of numerous extraction
frameworks [3], [4], [5], [6], [7], [8]. Although the use of two
prediction subtasks adds complexity, this approach provides
considerable flexibility in the design of the internal frame-
work [9], [10], [11], [12], [13], [14], [15].

This paper introduces an agent-like model that fuses atten-
tion features to improve prediction performance for relation
extraction. The encoder module generates an agent param-
eter containing semantic information related to relationship
categories and sentence context. This parameter is then used
to calculate attention weights with separate vectors for rela-
tionship category and sentence. A linear attention mechanism
produces an encoding vector that fuses semantic information.
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Finally, subject and object taggers are applied to obtain the
relation triples present in the sentence.

Section II details the relation extraction task and out-
lines the basic principles on which the proposed method is
based. Section III details the extraction method for obtaining
triples from sentences and corresponding objective function.
Section IV explains the design of the proposedmodel and loss
function used for model training. Section V introduces the
public datasets used in our experiments on relation extraction,
followed by our results and model performance comparisons.
Conclusions are drawn in Section VI.

II. RELATED WORKS
A. OVERLAPPING TRIPLE CLASSIFICATION
The overlapping triple problem is a special scenario in rela-
tion extraction that can be observed from three perspectives:
1) Multiple relational triples sharing one or more components
within the same sentence; 2) Multiple triples involving the
same entities but forming entity pairs with different relation-
ship types; and 3) One entity forming pairs with multiple
different partners across different triples.

Consider the following example: ‘‘Test pilot Alan Bean,
who is now retired, was born in Wheeler Texas’’. In this
sentence: ‘‘Alan Bean’’ and ‘‘pilot’’ form an entity pair
with the relationship ‘‘occupation’’. At the same time, ‘‘Alan
Bean’’ and ‘‘Texas’’ form an entity pair with the relationship
‘‘birthplace’’. The accurate extraction of all relation triples
in the text requires that the Relation Extraction (RE) model
repeatedly consider these special entities during processing.
This involves detecting all related tail entities and identifying
the corresponding relationship types. This presents a serious
challenge.

FIGURE 1. Illustrative instances of relational triples: Normal
(non-overlapping), Single-entity overlap (SEO), and Entity-pair overlap
(EPO).

As shown in Fig. 1, relational triples can be classified
according to the number of overlapping entities. Scenarios
involving no overlapping entities are referred to as normal.
Scenarios involving a single overlapping entity are referred to
as Single-entity Overlap (SEO), while those with overlapping
entity pairs are referred toEntity-pair Overlap (EPO). In EPO
scenarios, multiple relationships types could exist between
the same entity pairs.

B. AGENT ATTENTION MECHANISM
When used as the activation function in the attention mech-
anism, the softmax function [16] converts attention scores

FIGURE 2. Architecture of agent attention [17].

from the query and key into probability distributions, while
ensuring that all attention weights fall within the [0,1] interval
and sum to 1. The properties of the softmax function ensure
that the model outputs clear semantic explanations to facil-
itate the comprehension and interpretation of the prediction
results. Nonetheless, attention mechanisms that rely on the
softmax function are prone to high computational complexity.
The agent attention method proposed by Han et al. [17] is
meant to strike a reasonable balance between computational
efficiency and representation capability.

The agent attention method introduces a fourth parameter,
Agent, along with theQuery, Key, and Value used in the orig-
inal attention mechanism. The structure of this 4-parameter
attention paradigm (Q,A,K ,V ) is illustrated in Fig. 2. Unlike
conventional attention mechanisms, attention parameters Q
and K are not used directly to calculate the attention score.
Instead, an agent vector (A) is generated by incorporating
information from both Q and K to facilitate the transfer of
information between them.

Two softmax attention modules are constructed using
(Query, Agent) and (Agent, Key) to calculate the attention
weight of Q to A and A to K , respectively. Once the two
attention calculations are completed, the two softmax atten-
tion modules are used as two components (Linear attention
and Value) to form a linear attention module. The attention
score between A and K is calculated by the softmax function,
yielding the corresponding attention weight. This allows us
to adjust Value by calculating the product of Value and the
transpose of A and K . Finally, the adjusted Value is combined
with Q to generate the final output.

Essentially, by combining two conventional softmax atten-
tion operations in a manner akin to generalized linear atten-
tion, agent attention enhances the representational capacity of
the model, while reducing computational complexity.

III. RELATION ENTITY EXTRACTION
This chapter outlines each element of the relational triple
and defines a training objective function for the joint
entity-relation extraction task, in accordance with the frame-
work proposed by Wei et al. [3].

Our core objective in joint-entity relation extraction is
to extract the relational triple (subject, relation, object) via
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subject tagging and relation-specific object tagging, in accor-
dance with the extracted subject.

A. SUBJECT TAGGING
The first step involves a sequence of labeling tasks aimed
at identifying the sentence subject for use in extracting rela-
tional entity pairs. During the subject tagging operation, each
word in the sentence is processed sequentially by the model,
which assigns a probability indicating the likelihood that the
word represents the start or end of the subject.

After obtaining the probability of each token in each
sequence, a hyperparameter is set to define a probability
threshold. If the probability of a token exceeds this threshold,
then the model tags it with a value of 1, marking it as the start
or end of the subject. If the predicted probability falls below
the threshold, then the current token is tagged with a value
of 0.

As shown in Fig. 3, the model then extracts the spans
between each start and end token in the output sequence in
order to identify all of the subjects in the sentence.

FIGURE 3. Process of subject extraction.

After extracting the subject, we derive the objective
optimization function for subject extraction based on the
prediction results related to the start and end sequences,
as follows:

Pθs (s | x)

=

∏
t∈{start_s,end_s}

L∏
i=1

(pisub)
I{yti=1}

(1 − pisub)
I{yti=0}

(1)

where θs indicates parameters from the subject extraction
process; I{· } represents the true tagging of the subject in
sentence x; yti indicates the tag in the i-th token; L indicates
the length of sentence x; Pisub indicates the probability of
accurately predicting the start and end positions of the object.

B. RELATION-SPECIFIC OBJECT TAGGER
The next step involves identifying the object with a specific
relationship to each extracted subject. The process of object
extraction is similar to that of subject extraction, except that
in the input sequence, the model first fuses the sentence
sequence with the corresponding subject representation vec-
tor in the input sequence.

As shown in Fig. 4, the model iterates through all prede-
fined relation categories to enable the extraction of the objects

FIGURE 4. Process of relation-specific object extraction.

that correspond to each category of interest. This makes it
possible to extract all relation triples present in the sentence.

After extracting all of the objects, we derive the objective
optimization function based on the prediction results pertain-
ing to the start and end sequences under various subject and
relation categories, as follows:

Pθo (o | x, s, r)

=

∏
t∈{obj_s,obj_e}

L∏
i=1

(
piobj

)I{yti=1} (
1 − piobj

)I{yti=0}
(2)

where θo refers to parameters used in object extraction; I{·
} indicates the true tagging of the object from sentence x; L
indicates the length of sentence x; Piobj indicates the probabil-
ity of accurately predicting the start and end positions of the
object. Note that if no object is available for the subject, then
we assign the tag yti = 0 in I{·}.

C. OBJECTIVE OPTIMIZER FUNCTION
After extracting the relation triples, the model undergoes
iterative training to improve its accuracy in this task. This
allows the use of objective optimization functions for both
subject and object extraction to derive an objective optimiza-
tion function for the overall model.

The main goal of the relation extraction task is to extract
complete relational triples. Thus, the objective function of the
model should be set to maximize the probability of correctly
extracting all relation triples in the dataset. Later, the rela-
tional triple of the dataset can be decomposed into extractions
for every subject in the sentence and their relation-specific
corresponding objects, which are then used to derive the
overall objective optimization function.∏

(s,r,o)∈T

P ((s, r, o) | x)

=

∏
s∈T

Pθs (s|x)
∏

(r,o)∈T

P((r, o)|x, s)
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=

∏
s∈T

Pθs (s | x)
∏
r∈T |s

Pθo (o | x, s, r)

×

∏
r∈R\T |s

Pθo

(
oφ | x, s, r

)
(3)

where s ∈ T refers to the subject from dataset T ;r ∈ T |s
refers to the relation corresponding to subject s from dataset
T ; r ∈ R\T |s indicates all relations except the one corre-
sponding to the subject from dataset T ; and oφ refers to a
subject without a related object in the sentence.

FIGURE 5. Architecture of agent-like model for the fusing of attention
features.

IV. AGENT-LIKE MODEL FOR THE FUSING OF ATTENTION
FEATURES
Fig. 5 illustrates the architecture of the agent-like model used
in the fusing of attention features to facilitate joint-entity rela-
tion extraction. The framework comprises three main parts: A
vector encoding module, an agent-like attention layer, and a
sequence entity tagger.

The initial vectors are encoded by the vector encoding
module, using the input sentences and predefined relationship
categories. These encoded vectors, representing the sentence
context and relation categories, are then processed through
the agent-like attention layer, producing a final representation
vector. This output is subsequently used by the sequence
entity tagger to extract the subject and its corresponding
relation-specific object.

A. VECTOR ENCODING MODULE
Joint-entity relation extraction is performed by inputting the
sentences and predefined relationship categories used for
relational triple extraction from the training dataset into the
vector encoding module to obtain the initial context vector
and initial relation category vector.

The BERT pre-trained languagemodel is used to obtain the
initial context vector of sentence x in the training dataset. This

involves using the BERT tokenizer to segment sentence x
into a sequence composed of n sub-words to obtain sub-word
sequence S. In accordance with the predefined dictionary in
the BERT [18] model, each sub-word in sequence S is con-
verted into its corresponding ID number, forming ID number
sequence I . Each ID number in the dictionary represents a
unique sub-word corresponding to a fixed vector representing
the semantics of the sub-word.

ID sequence I is fed into the pre-trained BERT model
to generate vector representation HSEN for the sub-word
sequence. Each sub-word vector representation contains rich
general semantic information and contextual content of the
sentence, which can be applied to downstream relation extrac-
tion tasks using the BERTmodel. Vector representationHSEN
is used as the initial context vector for the model, as follows:

HSEN = BERT (I ) = [h1, h2, h3, h4, h5, h6, . . . , hi] (4)

where HSEN ∈ R(m×d) refers to the initial sentence vector
from ID sequence I ; m indicates the length of the initial
context vectorHSEN ; d indicates the dimensions of the vector
HSEN ; BERT (·) refers to the process of feeding the input
sequence into a pretrained language BERT model; and hi is
the vector representation from i-th sub-word.

Relationship categories between entity pairs are obtained
from the relation extraction dataset and represented as labels.
These categorical labels are embedded as high-dimensional
vectors, corresponding to each predefined relationship cate-
gory. These unique high-dimensional vectors are referred to
as relation embeddings.

FIGURE 6. Relation category processing workflow of initial relation vector
HREL.

The relation embeddings are linearly transformed using the
weight matrix and bias vector of a fully connected network
layer. As training progresses, connection weights and bias
parameters are iteratively optimized to obtain relation vec-
tors specific to the relation extraction task. Fig. 6 outlines
the relation category processing workflow. These relation
embeddings are defined as the initial relation vector HREL in
this model.

K = embed ([R1,R2,R3,R4,R5, . . .Rm])

= [h1, h2, h3, h4, h5, h6, . . . hm] (5)
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HREL = Wr · K + br (6)

where K indicates the relationship embedding corresponding
to the relationship category; embed(·) refer to the process
of converting relationship category labels into high- dimen-
sional vectors; hm indicates the representation vector from
the m-th relationship category; HREL ∈ R(c×d) indicates the
initial relation vector; d indicates the dimensions of the vector
HREL ; c indicates the number of the predefined relationship
categories; andWr and br are trainable parameters.

B. AGENT-LIKE ATTENTION LAYER
In the agent-like attention layer, the initial context vector
and initial relation vector (from the vector encoding module)
are used as inputs. Note that the focus of this paper is the
agent-like attention layer, which is responsible for learning
important relational semantic information. It is based on
the architecture of the agent attention model proposed by
Han et al. [17].
Note that conventional attention mechanisms include three

main elements [16]: Query (Q), key (K ), and Value (V ). The
attention-weighted calculation of input information depends
on learning the semantic relationships among these three
parameters. The proposed agent-like attention scheme uses
the same parameters as well as an additional parameter ,A
(the agent parameter), which incorporates both query and key
semantic information.

The attention method is used to calculate agent parameter
A. In this step, initial relation vector HREL is used for param-
eter Q and the initial sentence vector HSEN is used for the
parameters K and V . To enhance the semantic information
representation of the attention parameters, we feed the initial
vectors of Q and K (or V ),HREL and HSEN , into a linear layer
to obtain the corresponding weight parameters. TheQ,K , and
V vectors are obtained after the linear transform, as follows:

Q = WQ · HREL
K = WK · HSEN
V = WV · HSEN (7)

whereQ,K , andV are attention parameters; andWQ,WK ,WV
refer to the corresponding weight matrices.

Next, we concatenate attention parameters Q and K and
input them into the linear layer to obtain attention score
aijscore, which is fed into the softmax function to obtain the
corresponding attention weight aijscore. Finally, we calculate
the sum of the weighted value, and apply a residual connec-
tion [19] operation to avoid degradation in deep networks.
This process yields ASEN as agent parameter A containing
semantic information from both HSEN and HREL .

aijscore = Wa

[
W i
Q · H i

REL;W
j
K · H j

SEN

]
(8)

aijweight =
exp(aijscore)∑
l∈Ni

exp(aijscore)
(9)

ASEN = HSEN +

∑
j∈Ni

aijweight [W
j
V · H j

SEN ] (10)

where [; ] is the concatenated representation of two vectors;
and Wa,W i

Q,W j
K ,W j

V are trainable weights.
The agent-like attention feature fusion model in this study

employs a calculation method similar to that of agent atten-
tion. Moreover, the standard attention mechanism is used to
calculate the agent, thereby aggregating semantic information
from both the relation vector and sentence vector in the
relation extraction task.

Q and K are used to perform softmax attention weight
calculations on the agent. This process can be viewed as
refining the sentence and relation vectors to retain effective
semantic information, thereby completing the aggregation of
information for linear attention calculations.

Next, we detail the process of fusing agent-like attention
features (see Fig. 7).

FIGURE 7. Process of fusing agent-like attention features.

First, to enhance the ability of the model to express
semantic information of attention parameters, we employ
the same procedure used to calculate agent parameter ASEN .
This involves sending agent parameter ASEN , sentence vector
HSEN , and relationship category vector HREL to the linear
layer to obtain the respective weight parameters. Second,
the model calculates the attention weights between the agent
and sentence vector HSEN and relationship category vector
HREL , respectively. During the feature fusion process, HSEN
and HREL are concatenated with the agent vector and sent
to two separate linear layers for the respective calculation
of attention scores. Third, the softmax function is applied to
calculate the attention weight for the two scores, as follows:

aij_wREL_A = softmax
(
Wra

[
W i
R·H

i
REL;W

j
A · Agent j

])
(11)

akj_wSEN_A = softmax
(
Wsa

[
W k
S ·H k

SEN ;W j
A · Agent j

])
(12)

where [;] refers to the concatenated representation of two
vectors; Wra,Wsa,W i

R,W
k
S , and W j

A are trainable weights;
and softmax(·) refers to the softmax function.

Finally, the model obtains the final attention output vector
OREL by calculating HSEN using linear attention based on the
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two attention weights, aij_wREL_A and akj_wSEN_A, as follows:

OREL = HREL +

∑
j∈Ni

aij_wSEN_A

∑
I∈Ni

aij_wREL_A[WV · HRELj ]

(13)

where [;] refers to the concatenated representation of two
vectors; Wra,Wsa,W i

R,W
k
S ,W j

A are trainable weights; and
σ (·) refers to the softmax function.

C. SEQUENCE ENTITY TAGGER
The fusing of features in the agent-like attention layer results
in two vectors rich in relational semantic information, includ-
ing agent parameter ASEN and final output OREL . These
vectors are then used by the sequence entity tagger to
extract the subject and relation-specific object in the relation
extraction task.

In the previous chapter, we introduced the method used
in subject- and object-specific entity tagging. Note that the
model uses sentence vector HSEN as the value parameter
to calculate the agent in order to obtain agent parameter
ASEN . This implies that after feature fusion and updating,
ASEN can be considered a context vector containing semantic
information about the relation.
ASEN is the context sentence vector updated by HSEN ,

where ASEN and HSEN share the same sequence lengths. This
implies that each token vector in the ASEN sequence is richer
in relation information than is HSEN . Thus, we use ASEN as
the input vector for subject tagging and sequence labeling to
predict the entity boundary of each token in ASEN . The model
performs a separate binary classification prediction for each
token and then determines whether the token represents the
start or end position of a subject.

Fig. 8 illustrates the process by which the subject tagger
extracts the subject entity using updated context vector ASEN .
Each token in the ASEN sequence is sequentially sent to the
fully connected layer, and each token vector is weighted by
the fully connected layer to generate an output value, which is
passed through a Sigmoid function to limit the output range
to 0∼1, indicating the probability that the token represents
the start or end position of the entity. In accordance with
the preset threshold, a token in a sequence with an output
probability exceeding the threshold is labeled as 1, whereas
a token with a probability less than the threshold is labeled
as 0.

The model implements the entity extraction process of
ASEN by generating two output sequences (subject start-tag
and subject end-tag), respectively representing the start and
end positions of all subjects in the sentence.

Finally, we construct a span of the subject entity based on
each token marked as 1 in the subject start-tag sequence, and
then locate the nearest token marked as 1 in the subject end-
tag sequence, and repeat the process until the subject of all
spans in the original sentence have been extracted, as follows:

Pistart_s = σ
(
wsstart · AiSEN + bsstart

)
(14)

Piend_s = σ
(
wsend · AiSEN + brend

)
(15)

where AiSEN refers to the i-th token in the input sequence;
Pistart_s and P

i
end_s respectively indicate the probability that a

token represents the start and end position of a subject; wsstart
and wsend are trainable weights; b

r
start and b

r
end are biases; and

σ (·) is the Sigmoid activation function.

FIGURE 8. Process of subject entity extraction.

Following the extraction of all subject entities in the sen-
tence, the next step is to find the object(s). Object extraction
is similar to subject extraction, except that the extracted
object must demonstrate a relation to the subject. Thus,
the relation-specific object tagger adds semantic information
related to the extracted subject to the original context vector.
The token vector of each subject span extracted from the
context sequence is then summed and averaged as a repre-
sentation of subject-related semantic information. To ensure
accuracy in linking objects and subjects according to prede-
fined relationship categories, we also incorporate a relation
category vector into the context vector. This vector is the
final outputOREL from the agent-like attention feature fusion
model. Next, we expand the three vectors (ASEN , subject, and
OREL ) to the same size and concatenate them before sending
them to the fully connected layer for fusion. The output is then
passed through a tanh function for normalization, as follows:

OkSEN = tanh
(
Wh

[
subk ;ASEN ;OREL

]
+ bh

)
(16)

whereOkSEN refers to the fuse representation vector that com-
bines subk , ASEN , andOREL ; subk is the representation vector
of the k-th candidate subject; OREL is the updated relation
vector output in the agent-like attention layer ; and Wh and

165502 VOLUME 12, 2024



J.-W. Wu et al.: Agent-Like Model for the Fusion of Attention Features

bh are trainable parameters in the fully connected network
layer.

The extraction of objects according to category is based
on the fused context representation vector OkSEN . Similar
to the subject extraction process, after passing through the
fully connected layer, the model predicts the probability for
the boundary position of each token related to the object.
When the predicted probability of the corresponding token
exceeds the preset threshold, the corresponding position of
the output sequence is labeled 1; otherwise, it is labeled 0.
Finally, we output the subject start-tag sequence and subject
end-tag sequence of the extracted objects under each specific
relationship category to obtain the span of each relation-
specific object. The extracted spans are then used to obtain the
objects that correspond to the subject in all relations, yielding
a relational triple, as follows:

Pistart_o = σ
(
wrstart · OkSEN + brstart

)
(17)

Piend_o = σ
(
wrend · OkSEN + brend

)
(18)

where OkSEN refers to the fused representation vector; Pistart_o
and Piend_o indicate the probability that a token represents
the start and end positions of an object; wsstart and w

s
end are

trainable weights, brstart and b
r
end are biases, and σ (·) is the

Sigmoid activation function.

D. LOSS FUNCTION
In the entity extraction task, the sequence entity tagger con-
firms the boundary positions of the entities in the sentence,
based on the predicted probability of each token. We estab-
lished a target function for model training and optimization
with the aim of enhancing the performance of the proposed
model in the accurate extraction of all relational triples.

As outlined in Chapter 3, the computational model uses
prediction probability for subject and object entity extrac-
tion, and the objective function calculates the probability of
extracting relational triples. The model it trained to max-
imize the objective function in order to improve model
performance.

To determine the probability of extracting relational triples,
as calculated by the target function, we use the loss function
to calculate the difference between the predicted probability
and the truth. A cross-entropy function is used for the loss
function, as follows:

L = −

N∑
i=1

yi log
(
ŷi

)
(19)

The goal of the relation extraction task is to maximize the
probability of extracting relational triples. In Equation (4.19),
yi indicates the true probability result equal to 1, and ŷi
indicates the predicted probability of the model. We calculate
L using the loss function to measure the gap between the
prediction generated by the model versus the actual result.
A low L value indicates that the prediction of their model is

close to the actual result, indicating that the trained model is
performing well.

Next, we perform a logarithmic transformation of the
obtained objective function, converting the probability into
logarithmic probability, which can then be used as the loss
function. Note that the loss function for the relational triple is
derived as follows:

L = log
∏

(s,r,o)∈T

P ((s, r, o) | x)

=

∑
s∈T

logP (s | x) +

∑
r∈T |s

logP (o | x, s, r)

+

∑
r∈R\T |s

logP
(
oφ | x, s, r

)
(20)

Finally, we use stochastic gradient descent (SGD) to max-
imize the loss function L in training the model.

V. EXPERIMENTS
In this section, we assess the efficacy of our agent-like atten-
tion feature fusion model in performing joint-entity relation
extraction tasks when applied to two public datasets. We first
outline the datasets used for relation extraction and evaluation
metrics. We then examine the baseline methods used as a
reference for comparisons with the proposed method.

A. DATASET
The model was assessed using the NYT [20] and
WebNLG [21] public datasets.

1) NYT DATASET
The NYT dataset was developed by Riedel et al. for relation
extraction tasks [20] in 2010. This dataset contains relation
entity pairs from the New York Times (NYT) corpus with
automated annotation provided through the freebase knowl-
edge base to obtain complete relation triple data. The dataset
is divided into a training set (56,195 training sentences) and
a test set (500 test sentences), covering 24 relation types.

2) WebNLG DATASET
TheWebNLG dataset was developed by Gardent et al. [21] in
2017 as a benchmark dataset for natural language generation
(NLG). The dataset was generated by converting structured
data from the knowledge graph of DBpedia into natural
language text. Thus, this dataset comprises mainly struc-
tured data and corresponding natural language text, where
the structured data represents the relationship or attribute
information between entities.

When performing the relation extraction task, we organize
the structured data into the format of relational triples, namely
(subject, relation, object). Natural language text is used to
train and test the model, comparing the results with actual
relation triples to evaluate the model in terms of extraction
performance. The WebNLG dataset includes 5019 training
sentences and 703 test sentences, covering 171 categories.
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The performance of the proposed model in relational triple
extraction was assessed by classifying the data of overlap-
ping triple categories within the two datasets. The extraction
performance was then verified for three types of overlapping
triple via experiments on the two complete datasets. Table 1
lists the quantities of information related to each category in
the two datasets.

TABLE 1. Numbers of triples in each dataset.

TABLE 2. Form of confusion matrix.

B. EVALUATION METRICS
Table 2 presents the confusion matrix [22] used to evaluate
the performance of the model in relation extraction. The
confusion matrix summarizes the prediction results by cat-
egory, allowing us to count correct and incorrect predictions.
The rows represent the true category of the data, while the
columns represent the predicted category. Correct classifica-
tions are labeled as positive, and incorrect classifications are
labeled as negative. The confusion matrix breaks down the
prediction results as follows: true positive (TP), true negative
(TN), false positive (FP), and false negative (FN).

The relation extraction performance of the proposed model
and existingmodels was assessed in terms of precision, recall,
and F1-score.

Precision refers to the proportion of correct predictions
among all samples that were labeled positive in the prediction
result field. Precision is derived as follows:

precision =
TP

TP+ FP
(21)

Recall refers to the proportion of correct predictions among
all samples that were actually positive in the ground truth
field. Recall was derived as follows:

recall =
TP

TP+ FN
(22)

The F1-score is a harmonicmean used to provide a compre-
hensively indication of performance by balancing precision
and recall. The F-1 score was derived as follows:

F1 − score = 2 ×
precision× recall
precision+ recall

(23)

C. EXPERIMENTAL RESULTS
1) COMPARISONS
In designing the proposed relation extraction model,
we implemented the training strategy proposed by Wei et al.
[3]. We then compared the effectiveness of our models with
the following methods: NovelTagging [4], CopyRe [23],
GraphRel [24], TPLinker [5], DualDec [25], and CasRel [3].

2) MAIN RESULTS
Table 3 compares the relational triple extraction performance
in experiments involving the NYT and WebNLG datasets.
Note that data pertaining to the other models was sourced
from their respective original papers, and the label ‘‘∗’’ indi-
cates situations where the experiment had to be rerun.

TABLE 3. Main results: NYT and WebNLG datasets.

As shown in Table 3, the proportion of overlapping triples
was higher when the models were applied to the NYT dataset
than when applied to WebNLG. This means that the NYT
dataset was more difficult to process. However, experimental
results show that compared with CasRel∗, we observed a
more pronounced improvement in F1-score when applied to
the NYT dataset than to WebNLG dataset. The F1-scores
revealed that the inclusion of CasRel∗ improved performance
on the two datasets by 2.8% and 1.9%, respectively. The pro-
posed model consistently outperformed the other methods.

3) EXTRACTION RESULTS AND OVERLAPPING TRIPLES
The relational triples were divided into Normal, SingleEn-
tityOverlap (SEO), and EntityPairOverlap (EPO), and test
subsets were derived from the two test datasets accordingly.
Table 1 lists the number of sentences in each test subset. Note
that some sentences contain both SingleEntityOverlap (SEO)
and EntityPairOverlap (EPO) relational triples, such that the
total number of sentences in the three test subsets does not
equal the total number of sentences in the test set.

Again, we used the F1-score to indicate the overall per-
formance of the models in extracting overlapping relational

165504 VOLUME 12, 2024



J.-W. Wu et al.: Agent-Like Model for the Fusion of Attention Features

TABLE 4. Comparison of models in dealing with overlapping triples when
applied to the NYT and WebNLG datasets (F1-score).

triples across the three categories. As shown in Table 4, the
proposed method outperformed CasRel in the extraction of
overlapping triples in all categories.

4) EXTRACTION RESULTS AND THE NUMBER OF RELATION
TRIPLES
We also assessed the extraction ability of the models as a
function of scenario complexity (i.e., different numbers of
relation triples).

Similar to the processing of overlapping triples, we divided
the public test sets into five subsets of N = 1, N = 2,
N= 3, N= 4, and N≥ 5, where N indicates the number of
relation triples in the target sentence. Table 5 lists the number
of sentences in each subset.

TABLE 5. Number of relation triples in each data subset E).

TABLE 6. Comparison of extraction models as a function of the numbers
of triples (F1-score).

We then used the F1-score to assess the performance of
the model when applied to sentences with multiple triples,
the results of which are shown in Table 6. Overall, the pro-
posed model outperformed CasRel when applied to complex
scenarios involving sentences with multiple relation triples.

TABLE 7. Training time of extraction models (sec/epoch).

5) TRAINING TIME
The experiment results demonstrate the excellent relation
extraction performance of the proposed agent-like feature
fusion model. AARel slightly outperformed TPLinker in the
initial analysis; however, TPLinker proved more effective
when applied to complex scenarios. Table 7 lists the training
time results indicting the time required to run one training
epoch when applied to the two public datasets. Overall, the
training time of the proposed model was on par with that of
CasRel, both of which far outperformed TPLinker.

VI. CONCLUSION
This paper introduces an agent-like model for the fusion of
attention features in relation extraction. The agent attention
mechanism was meant to improve upon the CasRel model,
which is based on a cascade binary annotation method. The
proposed model employs a novel attention module built upon
the original cascaded binary tagging framework to enhance
efficiency in extracting relational entities. The agent-like
fusion of attention features enables the extraction of implicit
semantic information within relational entities and relation-
ship categories by training an agent vector that encompasses
information related to both the context and relationship
category. In experiments, the proposed model significantly
outperformed CasRel in terms of relation extraction perfor-
mance and the accurate extraction of relational triples.
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