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ABSTRACT Adversarial attacks pose significant threats to Android malware detection by undermining
the effectiveness of machine learning-based systems. The rapid increase in Android apps complicates the
management of malicious software that can compromise user defense solutions. Many current Android
defense techniques rely on deep learning methods. Malicious users exploit GAN-based attacks to achieve
adversarial attack transferability and deceive target models by crafting adversarial examples based on known
models. We propose a new model based on a Cycle Generative Adversarial Network (CycleGAN) to detect
GAN-based attacks. This model incorporates a gradient penalty to enhance the detection rate of the target
model. Our investigation focuses on a gray box scenario, where the attacker has partial information about
the model. The results show that our model outperforms existing classifiers in detecting adversarial attacks.

INDEX TERMS Adversarial attacks, CycleGAN, gradient penalty, android, deep learning, gray box.

I. INTRODUCTION
Global smartphone shipments increase by 7.8% year over
year, reaching 289.4 million units in the first quarter of 2024,
according to IDC statistic data [1]. With the vast number
of Android users and millions of apps worldwide, malicious
actors attempt to compromise these apps to gain access
to sensitive information. The benefits of machine learning
(ML) models in fields such as image recognition, malware
detection, and anomaly detection are significant. However,
these models are vulnerable to adversarial examples (AEs)
[2], which are crafted inputs designed to mislead the
classification model. Robustness of a model against AEs
is indispensable and crucial. Numerous studies on Android
detection solutions [3], [4], [5] have been published in the
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literature by proposing classifiers to distinguish between
benign and malicious software. However, These classifiers
are vulnerable to AEs, which are created by adding specific
perturbations to natural inputs. Chen et al. [6] generated
AEs by injecting perturbations into the AndroidManifest.xml
and the APK’s Dex code, effectively concealing well-known
Android malware detection systems like Drebin [7]. Adver-
sarial perturbations can enable malware to disguise itself
from ML-based detectors. Unfortunately, many Android
malware detectors lack adequate defenses against adversarial
attacks. Due to the notable distinctions between images
and Android apps, defensive techniques designed for image
adversarial instances [8] cannot be simply transferred to
Android malware detection. Researchers have demonstrated
that it is feasible to craft specific examples that can deceive
ML models [9]. For instance, Grosse et al. [10] showed
how to manipulate Android malware samples to mislead
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neural network malware detection systems. Their approach
modified a method proposed by Papernot et al. [11], utilizing
the Jacobianmatrix of the neural network to create adversarial
samples. It is important to note that the creation of AEs is
generally applicable across various ML algorithms due to the
inherent properties of these architectures. This vulnerability
extends to contemporary deep neural networks as well. The
ability of twomodels, trained on distinct datasets and network
topologies, to misclassify the same adversarial example (AE)
presents an intriguing scenario in a black box setting. In this
context, even with limited knowledge of the victim’s model,
an adversary can train a source network, create the AE,
and transfer it to the victim’s network [12]. In the context
of malware, an AE attacker can deceive a trained malware
detector into failing to identify malicious software by subtly
altering certain aspects of the code. Because an AE generated
from oneMLmodel can also mislead another model, they can
be highly effective. AE transferability refers to the ability of
an AE that evades one model to bypass others with different
architectures. Even without precise knowledge of the victim
model, transferability allows an attacker to create AEs using
a substitute or source model and then apply them to the victim
model, achieving a high success rate. Many previous studies
have focused on how attackers can increase transferability to
deceive defense methods. In contrast, this work proposes a
model to thwart adversarial attacks generated by generative
adversarial networks (GANs). The goal is to enhance defense
methods against transferability in a gray box scenario. The
contributions are as follows:

• We propose a solution based on CycleGAN to prepare
our model to resist adversarially transferable samples
from malicious users. Since the attack aims to transfer
AEs from a substitute model to the defender or victim
model, we aim to train the defender model to recognize
these transferable samples, enhancing its robustness
against GAN-based attacks in a gray box context.

• We introduce the concept of gradient penalty to
CycleGAN to improve model stability. This addition
enhances the adaptability of the neural network used for
classifying benign and adversarial samples, allowing for
better distinction between different classes.

• We generate adversarial samples within the context of
a gray box scenario, aligned with the adversarial threat
model, and test them on the defender model.

The remainder of the paper is structured as follows:
section II presents the relatedworks, then section III describes
cycleGAN, section IV showcases our model, section V is
dedicated to the results and discussions, and in the end
section VI concludes with perspectives on future work.

II. RELATED WORKS
A. ADVERSARIAL EXAMPLE
Many ML algorithms are highly susceptible to malicious
attacks. If ML-based malware detection algorithms can
be easily defeated by specific adversarial techniques, they

are not suitable for real-world applications. Deep learning
AEs have garnered significant interest from researchers.
Szegedy et al. [8] demonstrated that applying imperceptible
perturbations to images can increase classification errors
in a trained neural network, preventing accurate image
classification. Samples with these perturbations are known
as AEs. To generate AEs, Goodfellow et al. [13] proposed a
gradient-based approach. When creating AEs, Papernot et al.
[11] used the Jacobian matrix to determine which features
to modify when creating these examples. Additionally,
Grosse et al. [14] recommended a gradient-based technique
for generating adversarial Android malware instances. These
AEs are designed to deceive malware detection algorithms
based on neural networks.

B. GAN FOR ANDROID
MalGAN [15] is an adversarial malware attack tech-
nique designed for computers, but it is also applicable
to Android due to the significant similarity between PC
software and Android applications. The generator produces
harmful adversarial malware instances by using noise and
malicious samples as input. The basic white box attack
is transformed into a black box attack by employing a
replacement detector–essentially a model that mimics the
target detector and uses its gradient to generate adversarial
samples. In addition toMalGAN, various other techniques for
generating AEs have emerged in recent years. For instance,
Hu et al. [16] proposed sequence generation based on API
calls, while MalGAN leverages binary characteristics in
software and a Recurrent Neural Network (RNN) model
to create adversarial instances. E-MalGAN [17] enhances
MalGAN by introducing a new substitute detector that
learns to detect AEs within the detection system. Peng et al.
[18] developed AEs using a Long Short-Term Memory
(LSTM) network generator and a Convolutional Neural
Network (CNN) as a substitute model. In another study,
Peng et al. [19] used RNNs to generate adversarial API
sequences, utilizing the context of API calls and word
embeddings. Wang utilized LSGAN-AT [20] to improve the
generation of smoother AEs by applying Least Squares (LS)
loss to optimize the GAN’s network topology. The model
p-MalGAN, which incorporates predictive capabilities, was
proposed in [21]. This approach also addresses the issue
that both the detector and the attacker utilize the same
features during the development of these methods. Li et al.
[17] proposed an approach using bi-objective GANs to
develop an AE attack strategy against Android malware
classifiers. Jan et al. [22] utilized GANs to enhance the
security of Android malware detectors through features based
on intents. Taheri et al. [23] tested four different evasion
attack models on Android malware classifiers and developed
a countermeasure using GANs, reporting that GAN-based
techniques improved evasion detection of Android malware
by up to 50%. Additionally, Rafiq et al. [24] introduced
DanDroid, a model that categorizes both obfuscated and
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unobfuscated malicious and benign Android applications
using GANs. They employed the classifier-two sample test
(C2ST) to evaluate the accuracy and expected loss of both the
discriminator and the generator. In practice, malicious data
was input into theGANs to generate artificial data that closely
resembled actual malicious programs.

C. TRANSFERABILITY IN ANDROID ADVERSARIAL
MALWARE
Wallace et al. [25] employed gradient-based attacks to
investigate the transferability of black box machine trans-
lation systems in natural language processing applications.
They developed an imitation model that mimicked the
victim model, allowing them to create AEs that could be
transferred to production systems. Afterward, to enhance
the transferability of adversarial attacks, the authors in [26]
introduced an input transformation-based attack architecture.
It is important to note that deep learning-based adversarial
attacks have become a significant concern in the field
of artificial intelligence, particularly in computer vision
applications [26]. The transferability of AEs has also been
explored in various computer vision tasks. The authors
in [27] proposed AEs to improve cross-task transferability in
classification, explicit content detection, and object detection
models. Suciu et al. [28] developed a system to assess actual
AEs in contexts such as image classification, data breach
prediction, Twitter-based exploit prediction, and Android
malware detection.They suggested poisoning and evasion
attacks against ML systems, demonstrating that a recent
evasion attack is less effective in the absence of broad
transferability. The authors examined the transferability of
these attacks and identified various factors that influence this
characteristic. Similarly, Demontis et al. [29] evaluated the
transferability of evasion and poisoning techniques across
three datasets related to different applications, including face
recognition, handwritten digit identification, and Android
malware detection. Many state-of-the-art studies focus on
enhancing the attacker’s capabilities, by demonstrating
methods to increase transferability to compromise the victim
model. In this paper, our main goal is to examine the
transferability problem from a different perspective by
proposing a model that strengthens the victim or defense
model against GAN-based transferability attacks.

III. CycleGAN
CycleGAN, also known as cycle-consistent generative adver-
sarial network, is a type of usual GAN that is designed to train
two generators, GM and GB, along with two discriminators,
DM andDB. It was initially developed for unpaired image-to-
image translation [30]. Using a diverse set of samples from
both the target and source domains, it employs unsupervised
training to build the model. This straightforward approach
yields visually striking results across a wide range of
applications. CycleGAN learns mappings GB : 6M → 6B
andGM : 6B → 6M . The cycle consistency loss for bothGB
and GM ensures the bijectivity of these mapping functions.

Importantly, the distinct features of CycleGAN arise from
the requirement that both functions must interact with one
another. The adversarial loss is combined with the cycle loss
to achieve the goal of translating unpaired data effectively.

IV. ADVERSARIAL THREAT MODEL AND DEFENSIVE
APPROACH
A. CycleGAN GENERATOR
The CycleGAN generator comprises three key components:
the encoder, transformer, and decoder. First, the encoder
is a neural network that compresses input data into a
lower-dimensional latent space, effectively capturing essen-
tial features and information. It extracts relevant characteris-
tics from the input (e.g., features of benign APKs), allowing
the model to concentrate on critical aspects necessary
for transformation. Second, the transformer modifies the
latent representation obtained from the encoder, adjusting
features to align with those of the target domain (e.g.,
characteristics of malware). This component introduces
adversarial manipulations, generating a representation that
resembles malware while retaining certain attributes of the
original benign input. Finally, the decoder reconstructs the
transformed latent representation back into the original data
format, producing the final output. It translates the modified
features into a complete set of APK features that mimic
malicious behavior, thereby creating adversarial examples.
The discriminator evaluates the output from the decoder,
providing feedback to the generator based on whether the
output is classified as real or fake.

B. ADVERSARIAL THREAT MODEL
Security threats are classified based on their objectives
and capabilities. This section outlines the adversarial threat
model, specifically designed to counter malware evasion
attacks, which consists of four components: adversarial
knowledge, adversarial capabilities, adversarial goals, and
attack surface.

1) ADVERSARIAL KNOWLEDGE
Adversarial knowledge refers to the amount of information
that an attacker possesses, or is presumed to possess,
to conduct attacks against a model. Based on this knowledge,
adversarial attacks can be categorized into three types:

• White box attack: In a white box scenario, the attacker
has full access to the underlying model. This includes
knowledge of the algorithm, training data, hyperparam-
eters, gradient information, and other relevant details.
Due to the extensive information available, attacks in a
white box context are relatively straightforward. Exist-
ing state-of-the-art works in white box environments
have demonstrated a significant level of adversarial
effectiveness [31].

• Black box attack: In a black box scenario, the attacker
only has access to the model’s inputs and outputs,
with no information about its internal architecture.
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Typically, the attacker constructs a surrogate model by
inferring the target model’s structure from the input-
output relationships [32].

• Gray box: This type of attack falls between the black box
and white box approaches, where the attacker has some
limited knowledge about the model but does not possess
complete information.

2) ADVERSARIAL CAPABILITIES
Adversarial capabilities refer to an adversary’s capacity and
are based on their understanding of the target model or victim
model. The training datasetD, the feature representation of a
sampleX , themodel architecture g, and themodel parameters
θ are the four types of knowledge that an attacker might
obtain about the victim model. Depending on how much
data the attacker has, a black box attacker does not know
anything about the victim model, and a gray box attacker
only knows a subset of {X ,D, g, θ}. A white box attacker,
on the other hand, is fully aware of all the details of the
targeted victim model. In this study, we focus on a gray
box attack, where the attacker is aware of a subset of D
and X .

FIGURE 1. Goal of the attacker.

3) ADVERSARIAL GOAL
The primary objective of a malicious user is to deceive the
target model into making incorrect classifications, as illus-
trated in Fig. 1. The attacker utilizes resources such as X and
a subset of D to develop a substitutemodel against the defense
or victim model. Since the attacker constructs this substitute
model independently, it functions as a white box model for
them. The attacker generates the corresponding AE X ad for
the substitute model based on a malicious clean sample X ;
thus, X ad is an effective AE on the substitute model. Finally,
to assess the effectiveness of X ad on the victim model,
the attacker applies it. The greater the likelihood that X ad
succeeds against the victim model, the more transferable the
attack becomes.

C. CycleGAN MODEL TO GENERATE ADVERSARIAL
SAMPLES
The model presented here includes two generators: generator
GB and generator GM , and two discriminators: discriminator
DB and the discriminator DM . Generator GB is used to
create samples for the benign category, while generator GM
generates samples from the malicious category. One of the
key advantages of CycleGAN is its ability to be trained on

both paired and unpaired samples, allowing the model to
leverage patterns within each domain to facilitate transitions
that accurately represent each field. The CycleGAN model
is employed to map adversarial malware samples to the
benign domain and vice versa. This process enables the
model to learn the intricate transformations that occur
when malware attempts to evade detection. We utilized the
Drebin dataset [7], which we divided into two unpaired
subsets: malicious and benign. Our architecture consists
of two GANs, each with its generator and discriminator.
The first GAN generates benign samples from malicious
inputs, as illustrated in Fig. 2, while the second GAN creates
malicious samples from benign inputs, as shown in Fig. 3.
Each GAN also includes a discriminator to evaluate the
authenticity of the generated samples. As training progresses,
they can produce samples that closely resemble those from
the target domains.

FIGURE 2. Generating fake benign samples.

FIGURE 3. Generating fake malicious samples.

1) CYCLE LOSS
Like other GAN models, the discriminator and generator of
CycleGANs are trained using the adversarial zero-sum prin-
ciple. The discriminators focus on identifying generated false
data, while the generators work to enhance their ability to
deceive them. The generators translate input samples, where
GM receives samples from the set of malicious samples 6B
and GB receives samples from the set of benign samples
6M . GM aims to generate adversarial data that closely
resembles traffic from 6B, and vice versa. Discriminator DM
distinguishes between real malicious samples and adversarial
samples generated by GM , producing a real or fake decision.
Similarly, discriminator DB performs the same function with
genuine benign traffic and adversarial traffic from GB.
Additionally, the generators are designed to produce

adversarial data in the target domain while also synthesizing
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reconstructed data from the source domain. This is accom-
plished by inputting the generated samples into the corre-
sponding generator and comparing the results to the original
samples. A cycle is defined as the transition of samples
across both generators. As illustrated in Fig. 4, each pair of
generators is trained to improve the reproduction of the source
samples. This process is known as cycle consistency. The
cycle-consistency property ensures that our model is better
at capturing the underlying structure of the data, making
CycleGAN more robust for adversarial defense tasks.

FIGURE 4. Cycle consistency loss [30].

Themathematical formulation of the cycle consistency loss
is as follows:

For any malicious sample from 6M , the data translation
cycle must be able to return MM to its original instance:

∀M ∈ 6M ,M → GB(M ) → GM (GB(M )) ≈ M (1)

For any benign sample from 6B, the data translation cycle
must return BB to its original instance:

∀B ∈ 6B,B → GM (B) → GB(GM (B)) ≈ B (2)

The cycle consistency loss [30] is thus defined as:

Lcyc(GM ,GB) = EM∈6M [||GM (GB(M )) −M ||1]

+ EB∈6B [||GB(GM (B)) − B||1] (3)

2) IDENTITY LOSS
Identity loss ensures that input data from the target domain
produces the same input samples. This is expressed as:
GM (M ) ≈ M and GB(B) ≈ B

The identity loss [30] is defined as:

Lid (GM ,GB) = EM∈6M [||GM (M ) −M ||1]

+ EB∈6B [||GB(B) − B||1] (4)

where M represents the malicious traffic in the malicious
training set 6M , and B represents the benign traffic in the
benign training set 6B. The Fig. 5 illustrates the identity loss.

FIGURE 5. Identity loss [30].

3) ADVERSARIAL LOSS
Adversarial losses are closely related to the mapping
functions GM and GB. For the mapping GM : 6B → 6M
and its discriminator DM , we have:

Ladv(GM ,DM ) = EM∈6M

[
log(DM (M ))

]
+ EB∈6B

[
log(1 − DM (GM (B)))

]
(5)

For the mappingGB : 6M → 6B and its discriminatorDB,
we have:

Ladv(GB,DB) = EM∈6M

[
log(DB(B))

]
+ EB∈6B

[
log(1 − DB(GB(M )))

]
(6)

where M represents the malicious traffic in the malicious
training set 6M , and B represents the benign traffic in the
benign training set 6B.

4) GENERATOR LOSS FUNCTION
The generator aims to produce data that closely resembles the
original data, while the discriminator attempts to differentiate
between original and translated samples. The discriminator
seeks to maximize the loss function, whereas the generator
aims to minimize it. Therefore, the generator loss func-
tion [30] can be expressed as follows:

L (GB,GM ,DB,DM ) = Ladv(GB,DB) + Ladv(GM ,DM )

+ α1 · Lcyc(GM ,GB)

+ α2 · Lid (GM ,GB) (7)

where α1 and α2 are parameters that control the weightings of
the cycle consistency loss and the identity loss, respectively.

Algorithm 1 illustrates the process of the CycleGAN
architecture for generating systems.

D. DETECTING ADVERSARIAL ANDROID MALWARE BY
BUILDING CycleGAN-GRADIENT PENALTY
The model described here is a type of GAN that features
two generator architectures and two critic architectures.
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FIGURE 6. Detecting adversarial Android malware by building CycleGAN-gradient penalty.

Algorithm 1 Training of the cycleGAN Architecture Gener-
ating System
INPUT:
GM : malicious samples generator,
GB: benign samples generator,
6M : malicious domain,
6B: benign domain,
num_epochs
OUTPUT: trained cycleGAN architecture for adversarial
samples
for num_epochs do M (i)

i=1,...,m ∈ 6M

B(i)i=1,...,m ∈ 6B
Generate m samples of GB(M ) and GM (B)
Generate m sample of GB(GM ) and GM (GB)
Generate m samples of GM (M ) and GB(B)
update the discriminatorDM according to the adversarial loss
function using equation (5)
update the discriminator DB according to the adversarial loss
function using equation (6)
update the generator GM and GB according to the total
cycleGAN loss function using equation (7)

It incorporates a gradient penalty to stabilize the model
and enhance performance. As shown in Fig. 6, the traffic
generated by the CycleGAN system is included in the training
set of the model. The Critic CB aims to differentiate benign
traffic from malicious traffic, while the critic CM focuses on
identifying malicious traffic. Both critics CM and CB work

to detect adversarial samples. Algorithm IV-D3 details the
procedure.

Considering the generator GB and the critic CB. The
Wasserstein loss (W-loss) approximation of the Earth
Mover’s [33] distance of the adversarial loss given in
Equation 8 is:

EB∈6B (CB(x) + EB∈6B (C(GB(x)) (8)

Here, x is a sample, and CB is a critic referred to
as discriminator DB. In this context, usually is used the
term ‘‘critic’’ instead of ‘‘discriminator’’ because there is
no logarithmic function involved. The goal for critic CB
is to maximize the distance between fake benign samples
and real benign samples, while the generator GB aims to
minimize it.

The output of discriminator DB must be a prediction
between 0 and 1 for binary cross-entropy (BCE) loss
to be effective. Consequently, the neural network of the
discriminator for GANs trained with BCE loss typically
employs a Sigmoid activation function in the output layer to
confine the values between 0 and 1.

However, W-loss does not impose this condition, allowing
the discriminator’s neural network to include a linear layer
at the end, which can output any real value. This output
serves as the critic’s assessment of how authentic a sample
is. Since the output is no longer bounded between 0 and 1,
we refer to it as a critic rather than a discriminator.
W-loss approximates the EarthMover’s distance in a way that
mitigates mode collapse and addresses vanishing gradient
problems [33].
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1) CycleGAN IN THE ANDROID ADVERSARIAL MALWARE
When implementing CycleGAN for malware detection, our
model focuses on feature representations or transformed ver-
sions of Android applications rather than traditional images.
The input to the model consists of transformed feature
sets extracted from Android applications, which the model
processes. The output is another structured representation of
the application after the model has attempted to translate it,
indicating the transformation it would undergo to become
either benign or adversarial.

In a gray box context, the CycleGAN model learns to
translate an adversarial example (amalicious application with
adversarial modifications) back to its benign equivalent, and
vice versa. This mechanism ensures that for each adversarial
input (the attacked malware sample), a corresponding benign
representation is produced as the output. Likewise, the inverse
transformation is maintained, allowing for the mapping
of benign samples to their potential representations under
adversarial conditions.

2) W-LOSS WITH GRADIENT PENALTY
Implementing a gradient penalty serves to regularize the
training process of the CycleGAN, ensuring that the
generated adversarial samples exhibit smoother and more
realistic properties. This enhancement significantly bolsters
the defensive model’s capacity to identify adversarial attacks
effectively. W-loss is a straightforward expression that
computes the difference between the expected values of the
critic’s output for a real example x and its prediction for a fake
example G(z):

E(C(x) + E(C(G(z)) (9)

The critic C aims to maximize this expression to effectively
distinguish between real and fake examples, while the
generator G seeks to minimize it to make the generated
example as close to the real example as possible. However, the
critic must satisfy a specific requirement for training GANs
with W-loss: it must be 1-Lipschitz continuous [34].

To implement the gradient penalty, we add a regularization
term to the loss function. When the gradient norm exceeds 1,
this regularization term penalizes the critic. The complete
expression of the loss function used for training with W-loss
and gradient penalty is given by:

L (G,C) = E(C(x)) − E(C(G(z)))

+ β · E
(
||∇C(x̂)||2 − 1

)2 (10)

Here, β is a hyperparameter that controls the weighting
of the regularization term relative to the primary loss
function. Checking the critic’s gradient at every point in
the feature space is typically impractical. Therefore, during
implementation, we interpolate between genuine and fake
examples to incorporate the gradient penalty logic:
x̂ = ϵx + (1 − ϵ)G(z)

where ϵ is a random vector of benign samples.

3) CycleGAN-GRADIENT PENALTY ADVERSARIAL LOSS
From the equation 10 we can derive the following new
adversarial loss for CycleGAN-gradient penalty.

For the mapping GM : 6B → 6M and its discriminator
CM we have:

L ′(GM ,CM ) = E(CM (x)) − E(CM (GM (z)))

+ βM · E
(
||∇CM (x̂)||2 − 1

)2 (11)

For the mapping GB : 6M → 6B and its discriminator DB
we have:

L ′(GB,CB) = E(CB(x)) − E(CB(GB(z)))

+ βB · E
(
||∇CB(x̂)||2 − 1

)2 (12)

Here, M represents the malicious traffic in the malicious
training set 6M , and B represents the benign traffic in benign
the training set 6B.
The new generator loss is given as follows:

L (GB,GB,CM ,CB) = L ′
adv(GB,CB) + L ′(GM ,CM )

+ α1 · Lcyc(GM ,GB)

+ α2 · Lid (GM ,GB) (13)

Algorithm 2 Detecting Adversarial Android Malware
Algorithm
INPUT: GM malicious samples generator,
GB benign samples generator,
CM : malicious samples critic,
CB: benign samples critic,
B: benign samples,
M: malicious samples,
adv: adversarial malicious samples generated by cycleGAN,
OUTPUT: trained defense model
Y = combine M and adv samples
for num_epochs do generate m samples of GM (B)
generate m samples of GB(Y )

for n_criticM do max[E(CM (xY )) − E(GM (zY )) +

βME(||∇CM (x̂Y ||2 − 1)2 ]
for n_criticB do

max[E(CB(xB)) − E(GB(zB)) + βBE(||∇CB(x̂B||2 − 1)2]
update critic CM according to the equation (11)
update critic CB according to the equation (12)
update generator GM and GB according to the to the new
equation (13)

V. EXPERIENCES, RESULTS AND DISCUSSIONS
A. EXPERIENCES AND RESULTS
Our experiments were conducted on an Intel® Xeon® CPU
@ 2.20GHz machine with 12GB of RAM, running Ubuntu
22.04.3 LTS. We utilized PyTorch version 2.3.0 and Python
3.10 for programming.

The dataset was split into 70% for training and 30% for
testing, with each part further divided into malicious (M)
and benign (B) samples. Although CycleGAN was initially
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developed for one-to-one mappings (e.g., mapping one image
to another), Android adversarial malware attacks involve
various transformations, which means multiple adversarial
examples could correspond to a single benign app or
vice versa. To handle this, we have introduced additional
variability during training by using diverse sets of adversarial
examples for the same benign app, allowing the CycleGAN
to learn a broader range of mappings. This helps the model
generalize better and learn to detect different adversarial
modifications effectively. Various performance metrics were
employed for comparison, including accuracy, precision,
F1-score, and the Receiver Operating Characteristic (ROC)
curve. The training process is conducted using a supervised
learning approach.

TABLE 1. Hyperparameters for attack or substitute model.

TABLE 2. Hyperparameters for the defender training model.

B. RESULTS ON NORMAL SAMPLES
This section presents the performance metrics obtained
without any adversarial attacks.

C. RESULTS ON ADVERSARIAL SAMPLES
Here, we present the performance metrics after applying
adversarial samples generated from the substitute model.

D. DISCUSSIONS
We first evaluated the model using normal samples without
adversarial attacks. Fig. 7 to 11 present the results without
adversarial attacks: Fig. 7 shows the accuracy result, Fig. 8
represents the precision metric, Fig. 9 displays the recall,
Fig. 10 indicates the F1-score, and Fig. 11 illustrates the
ROC curve. Our model achieved outstanding classification
results among the five classifiers, with an accuracy of 99.8%
accuracy, 99.8% precision, 99.9% recall, 99.9% F1-score,
and 99.8% ROC. In the second place, the Random Forest
(RF) classifier achieved 99% accuracy, 99% precision, 99.5%
recall, 99.2% F1-score, and 99.8% ROC. Following closely

FIGURE 7. Normal samples: accuracy.

FIGURE 8. Normal classification: precision.

FIGURE 9. Normal classification: recall.

were the Decision Tree (DT) classifier with 97.6% accuracy,
98.5% precision, 97.8% recall, 98.2% F1-score, and 97.5 %
ROC.; and the Gradient Boosting (GB) classifier with 97.6%
accuracy, 97.5% precision, 98.7 %recall, 98.1% F1-score and
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FIGURE 10. Normal classification: F1-score.

FIGURE 11. Normal classification: ROC curve.

FIGURE 12. Adversarial classification: accuracy.

99.5% ROC. The Naive Bayes (NB) classifier performed the
least well, with 72.1%, 98.5% precision, 57.4% recall, 72.6%,
and 95.8% ROC.

FIGURE 13. Adversarial classification: precision.

FIGURE 14. Adversarial classification: recall.

FIGURE 15. Adversarial classification: F1-score.

After generating adversarial samples from the substitute
model, we applied them to the defensivemodel and classifiers
to assess new performance metrics. Fig. 12 to 16 show the
results of GAN adversarial attacks in the gray box context:
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FIGURE 16. Adversarial classification: ROC curve.

Fig. 12 displays the accuracy performance, Fig. 13 presents
precision, Fig. 14 points recall, Fig. 15 indicates F1-score,
Fig. 16 illustrates the ROC curve.
Despite the attacks, our model remained the best among

the classifiers, achieving, 67.1% accuracy, 70.1% precision,
82.9% recall, 76% F1-score, and 61.61% ROC. In contrast,
RF’s performance decreased significantly, dropping from
99% to 48.2% accuracy, from 99% to 56.4% precision,
from 99.5% to 76.8% recall, from 99.2 to 65% F1-score,
and from 99.8% to 48.1% ROC. The DT classifier scored
49.7% for accuracy, 57,2% for precision, 79% for recall,
66.3% for F1-score, and 51.31% for ROC. The GB classifier
achieved 39.4% of accuracy, 51.4% of precision, 62.9% of
recall, 56.6% of F1-score, and 48.8% of ROC. Lastly, NB’s
performance was significantly diminished, with accuracy at
28.3%, precision at 6.5%, recall at 1.1%, F1-score at 1.8%,
and ROC at 48.2%.

Therefore, our model proved to be the most effective in
both the presence and absence of GAN-based adversarial
attacks.

VI. CONCLUSION AND FUTURE WORKS
The goal of this paper was to propose a solution to the
problem of GAN-based adversarial malware. This issue can
arise in various contexts, including white box, black box, and
gray box scenarios. We focused on a gray box scenario in
which an attacker has partial information about the model.
The attacker exploits this knowledge to construct a substitute
model, generating adversarial samples before applying them
to the victim or defender model. Our proposed solution
leverages the attacker’s existing knowledge to train the model
to recognize and prevent these adversarial samples. We built
our model based on CycleGAN logic, enabling it to learn
how to identify adversarial inputs. Additionally, we modified
the CycleGAN to include a gradient penalty, which helps to
stabilize the model and increase the detection rate. Future
work will address all types of adversarial attacks, particularly
in the context of transferability, and will explore adversarial
attacks in black box scenarios.
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