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ABSTRACT Plants are integral to the agriculture industry, profoundly impacting a nation’s economy and
environmental stability, with a significant portion of certain countries’ economies reliant on crop production.
Much like human health, plants face susceptibility to diseases induced by viruses and bacteria, necessitating
careful attention to plant care and disease identification. This study introduces an AI (Artificial Intelligence)
model that detects and explains plant diseases through image analysis. The proposed system, distinct from
existing detectors, identifies numerous diseases in vegetables and fruits by employing our proposed ensemble
learning classifier involving four deep learning models: VGG16, VGG19, ResNet101 V2, and Inception
V3, achieving an accuracy exceeding 90%. The reason for using ensemble learning is to obtain accurate
predictions. Furthermore, the system sets itself apart by providing explanations for predictions using LIME
(Local Interpretable Model-Agnostic Explanations), applied to interpret the predictions of deep learning
models. The visualizations generated from multiple methods point to specific pixels’ influence on accurate
and incorrect predictions, clearly illustrating the model’s decision-making process. This technique shows
areas of the image that contributed positively to the model’s decision, like key regions where the object of
interest was most prominent, and areas that added negative values, where irrelevant or misleading features
were present. By exploring these features, we gained insights into how the model interprets and prioritizes
different aspects of the image during prediction. The study aims to address existing limitations in plant
disease detection, offering a comprehensive solution to enhance agricultural practices, foster economic
growth, and contribute to environmental sustainability.

INDEX TERMS Deep learning (DL), convolution neural network (CNN), explainable AI (XAI), ensemble
learning, plant diseases, plant village.

I. INTRODUCTION
Farming plays an essential part in every aspect of human
life, including food, clothing, medication, antibiotic cures,
and the environment throughout the world. Plants are a
basic source of food for both human and animal species and
agriculture is associated directly with the economic system
of different countries as well. Similar to human health, plants
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are susceptible to diseases caused by viruses and bacteria [1].
The timely detection of plant diseases is crucial to increase
their yield to enhance economic growth and to ensure food
security for a growing human population [2]. Therefore, there
is a need for an automatic, fast, efficient, and accurate system
to detect plant disease and control the disease spread for better
crop yield.

Many machine learning and deep learning models have
been used for plant leaf detection. They mostly cover
14 diseases in fruits and vegetables e.g. apples and cucumbers
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to a maximum of 14 diseases [3], [4], [5], [6]. AgriCure,
a plant disease detector is proposed to detect disease in plants
in vegetables and fruits [7]. Farmers, botanists, specialists,
and consultants can use the proposed system for their
benefit. However, most of the existing work on plant leaf
detection is based on training single machine learning or
deep learning models for disease detection models. However,
in our study, we find that the predictions of a single model
are not 100 percent reliable due to the complex nature of
the plant data and multiple diseases. Moreover, there is a
need to interpret the results of the black box deep learning
models to analyze the main factors causing diseases for better
mitigation.

This study proposes an innovative approach to address
these concerns, by combining Ensemble learning with
Explainable AI for accurate detection of multiple plant leaf
diseases and analysis of the factors responsible for the
diseases. Ensemble learning involves combining multiple
models to improve predictive performance. Our approach
utilizes a deep learning ensemble, which incorporates four
models: VGG16, VGG19, ResNet101 V2, and Inception V3.
By leveraging the collective learning of these models through
ensemble learning, we aim to achieve an accuracy of 90% and
above. An ensemble learning voting technique is employed
to aggregate predictions from individual models, ensuring
robust and accurate results. In addition to the ensemble
approach, we use explainable AI, which provides the
capability to explain clear and understandable explanations
for predictions. Through the LIME explainable AI technique,
the proposed model not only predicts the class of a plant
leaf disease but also provides an in-depth explanation and
justification for its decision.

The key contributions of the proposed work are as follows.

• Wehave used an image dataset of 38 diseases of different
plants named apple, blueberry, cherry, grape, orange,
peach, pepper, potato, raspberry, soy, squash, strawberry,
and tomato. The dataset was pre-processed using image
processing techniques.

• We have developed an Ensemble Learning framework
for plant leaf disease detection using four deep learning
models including VGG16, VGG19, ResNet101 V2, and
InceptionV3, each providing their output independently.
The final output is determined using hard and soft voting
techniques, which yield more accurate results compared
to a single model.

• Explainable AI (XAI) is employed to explain predictions
through their features, enhancing the accuracy of the
predictions.

The rest of the manuscript is organized as follows: In
Section II, we have provided a detailed literature overview,
discussing existing work on plant leaf disease detection.
In Section III, we explain the proposed ensemble learning
and Explainable AI-based methodology. In section IV, the
experimental details are presented including model training
and parameters optimization. The Ensemble learning results

are discussed along with the application of Explainable
AI. The final section presents a conclusion and addresses
potential future work directions.

II. LITERATURE REVIEW
In this section, we present a comparative analysis of
the existing work on plant leaf disease detection. Past
studies have explored various machine learning and deep
learning approaches for plant disease identification. For
this purpose, researchers have explored different classi-
fication methods, morphology features, color and texture
attributes [8], [9].

The paper provides an overview of different kinds of
diseases in plant leaves and applies machine learning-based
classification methods to detect plant diseases such as
bacteria, viruses, and fungi [10]. For classification, the
authors considered morphology features and attributes of
color, intensity, and dimensions of leaves [11].

The stem plant disease detection is handled in the following
work [12]. A mobile application has been developed for
capturing images of jute plant stems. The images are
transferred to the server, and affected portions are segmented
using a threshold formula via hue-based segmentation.
Features value is matched along with stored sample values
and a Support Vector Machine classifier is applied to predict
the disease.

The paper mainly focuses on papaya leaves. Random forest
classifier is used to diagnose unhealthy plant leaves with an
accuracy of nearly 70%. The methodology involves dataset
creation, feature extraction, and classifier training [13].

The authors in [14] utilized different machine learning
models on a diverse set of plant leaf images, achieving an
average accuracy of 99% across 22 plant diseases. However,
this approach was limited to traditional machine-learning
techniques.

Recently, numerous studies have investigated deep-
learning techniques for plant disease detection. In [5] authors,
tackled the problem of plant leaf disease detection through the
use of image processing [15], [16], [17] strategies and back
propagation neural network (BPNN). In [18], the authors
applied Otsu thresholding observed by boundary detection
and detection set of rules to section inflamed elements inside
the leaf. Consequently, they extracted features which include
color, texture, morphology, and edges. BPNNwas applied for
disease detection.

In [3], the authors developed a convolutional neural
network (CNN) based model for disease diagnosis. They had
efficaciously labeled twelve plant diseases. The data set of
three thousand high-decision colored images was utilized for
the research. However, the F1 score is very low due to a high
number of false-negative predictions.

In [19] authors presented a CNN-based method to detect
rice crop disease, utilizing a 500-pixel image data set of
unhealthy and healthy rice plant leaves and their stems.
In total, 10 rice crop diseases are handled.
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In [4], authors developed a CNN based model for
identifying Apple pathological images. Based on different
analytics benchmarks, they show the effectiveness of their
approach.

In [5], a cucumber leaf disease detection method based on
CNN is proposed with 94% accuracy. However, the proposed
method only detects a single plant disease.

In [6], the researchers developed a CNN based model
to identify 13 plant diseases with 94% accuracy. In [20]
authors applied pre-trained CNN models, including YOLO,
to identify diseases in different plants. Thismethod yielded an
average accuracy of 99.06% across 25 plant diseases, demon-
strating the potential of deep learning models in improving
disease detection accuracy over traditional machine learning
models.

These studies underscore the effectiveness of both
machine learning and deep learning for plant disease
detection, while also highlighting the advantages of deep
learning algorithms in handling more complex datasets.
Table 1 presents a comparative analysis of existing
machine learning and deep learning-based plant leaf
detection models. Notable observations from existing studies
include:

Limited number of Plant Leaf Diseases: In the context
of plant pathology, researchers have predominantly concen-
trated their efforts on a subset of 10 to 15 diseases [2],
[7]. To the best of our knowledge, limited work has
been done on detection of 38 classes of plant diseases
comprehensively [1].
Scarcity of Ensemble Learning based Techniques:

Notably, a prevalent trend in literature involves utilization
of CNN algorithm. Although CNN based deep learning
models have proven effective in yielding high accuracy
rates, a notable gap emerges in ability of these models
to confidently identify a single disease. Often, reliance
on maximum accuracy comes at the cost of precision in
disease prediction. The observed discrepancy lies in the fact
that, despite achieving high accuracy, a definitive diagnosis
is only achieved when 2 to 3 models converge on the
same outcome [21]. This underscores need for an Ensemble
learning based reliable approach for disease detection and
highlights a potential area for improvement in the existing
work.

Limited Work on Explainable AI: To the best of
our knowledge, limited work has been done on applying
explainable AI methods to identify important features used
by deep learning based plant leaf detection models.

To address these issues, in this research work, we propose
a novel methodology that builds an ensemble learning
classifier, leveraging power of four deep learning models i.e.,
VGG16, VGG19, InceptionV3, and ResNet101V2 trained
on Plant Village dataset containing 38 classes of plant leaf
diseases. This approach aims to significantly improve disease
detection accuracy and robustness by combining strengths of
multiple models. An essential aspect of our proposed system

is incorporation of explainable AI, ensuring transparency
and interpretability of the classification results. By using
explainable AI techniques, our system can provide clear
and understandable justifications for its disease predictions,
enhancing user trust and facilitating the interpretation of
results.

III. PROPOSED METHODOLOGY
The proposed methodology is based on integration of an
Ensemble learning classifier with Explainable AI for plant
leaf disease detection. The following steps are included
i.e., data collection, data pre-processing, deep learning
models training and testing, Ensemble learning using soft
Voting, and results interpretation using LIME. We explain
these steps of the proposed methodology in the following
subsections.

A. DATASET DESCRIPTION
Plant Village dataset is a comprehensive collection of
54,305 images depicting both unhealthy and healthy plant
leaves [22]. Figure 1 shows some images taken from
the data set. These images were carefully gathered under
controlled conditions to ensure data quality and reliability.
The dataset encompasses a wide variety of fruits and
vegetables, including apple, blueberry, cherry, grape, orange,
peach, pepper, potato, raspberry, soy, squash, strawberry, and
tomato, totaling 14 different plants. Within this dataset, there
are images representing 17 distinct basic diseases, 4 bacterial
diseases, 2 diseases caused by mold (oomycete), and 2 viral
diseases. We have selected the Plant Village dataset because
it offers a comprehensive set of 38 disease classes, which is
not available in any other dataset. The total images for the
training of the model are shown in the below table:

B. DATA PRE PROCESSING
We have implemented a series of data pre-processing
techniques to improve the quality and variability of the
training data. The pre-processing includes multiple steps
including re-scaling pixel values to [0, 1] range, applying
rotations up to 25 degrees, zooming in and out by up to 50%,
shearing with a range of 0.3, and performing horizontal flips.
These steps were applied to enhance the classifier’s ability to
generalize by training it on a wider range of image variations.
The figure shows how an original image is transformed
through these pre-processing steps. These steps are critical
for reducing overfitting.

C. ENSEMBLE LEARNING CLASSIFIER
We have developed an Ensemble learning-based classifier
that combines outputs from multiple deep learning models
using majority voting to achieve higher disease prediction
accuracy. This approach helps to gain an understanding
of how different deep learning models perform on new,
unseen data and to determine whether the models are
overfitting or underfitting [23]. The proposed ensemble
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TABLE 1. Comparative analysis of machine learning and deep learning based plant leaf disease detection.

learning framework encompasses 4 deep learning models,
i.e., VGG16, VGG19, Inceptionv3, and Resnet101v2, and
soft and hard voting techniques are employed to combine
outputs of the trained deep learning models. To ensure
reliability of our predictions, we also utilized explainable
AI technique, LIME, which helps to interpret the results
of Ensemble learning and verify that the predicted disease
is accurate by providing insights into the model’s decision-
making process.

1) VGG16 MODEL
We have employed VGG16, a deep convolutional neural
network for its well-balanced trade-off between depth and
computational efficiency, making it suitable for our ensemble
learning approach. The VGG16 architecture consists of
16 layers, including 13 convolutional layers and 3 fully
connected layers, which are organized sequentially. The
activation function used after each convolutional layer is
ReLU (Rectified Linear Unit), defined as:

f (x) = max(0, x)

This activation function introduces non-linearity, which
allows the network to learn more complex patterns.

The network concludes with a softmax activation function in
the final layer, which outputs a probability distribution over
the target classes. Mathematically, the softmax function is
defined as:

σ (zi) =
ezi∑K
j=1 e

zj

where zi represents the input to the i-th unit of the final layer,
andK is the total number of classes. The input layers use input
size (265 X 256 X 3) with stride 1 and padding to preserve the
spatial dimensions, followed bymax-pooling layers to reduce
spatial dimensions and computational load. The network’s
depth allows it to learn intricate patterns in images, which
is crucial for accurate disease detection in plant leaves. The
fully connected layers at end of the network aggregate learned
features and produce final classification output. By using
VGG16 in combination with other models in our ensemble
learning classifier, we aim to leverage its strengths in feature
extraction and enhance the overall prediction accuracy of our
system. In Figure 3, we present VGG16 model architecture.
The pre-processed image dataset is passed onto the input
layer. After features extraction, we pass this to flatten layer
and then output layer which contains 38 neurons, and softmax
activation function is applied.
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FIGURE 1. Proposed ensemble learning and explainable AI based methodology.

TABLE 2. Plant village image dataset.

2) VGG19 MODEL
In our ensemble learning classifier, the second model used
is VGG19 which is a powerful deep convolutional neural
network known for its ability to capture complex features in
different image classification tasks. It has 19 feature layers,
including 16 convolutional layers and 3 fully connected

FIGURE 2. Data preprocessing applied on a plant leaf image.

FIGURE 3. VGG16 model architecture.

layers. VGG19 is particularly useful for tasks requiring high
precision and fine-grained details due to its increased depth
compared to VGG16.

The architecture of VGG19 follows same principles as
VGG16, using small receptive fields (3 × 3) with stride
1 and padding to preserve spatial dimensions. Max-pooling
layers are applied after every two or four convolutional
layers to reduce the dimensionality. The increased depth
allows VGG19 to learn more complex features, which is
beneficial for tasks such as disease detection in plant leaves.
By integrating VGG19 into our ensemble learning, we aim
to enhance model’s ability to generalize across different
datasets and improve classification accuracy.Mathematically,
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the ReLU activation function used in each convolutional layer
is defined as:

f (x) = max(0, x)

The final layer of VGG19 network uses softmax activation
function to produce a probability distribution over the classes,
defined as:

σ (zi) =
ezi∑K
j=1 e

zj

where zi is the input to the i-th unit of the final layer, and K
is the total number of classes.

3) INCEPTIONV3 MODEL
InceptionV3 is a deep convolutional neural network archi-
tecture designed for image classification tasks. Key features
of InceptionV3 include use of the ‘‘Inception module’’ with
various filter sizes, batch normalization, and a factorization
approach to reduce computational complexity. The architec-
ture of InceptionV3 includes a series of convolutional layers,
Inception modules, and pooling operations. Characterized
by its innovative ‘‘inception modules,’’. InceptionV3 utilizes
1×1, 3×3, and 5×5 convolutional layers to extract features
from input images. For example, output of a convolution
operation can be mathematically represented as:

O = Conv(I ,K ) + B

where: - O is the output feature map, - I is the input image,
- K is the convolution kernel, - B is the bias term.

Inception Modules: These modules combine multiple
convolutional filters to capture features at different scales.
The output O of a single inception module can be represented
as:

O = Concat(Conv1×1(X ),

Conv3×3(X ),Conv5×5(X ),MaxPool(X ))

where: - Concat indicates concatenation along the depth
dimension, - Conv1×1, Conv3×3, and Conv5×5 are the
respective convolution operations applied to the input X ,
- MaxPool is the max pooling operation.

Factorized Convolutions: To improve efficiency, larger
convolution operations are factorized. Global Average Pool-
ing: This layer replaces traditional fully connected layers,
reducing overfitting and computational load:

O = GlobalAvgPool(X )

Softmax Activation: The final output is obtained using a
softmax function for multi-class classification:

Output = Softmax(W · O+ b)

4) RESNET101V2 MODEL
The primary reason for choosing ResNet-101V2 in our
proposed Ensemble learning classifier is its sophisticated
architecture, which builds upon ResNet (Residual Networks)

FIGURE 4. Resnet101V2 model architecture.

framework by incorporating several key enhancements.
These enhancements include use of batch normalization and
improved residual connections, which contribute to better
training performance and reduced overfitting. ResNet-101V2
model depth, with 101 layers, enables it to capture complex
features and hierarchical representations from input images,
making it highly suitable for tasks requiring detailed feature
extraction and fine-grained classification.

It utilizes ‘‘residual connections’’ to mitigate vanishing
gradient problems in very deep networks, allowing for
more effective training. ResNet101V2 features 101 layers,
including an initial 7×7 convolutional layer, followed by four
stages of residual blocks. The residual blocks are composed
of three layers: a 1× 1 convolution, a 3× 3 convolution, and
another 1 × 1 convolution, with a number of filters doubling
across stages (from 64 in Stage 1 to 512 in Stage 4). The
network also incorporates batch normalization and ReLU
activation after each convolutional layer. The final layers
include a global average pooling layer and a fully connected
layer with softmax activation for classification. The operation
within each residual block can be mathematically described
as:

Output = ReLU(W2 · ReLU(W1 · Input + b1) + b2 + Input)

where: - W1 and W2 are the weights of the convolutional
layers, - b1 and b2 are the biases, - ReLU represents the
activation function.

In Figure 4,we present architecture of our model which
takes images having (256 X 256 X 3 ) size at input layer.
The output layer contains 38 neurons depicting the 38 disease
classes.

IV. EXPERIMENTATION
In our proposed Ensemble learning classifier, we have trained
four deep learning models including VGG16, VGG19,
InceptionV3, and Resnet101V2 trained on the preprocessed
Plant Village dataset. The dataset is divided into training and
test subsets. The number of images in the training dataset is
43,444 whereas, the test dataset contains 10861 images. The
outputs of the trained models are combined using hard and
soft voting techniques for plant leaf disease detection.

A. HARDWARE
The experiments were conducted on a Dell laptop with
following specifications: Processor: Intel(R) Core(TM)
i5-4210U CPU @ 1.70GHz 2.40 GHz, RAM: 4.00 GB,
System type: 64-bit operating system, x64-based processor.

VOLUME 12, 2024 156043



A. Oad et al.: Plant Leaf Disease Detection Using Ensemble Learning and Explainable AI

The hardware effectively catered to the computational needs
of the experiments.

B. SOFTWARE
Open-source libraries and frameworks were used to
implement and train the deep learning models. Python
extensive library ecosystem, including NumPy, Pandas,
and RandomOverSampler, was utilized to streamline
the process. Scikit-learn offered a toolkit for machine
learning tasks, while TensorFlow provided functionalities
for deep learning model building and training. These
libraries streamlined data pre-processing, model training, and
evaluation.

C. PARAMETERS TUNING
We conducted parameter tuning for each deep learning
model to optimize its performance. This involved adjusting
model-specific parameters, i.e., the number of hidden layers,
learning rate, and regularization parameters. Table 3 shows
the values of the parameters.

TABLE 3. Parameters values for deep learning models.

D. VGG16 MODEL TRAINING
In our proposed ensemble learning classifier, first deep
learning model used is VGG16 model. The target image
size is set to (256,256), with a batch size of 32. For model
training, We have used softmax activation function, and
categorical cross-entropy loss function is optimized using
Adam optimizer. The training was configured to stop if
accuracy did not improve over five consecutive epochs. The
model has been trained over 20 epochs, but early stopping
occurred at the 8th epoch, achieving an accuracy of 91.9%.
Figures 5 and 6 illustrate training and validation loss and
accuracy graphs.

E. VGG19 MODEL TRAINING
The second model in our Ensemble learning classifier is
CNN based VGG19. The model is trained with a target
image size of (256,256) and a batch size of 32. Employing
softmax activation function and categorical cross-entropy
loss, we optimized VGG19 model using Adam optimizer.
A stopping criterion was set: training would halt if accu-
racy failed to improve after 2 consecutive epochs. During
50 epochs, model training was completed during 6th epoch,
attaining 88.2% accuracy with minimum loss as shown in
Figures 7 and 8.

FIGURE 5. Training and validation accuracy of VGG16 model.

FIGURE 6. Training and validation loss of VGG16 model.

FIGURE 7. Training and validation accuracy of VGG19 model.

F. INCEPTIONV3 MODEL TRAINING
In our proposed Ensemble learning classifier, InceptionV3
model is trained with a target image size of (256,256) and
a batch size of 32. The model refinement is performed
by using softmax activation function and categorical cross-
entropy loss, with performance optimization performed by
Adam optimizer. A predefined stopping criterion mandated
cessation of training if accuracy failed to improve over two
consecutive epochs. Across a span of 50 epochs, model
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FIGURE 8. Training and validation loss of VGG19 model.

training culminated by 6th epoch, achieving an accuracy level
of 88% as presented in Figures 10 and 11.

FIGURE 9. Training and validation accuracy of InceptionV3 model.

FIGURE 10. Training and validation loss of InceptionV3 model.

G. RESNET101V2 MODEL TRAINING
The fourth deep learning model in our proposed Ensemble
Learning classifier is ResNet101V2. The model is trained
using preprocessed images from the Plant Village dataset.
Softmax function and categorical cross-entropy are used for
model training. We have defined a stopping criteria. After

50 epochs, model performance improved and training was
stopped at a detection accuracy of 93.6% accuracy with lower
validation loss as shown in Figures 13 and 14 below.

FIGURE 11. Training, validation accuracy of ResNet101V2 model.

FIGURE 12. Training and validation loss of ResNet101V2 model.

The precision, recall, and F1 score values have been
computed and presented in Table 4.

TABLE 4. Performance comparison of four deep learning models.

H. VOTING BASED ENSEMBLE LEARNING
Voting in the context of machine learning is a method to
combine predictions from multiple models or classifiers to
make a final decision or prediction. There are two common
types of voting techniques:

Hard Voting: In hard voting, each model or classifier
makes a prediction, and final decision is based on themajority
vote.

In our proposed Ensemble learning classifier, we have
trained four deep learning models for plant leaf disease
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prediction. The outputs of the four trained models are
aggregated to determine final output of ensemble learning
classifier. In our case, consider the following example:

Vgg16 predicts class 0 (Apple_scab). Vgg19 pre-
dicts class 1 (Apple_Black_rot). IncepectionV3 predicts
class 0 (Apple_scab). Resnet101V2 predicts class 3
(Apple_healthy).

In majority voting, all votes are counted and class
with a maximum number of votes is selected as final
prediction of ensemble learning classifier. In this case, class 0
(Apple_scab) has highest number of votes, so this class would
be chosen.

Calculating the votes: Votes for Class 0 (Apple_scab) = 2
Votes for Class 1 (Apple_Black_rot) = 1 Votes for Class 3
(Apple_healthy) = 1

The final prediction using hard voting would be class
with the highest number of votes, which is Class 0
(Apple___Apple_scab).

This approach simplifies the decision-making process
by following the majority’s opinion, leading to a choice
that reflects the most common prediction, as explained in
Figure 13.

FIGURE 13. Hard voting approach.

Soft Voting: In soft voting, not only the majority votes
are considered, but also confidence scores from each model’s
predictions are taken into account. The confidence scores for
each class are summed up, and the class with the highest total
confidence score is chosen.

In our case,:
- Vgg16 is confident in its prediction of class 0

(Apple_scab), with a confidence score denoted as c1. - Vgg19
is confident in its prediction of class 1 (Apple_Black_rot),
with a confidence score denoted as c2. - InceptionV3 is
confident in its prediction of class 0 (Apple_scab), with a
confidence score denoted as c3. - Resnet101V2 is confident

in its prediction of class 3 (Apple_healthy), with a confidence
score denoted as c4.

The total confidence score for class 0 (Apple_scab) is
calculated by summing up confidence scores from Vgg16,
Vgg19, InceptionV3, and Resnet101V2:

Total Confidence for Class 0 = c1 + c2 + c3 + c4

Calculating specific confidence values from your given
example: - c1 = confidence from Vgg16 - c2 = confidence
from Vgg19 - c3 = confidence from InceptionV3 - c4 =
confidence from Resnet101V2

Use these values of confidence in the final equation:

Total Confidence for Class 0 = c1 + c2 + c3 + c4

Similarly, we can also evaluate total confidence values for
other classes. The class with the highest confidence value is
selected as final prediction, as explained in Figure 14.

FIGURE 14. Soft voting approach.

TABLE 5. Ensemble learning performance using hard voting and soft
voting.

I. RESULTS INTERPRETATION USING EXPLAINABLE AI
In this research work, we have employed explainable AI
to interpret prediction results of Ensemble learning using
both hard and soft voting techniques. In contrast to machine
learning methods in which explicit features are extracted
from dataset and fed to the model, deep learning models
automatically extract features from training data making
it difficult to understand how different feature values
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contribute to the final prediction. To solve this problem,
we have utilized LIME (Locally Interpretable Model-Free
Description) method which is one of the most widely used
algorithms for interpreting the results of black box deep
learning models. LIME generates explanations by taking
input features and observing changes in model predictions,
which allows us to understand which features of the leaf
image are most influential in determining the predicted
disease. For example, if the model predicts a leaf to have
a particular disease like Apple_scab, LIME can highlight
specific regions or characteristics of the leaf image that
contributed most significantly to that prediction. This not
only understand the model’s decision-making process but
also helps users interpret and trust the model’s outputs more
effectively. We have categorized the explanations given by
LIME into the following two categories.

• Explain Actual Prediction
• Interpret Actual Predictions using SegmentationMethod
• Interpret Wrong Prediction

1) EXPLAIN ACTUAL PREDICTION
We generated distinct visual representations that highlighted
the pixels that have positively and negatively influenced the
predictions. Initially, a random image sample was chosen
from test dataset. Subsequently, both actual and predicted
labels were displayed Pixels Enhancing True Predictions: we
generate an image and mask that shows pixels that positively
impact the prediction. Figure 15 displays original image,
predicted image, the masked image, and their combined view.
This aids in comprehending the features used for forecasting.

FIGURE 15. Pixels enhancing true predictions.

Pixels Enhancing Wrong Predictions: To explain wrong
predictions, we have generated a visualization displaying
those pixels that have a negative impact on the prediction
outcome shown in the following figure. From the visual-
ization, it is evident that certain middle pixels negatively
influence prediction, suggesting they might be beneficial for
another category. Figure 16 below illustrates influence of
these negative pixels on predictions.

FIGURE 16. Pixels enhancing wrong predictions.

2) INTERPRET ACTUAL PREDICTIONS USING
SEGMENTATION METHOD
We present Felzenszwalb segmentation method, which is
accessible from scikit-image Python library. The method
divides an image into regions considering color likeness and
compactness, proving beneficial for tasks such as object
detection and image interpretation Pixels Contributing Pos-
itively to Prediction: we have generated a visualization that
highlights pixels enhancing the prediction accuracy, utilizing
an Explanation object generated through the Felzenszwalb
segmentation technique. Figure 17 below demonstrates
effectiveness of the Felzenszwalb segmentation method in
elucidating predictions.

FIGURE 17. Actual predictions using segmentation method.

Pixels Enhancing Wrong to Prediction: In this section,
we have created a visualization that identifies negative pixels
from prediction using Felzenszwalb segmentation technique.
In Figure 18, we illustrate the impact of these negative pixels
on predictions.

FIGURE 18. Negative pixels enhancing wrong prediction.

3) INTERPRET WRONG PREDICTION
To give interpretations of wrong predictions, we have
generated sample wrong predictions produced by our model.
This explanation helps us determine which pixels are influ-
encing incorrect prediction category. Figure 19, we showcase
instances where actual image differs, leading to an incorrect
prediction, along with our explanation for this prediction.

FIGURE 19. Explaination of wrong prediction.

V. PERFORMANCE COMPARISON AND DISCUSSION
In this section, we analyze results of our Ensemble learning
classifier to gain valuable insights into effectiveness of
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TABLE 6. Performance comparison of ensemble learning with related work.

the proposed methodology for plant leaf disease detection.
We compare our prediction results obtained with related work
on plant leaf disease detection. In comparison with work done
in [24], we achieved 90% to 91% accuracy with individual
deep learning models. It is evident from comparative analysis
that previous studies, using Plant-Village dataset [3], [4], [5],
[6], typically focused on 14 to 27 diseases. In contrast, our
proposed ensemble learning classifier targets 38 diseaseswith
greater than 92% accuracy. Moreover, most of the existing
work has not employed explainable AI to interpret prediction
results.

The utilization of ensemble voting technique significantly
enhances accuracy of our plant disease detection system.
Specifically, our soft voting method achieved highest per-
formance, underscoring effectiveness of combining multiple
models to improve overall accuracy and robustness. There-
fore, the proposed method has the potential to be applicable
in real-life situations to accurately detect plant diseases.

VI. CONCLUSION AND FUTURE WORK
In this study, we have developed an Ensemble learning
classifier based on VGG16, VGG19, ResNet101V2, and
InceptionV3 deep learning models for plant disease detection
and employed LIME for interpretation of the results.
Compared to previous studies, which often focused on a
limited number of plant diseases and primarily used single
model like CNN, our approach covers 38 classes of plant
diseases. The proposed ensemble learning methodology,
particularly soft voting, has proven to be highly effective,
achieving an overall accuracy of over 93%. Furthermore,
integration of XAI technique LIME, adds substantial value
to our system. By providing clear and logical explanations
for model predictions, XAI enhances user confidence and
facilitates interpretation of results, addressing a critical gap
in prior research where model interpretability was often
overlooked. This methodology has the potential to make
a meaningful impact on precision agriculture and plant
disease management, contributing to economic development
and environmental sustainability. Future work will focus
on extending the current model, refining its capabilities,
and exploring new AI techniques to further enhance sys-
tem’s effectiveness in diagnosing plant diseases.Furthermore,
in future bagging and boosting techniques can be employed
to further improve accuracy. We can also include multiple
XAI techniques to improve prediction understanding with
a user-friendly interface. Another idea is to use advanced

generative AI techniques to explain disease predictions in
different languages.
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