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ABSTRACT Gastrointestinal (GI) diseases are most common worldwide and the death rate can be reduced
by early detection. Endoscopy is widely regarded as the gold standard for diagnosing and managing digestive
disorders, affecting both the upper and lower GI tracts. Endoscopy is performed to uncover biopsy tissues
used to check the presence of cancerous or benign cells, Helicobacter pylori (H. pylori) infection, or perform
colonoscopy in case of the removal of polyps. A systematic reviewwas conducted on databases like PubMed,
Scopus, Google Scholar, and IEEE Explore, including research papers published up to May 2023, through
the systematic search, 33 papers were identified. This review offers valuable insights to physicians and
technological guidance to future researchers by examining GI tract diseases. It provides a detailed analysis of
Machine learning (ML) techniques like preprocessing, segmentation, feature extraction, and classification.
Additionally, Deep Learning (DL) approaches like transfer learning (TL), Convolution Neural Networks
(CNN), optimization, transformer, and reinforcement learning have been analyzed for GI diagnosis. The DL
approach has increased its use in GI diseases and CNNwas the most commonly used architecture. Lastly, the
review highlights the research published in the specialized GI fields and provides technological suggestions
and insights for future research prospects. Overall, this study broadens the body of knowledge regarding the
existing Artificial Intelligence (AI) techniques in gastroenterology as a manual for creating and assessing
AI models.

INDEX TERMS Gastrointestinal disease, artificial intelligence, endoscopy, deep learning, machine learning,
colon cancer, gastric cancer, early diagnosis, preprocessing, segmentation, feature extraction, classification,
CNN, transfer learning, optimization.

I. INTRODUCTION
GI diseases are increasing globally. According to a survey
conducted by the Rome Foundation Global Study Interna-
tional, it was found that about 40% of people globally have
Functional GI disorders, which impact healthcare utilization
and quality of life [1]. As per the Surveillance, Epidemiology,
and End Results (SEER) website, the 5-year relative survival
from 2018 to 2022 conveys the death date of colorectal cancer
(CRC) as 8.6%, stomach cancer at 1.8%, small intestine
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cancer at 0.3%, pancreatic cancer at 8.2% and esophageal
cancer 2.6% [2], [3], [4], [5], [6].

At present, GI cancer has a poor prognosis, as depicted
by the 5-year relative survival rates summarized in Fig-
ure 1. Fortunately, advancements in technology and lifestyle
changes result in an increasing number of cases being
detected yearly. Overweight and obesity were found to be
related to GI problems [7]. The survival rate of GI reduces
when the cancer is predicated at an advanced stage [8].
Endoscopy is the gold standard for analyzing GI diseases
for nodularity, erythema, erosions, polyps, and lesions [9].
A biopsy of the tissue is taken which indicates the presence
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FIGURE 1. Summary of the 5-year relative survival according to SEER website.

of H.pylori infection which is a carcinogen for stomach
cancer [10]. Therefore, early prediction using a Computer
Aided Diagnosis (CAD) diagnosis system would help the
expert predict lesions or abnormalities without performing
a biopsy [11]. The ability of AI to fully analyze images,
learn and adapt over time, provide decision assistance, and
minimize human error contributes to an earlier diagnosis and
increased accuracy in the diagnosis of gastric cancer (GC) by
reducing false positive rates, which in turn improves patient
outcomes [12], [13]. The rest of the article is arranged as
follows:- Section I highlights the Introduction to the necessity
of AI in detecting GI diseases. Section II considers GI Tract:
An overview of the GI tract with the significance of early
detection and a background of CADmethods used. It focuses
on the contribution of the work together with a research
focus. Section III reflects the related reviews and the literature
Search Strategy used in the choice of the papers along with
the inclusion and exclusion criteria. Section IV analyses
the ML and DL approaches concerning pre-processing,
segmentation, feature extraction, classification, TL, CNN,
optimization, transformer, and reinforcement learning. Sec-
tion V provides answers to research questions along with
the available datasets. Section VI provides limitations of the
previous study along with solution and Section VII provides
conclusions.

A. RESEARCH AIM
This systematic literature review aims to provide comprehen-
sive knowledge addressing the GI tract and the datasets used
to identify GI diseases. An in-depth assessment of ML tech-
niques like pre-processing, segmentation, feature extraction,
and classification, in addition to DL approaches such as TL,
CNN, optimization, transformer, and reinforcement learning
was accomplished.

B. OBJECTIVE
The key objectives regarding comprehensive analysis of AI in
the diagnosis of GI diseases through endoscopic procedures
are: -

• To evaluate the performance of various ML and DL
models as well as newer models like transformers
and reinforcement learning to improve the diagnosis
accuracy of GI diseases.

• To analyze the techniques like preprocessing, seg-
mentation, feature extraction, classification, TL, and
optimization in GI disease diagnosis.

• To provide a comprehensive overview of existing public
datasets addressing the limitations and methods to
improve the generalization of the datasets.

• To investigate the potential of AI in the early detection
of GI diseases.

• To explore the practical challenges in the deployment of
real-time GI diagnosis systems.

C. NOVELTY
• The effect of AI on the diagnosis of GI diseases through
the evaluation of 33 publications is demonstrated with
an overview of ML and DL techniques.

• The focus was on ML techniques like preprocessing,
segmentation, and classification along with DL tech-
niques like CNN, TL, and optimization which previous
researchers have not addressed totally.

• This review extends the scope ofGI diagnosis fromCNN
to transformers and reinforcement learning.

• The focus of real-time deployment challenges in GI
diagnosis is discussed.

• Future researchers will benefit from valuable insights
regarding datasets and clinical implications.
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D. OVERVIEW OF THE GI DISEASES
• CRC starts in the colon or rectum. Colonoscopy is used
for screening and diagnosis allowing direct visualization
of cancerous and pre-cancerous polyps. Early detection
through endoscopy will improve the outcomes.

• GC originates from the stomach lining. Gastroscopy is
used to detect and diagnose GC. The gastric lesions can
be detected using a gastroscopy.

• Peptic Ulcers are sores that develop inside the inner
lining of the stomach or small intestine. Peptic ulcers
can be detected by the physician during a gastroscopy.

• H. pylori is a bacterium that infects the stomach lining
leading to chronic gastritis, and peptic ulcer, and is a
leading carcinogen for GC.

• Irritable Bowel Syndrome (IBS) is a GI disorder
characterized by chronic abdomen pain, bloating, and
diarrhea.

• Ulcerative Colitis (UC) causes long-lasting inflamma-
tion and sores in the lining of the colon and rectum.

• Celiac Disease (CD) is an autoimmune disorder caused
by ingestion of protein leading to damage of the small
intestine.
Over is performed by the physicians to detect any
lesions, colon, ulcer, or inflammation and accordingly
suggests a biopsy test.

II. BACKGROUND STUDY
A. AN OVERVIEW OF THE GASTROINTESTINAL TRACT
TheGI Tract begins with themouth which is the starting point
of the 9-meter-long digestive tract that terminates at the anus.
Figure 2 shows the upper and lower GI tracts that make up
this division [14].

FIGURE 2. Gastrointestinal (GI) tract [14].

The esophagus, stomach, and duodenum comprise the
upper GI system, while the small, large intestine and rectum
comprise the lower GI system. The endoscopic procedure for
GI analysis is performed by placing long, thin, and flexible
tubes through the mouth to which a small camera is attached.
In upper gastroscopy, the physician inserts the endoscope

into the mouth through the stomach; in colonoscopy, the
physician inserts the endoscope into the rectum through
the large intestine. A primary and widely used method for
detecting early stomach cancer is white-light endoscopy
(WLE). At present medical professionals use esophagogas-
troduodenoscopy for monitoring GC [15]. Moreover, it is
observed that the detection rate for Early Gastric Cancer
(EGC) is inadequate [16]. Previous research indicates that
20–40% of anomalies were missed in EGC patients [17].
Even though, the initial stages are frequently missed, later
stages of stomach cancer are simpler to diagnose. The
qualitative identification of lesions has improved because
of image-enhanced endoscopy (IEE) [18]. The primary and
accepted approach for detecting EGC is WLE.

Irritable Bowel Disease (IBD) can be analyzed by medical
decision support systems, cross-section image analysis,
natural language processing for automated medical text
learning, endoscopic image interpretation, and scoring [19].
Endoscopic examination for UC varies across observers
and within observers, and biopsies are frequently taken for
histologic analysis [20]. CD may be increasing in frequency,
and a sizable portion of cases go untreated [21].

B. SIGNIFICANCE OF EARLY DETECTION
The impact of AI on the diagnosis of the GI system
is addressed in this work. Early detection and diagno-
sis play a key role in achieving positive outcomes for
GI diseases. Esophagus cancer is usually detected at an
advanced stage leading to various difficulties in the treatment.
Moreover, White Light Imaging (WLI), is most commonly
used and often ineffective [22]. It has been observed
that stomach cancer is likely to be present during GI
mucus atrophy [23], [24], which gradually leads to stomach
cancer [25]. According to the Japanese Stomach Cancer
Treatment Guidelines, early identification and treatment
are essential for a good prognosis [26]. Patients suffering
from chronic atrophic gastritis (CAG) have a lower chance
of developing stomach cancer while receiving treatment
focused on eliminating H.pylori infection. To prevent the
growth and advancement of stomach cancer, it is important
to quickly diagnose cases of atrophic gastritis [17]. Early
identification of polyps smaller than 5mm can significantly
lower the risk of developing CRC [22], [27]. Peptic ulcers,
which are digestive system injuries caused by stomach acid,
can also develop in the esophagus, proximal duodenum,
or stomach [28].
AI can play a crucial role in significantly predicting small

polyps that usually go unseen and by predicting H.pylori
infection at an early stage. However, an early prediction can
reduce further symptoms of colorectal and stomach cancer
respectively.

C. BACKGROUND OF CAD METHODS
Several CAD methods were proposed in the 1990s for
GI analysis. Early attempts employed region-growing
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algorithms and a pixel-based technique for picture segmen-
tation, to extract the outlines of the large intestine lumen and
identify lower GI tract disease. By the end of the 1990s, most
research efforts focused on combining intelligent pattern
classification with texture, color, or mixed analytic methods
to help find lesions in fixed endoscopic images [21]. More
recently, automated CAD models in the identification of GI
anomalies have been developed by several AI (computer
vision) researchers [29], [30], [31], [32]. The CAD models
blend hand-crafted features and deep convolution neural
network (CNN) characteristics to recognize features in WLI.
Color features [33], [34], textures [35], point attributes [36],
as well as a histogram of orientation gradient (HOG)
features [37] have all been used in various quantitative
investigations. Some researchers have used deep features
to recognize GI disorders, thanks to recent advancements
in the deep-learning field. The researchers in [35] have
included several processes for classifying stomach diseases.
With fine-tuned deep CNN models, namely Inception v3 and
DenseNet-201, deep features are created by TL.

D. MOTIVATION
The traditional method for diagnosing GI diseases allows
the physician to use an endoscopy, a long flexible tube
with a lens at one end and a video camera at the other.
There is a provision to inspect the inside of the GI tract
without serious surgery. An AI-assisted gastroenterology
would perform better since they are based on the algorithms
in the ML and DL models and not operator-dependent. The
performance of an endoscopist varies based on factors like
experience, fatigue, and stress. Going through the endoscopic
video and identifying the lesions takes time and effort.
However, when these tasks are performed by the AI they
become machine-dependent and can provide the physician
with a second option. These decision models are trained
to recognize polyps in CRC [38]. They are even capable
of extracting features like pit patterns and micro-vascular
patterns in narrow-band imaging (NBI) and Magnifying
Endoscopy (ME) [26]. In GI diseases like CRC, Barrett’s
Esophagus, and UC, AI has already shown a promising role.
AI can potentially reduce the burden on health care systems
by automating tasks like preprocessing, segmentation, feature
extraction, and classification also providing a helping hand
for the physician to determine the lesions to be removed in
polyps, GC, and ulcers into different stages. The physician
couldn’t predict H.pylori infection without a follow-up
biopsy report. An AI-assisted system would help to predict
if the lesions are malignant or benign without performing
a biopsy. Therefore, a collaboration between the physician
and technical expert would result in a better diagnosis of GI.
The gaps like difficulty in labeling a dataset as it requires
medical experts and the unavailability of public datasets,
for instance, H.pylori infection, would hinder the area of
exploration of an interested researcher. The literature on CAD
methods for GI disease diagnosis based on both ML and DL

models was carefully examined to address this gap for future
researchers.

E. CONTRIBUTION TO THE WORK
This systematic literature review (SLR) focuses on the
different ML and DL techniques used in GI diseases
like GC, H.pylori, CD, and Colorectal polyps. A brief
description of the GI tract, the necessity for feature extraction,
segmentation, pre-processing, and classification algorithms
on GI images, and the variety of datasets available are all
briefly covered in the review. By reviewing the existing
literature, this study aims to obtain the possible challenges
in implementing these techniques and the recent shift towards
DLmodels like CNN and TL. Our study includes papers from
Jan 2017 to May 2023 to impart advance in GI diagnosis. The
key aspects of this SLR are as follows:-

• Emphasizes vital areas of interest from the existing
literature by following data extraction techniques.

• Summarize different ML and DL techniques that were
used in the GI diagnosis to provide personalized
treatment.

• Recognizing datasets that were used in training the
model.

• Examining the possible challenges associated with the
clinical implication of the ML and DL approaches.

• Determining the possible gaps in the research and
exploring directions for future research.

F. RESEARCH FOCUS
The literature review focuses on the vital areas related
to ML and DL techniques in endoscopic image analysis:
ML techniques like preprocessing, segmentation, feature
extraction, and classification as well as DL techniques like
CNN, TL, and optimization, the datasets available, the gaps
in the research and the future directions. A review of the
available literature will define this scope, offer insights into
important areas in research, and highlight opportunities and
gaps for further studies to provide a thorough overview
of the current state of AI-assisted GI-related models.
The following are the research questions addressed in
this SLR:-

• RQ1.What recent advancements have been made in ML
and DL architectures? Is DL better than ML?

• RQ2. How can combining DL and ML models improve
the accuracy in feature extraction and classification,
providing a personalized treatment?

• RQ3. Which datasets are being used in the model
training process?

• RQ4.What are theKey Findings for Future Researchers?
• RQ5. What are the clinical Implications and open
Challenges?

The development of an efficient detection technique can be
aided by the literature evaluation’s emphasis on these areas,
which can highlight the unique potential and problems related
to GI detection.
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FIGURE 3. Summary of studies included using PRISMA guidelines.

III. STATE OF ART AND REVIEW OF METHODS
A. LITERATURE REVIEW
Recently, AI has been extensively used in the identification
and diagnosis of GI disease analysis. The goal of this review
paper is to outline the various ML as well as DL techniques
that can be effectively utilized in CAD of the GI tract.
Our literature search considered peer-reviewed papers that
implemented AI technology for the detection and diagnostics
of GI diseases, namely esophagus cancer, stomach cancer,
H.pylori, CRC, peptic ulceration, IBD, UC, and CD.

B. LITERATURE SEARCH STRATEGY
A systematic literature search on the automated detection
and diagnosis of GI diseases including endoscopic images,
following the PRISMA guidelines [46]. In total, we gath-
ered 1703 articles from the following journal databases:
PubMed, Google Scholar, IEEE (Institute of Electrical and

Electronics Engineers) Explore, and Scopus. We used the
Boolean search that included terms such as ‘‘endoscopic
colorectal cancer’’, ‘‘endoscopic gastric cancer’’, ‘‘peptic
ulcer’’, ‘‘helicobacter pylori’’, ‘‘irritable bowel disease’’,
‘‘ulcerative colitis’’, ‘‘celiac disease’’, combined with the
keyword ‘‘Artificial Intelligence’’. Our analysis of the
peer-reviewed published literature spanned from January
2017 to May 2023 in topics relevant to the GI arena. After
screening for duplicates, we obtained 323 unique articles.
We then excluded conference papers, review papers, and
those that were irrelevant, leaving a total of 60 eligible
papers for further review. We narrowed down this list
further by excluding additional conference and irrelevant
papers, resulting in a final set of 33 papers for our review
process, as depicted in Figure 3. The comparison of our
proposed work with related review papers is done. Our
review covers preprocessing, segmentation, classification,
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TABLE 1. Comparisons of the proposed review with related reviews.

CNN, TL, Optimisation, transformers, and reinforcement
learning which have not been covered altogether in a single
review as shown in Table 1.

IV. DIFFERENT APPROACHES FOR AI IN
GASTROENTEROLOGY
A. ML APPROACHES
ML is a fundamental, multidisciplinary area of AI that has
drawn inspiration from many different academic fields, such
as computer science, statistics, and biology. Finding patterns
in data that lead to useful insights is the fundamental purpose
of ML. It encompasses a wide range of algorithms that all
can learn from the past to perform better in the future [47].
The four basic families of ML algorithms are supervised,
unsupervised, semi-supervised, and reinforcement learning.

• Supervised ML:For this aspect, the data that is
used to train the model must be tagged with the
correct responses, which necessitates knowledge of the
algorithm’s potential outputs. For instance, the label
to train a system to recognize a particular type of
liver cancer might be a cancer’s pathologic findings
or genetic data. Two categories of learning problems
solved using supervised learning are classification and
regression. Support vector machines, decision trees, K-

FIGURE 4. Mapping of different ML approaches and the number of
studies.

nearest neighbors, and logistic regression are some of the
commonly used supervised algorithms for this purpose.

• Unsupervised ML: The algorithm provides access to
unlabeled training data, to produce labels that will
effectively categorize it. The unsupervised counterpart
examines the underlying similarities in the imagery,
and classifies them into appropriate groups, giving
each group a sublabel. This type of technique is
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mostly utilized for association and clustering. K-means,
hierarchical clustering, and self-organizing maps are a
few examples of clustering algorithms. The principal
component analysis (PCA), non-negative matrix factor-
ization, and singular value decomposition are the basic
techniques for association.

• Semi-supervised ML:This technique combines the
strength of unsupervised and supervised learning into
one method. For effective classification, it often makes
use of the vast volume of unlabeled data. There is a
plentiful amount of unlabeled data but little labeled data
in most datasets, which may be costly to produce. Since
data can include both labeled and unlabeled components
for training, semi-supervised learning algorithms are
utilized for the same purposes as supervised learning.

• Reinforcement learning: It relies on part upon behav-
ioral psychology and is a different type ofML [48]. Such
algorithms are trained tomatch actions to circumstances,
to maximize the reward or the feedback signal. It should
be noted that, unlike other kinds of ML, techniques
from this family do not obtain instructions on the course
of action to follow. Instead, they must experiment to
determine which course of action results in the greatest
reward. However, in this kind of ML, driven by experi-
ence, sequential decision-making takes precedence over
pattern recognition.

In this section, we provide a summary of the ML
approaches commonly utilized for GI diseases. Specifically,
we focus on three application areas: pre-processing, segmen-
tation, and feature extraction with classification as shown in
Figure 4.

1) PRE-PROCESSING
‘‘Image pre-processing’’ describes operations on imagery at
a low level of abstraction. When an endoscopic procedure is
performed, the operator may find that images may contain
extraneous substances such as air bubbles, they may be over-
or under-exposed at selected regions, and there can be the
presence of extraneous opaque fluids, all of which may
cause GI diseases to be misdiagnosed at an early stage. The
experience of the physician also matters in the identification
of GI tract diseases.

A summary of the various types of imagery pre-processing
methods that are accessible include [22]: brightness conver-
sions and adjustments for pixels, geometric modifications,
filtering, and image restoration. A system called MAPGI
(Modular Adaptive Pre-processing of Gastrointestinal tract
Images) was created by the authors in [49]. It may be
used to conduct several image processing tasks, such as
sharpening or removing edges, improving contrast, mapping
using color, scaling, and filtering. Figure 5A displays an
original image taken from the Kvasir collection that has been
cropped or altered using MAPGI in Figure 5B. It shows the
Pylorus original picture from the Kvasir collection with a
contrast-enhanced image and exceptionally low mean pixel

value Figure 6A. After enhancing contrast, MAPGI filtering
can be used to lower out-of-band noise using low, high, and
band-pass filtering. Only the Y component of a YUV color
image is subjected to filtering, as shown in Figure 6B.
The authors in [50] developed a soft-tissue frame of

[110,190] Hounsfield Units (HU) to rescale image intensities
within the range [0-255]. This approach enhanced the contrast
of soft tissues and provided additional information about
the status of abdominal organs. Tumors in the dimension of
28 × 28 voxels were surgically removed. Table 2 shows the
difference in accuracy and F1 scores resulting.

2) SEGMENTATION
Segmentation is a widely used technique in digital image
processing to separate an image into multiple portions
or areas based on certain characteristics of the image
pixels [52]. The foreground and background in an image can
be distinguished by segmentation, and pixels can be grouped
according to their similarity in color or morphology [53].
During endoscopic procedures, the diagnosis rate is often
dependent on the experience of the physician. Segmentation
is necessary to divide an image based on features like color,
texture, and brightness. In a colonoscopy, the polyps/colons
are identified and removed manually by the physician.
Segmentation can be assistive in identifying the region
of interest (ROI), thereby providing the physician with
information regarding the area to be segregated. This would
be particularly useful when polyps of size less than 5mm
are to be identified, to improve early diagnosis and to avoid
unnecessary complications from amissed polyp converting to
possible CRC. Segmentation is also helpful in the detection
of GC, having the capability of differentiating EGC from
non-EGC using a procedure termed magnetic endoscopy-
NBI [51]. Researchers in [54] modified Mask-RCNN to
use in the segmentation of ulcerous regions. It has been
suggested that a deep feature selection method can be helpful
to classify the regions. Experiments were conducted using a
private dataset as well as the Constant Voltage (CV) Clinic
DB, which includes images showing ulceration, blood loss,
presence of polyps, or healthy patients [55], as depicted in
Figure 7. The segmentation performed by different classifiers
is shown in Table 3.

3) FEATURE EXTRACTION AND CLASSIFICATION
Feature extraction is the process of converting raw data into
numerical parameters that can bemanipulated while retaining
the original structure of the data. In other words, it involves
identifying and extracting relevant features from complex
datasets to make them more manageable for analysis. The
authors in [56] have performed classification based on polyps
using the UCI and PICCOLO datasets. To investigate the
impact of several mucosal features in diagnosing H. pylori
infection, a gradient-booster decision-making technique was
adopted. The EADHI distinguishes H. pylori infection with
significant precision as well as good explaining ability,
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FIGURE 5. A) The original, annotated picture from the Kvasir dataset. B) Cropped/adjusted picture
following MAPGI application [49].

FIGURE 6. A)The original, extremely low mean value of pixels, from the Kvasir database.
B)Image with improved contrast following MAPGI application [49].

TABLE 2. The pre-processing technique on gastrointestinal diseases.

which can enhance the trust and acceptance of CAD
by endoscopists. Atrophy, gastric metaplasia, nodularity,
scattered redness, spotty redness, mucosal edema, enlarged
folds, and sticky mucus are examples of positive endoscopic
results for H. pylori. A red streak, hematin, the fundic glands
polyp (FGP), and the regular arrangement for collecting
venules (RAC) are additional indicators when H. pylori
is not present [57], [58], [59], [60]. Table 4 presents the
classification results in different GI images.

B. DEEP LEARNING APPROACHES
DL has emerged as a powerful tool for medical image
analysis, with the potential to improve accuracy and effi-
ciency in a variety of clinical applications. In medical image

processing, CNNs have been successfully applied to tasks
like segmentation, feature extraction, and classification. This
section contains works based on common approaches like
TL, CNNs, optimization, transformer, and reinforcement
learning. Figure 8 shows the mapping of the different Dl
approaches and the number of studies.

1) TRANSFER LEARNING
TL is the process of employing a model that has already
been trained on one dataset, to solve a new problem. It is
now widely regarded and utilized in DL architectures since
it can train deep neural networks with a minimal dataset.
This is particularly useful in the field of data science because
most real-world scenarios frequently lack the millions of
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FIGURE 7. Network for segmentation of surgical instruments [55].

TABLE 3. Segmentation performed on GI images.

TABLE 4. Classification results in GI images.

annotated data points that are normally necessary to train
such complex models. TL is the process of transferring
as much information as feasible from the task the model
has been trained to perform, the current task. Depending
on the issue and the information, this knowledge may take
any one of many different forms. Although TL offers other
benefits as well, its main benefits are shorter training times,
better neural network efficiency (in most cases), and less
data usage [21]. The two widely used techniques in TL are
training a model and reusing it, and the pre-trained model
approach. In the first technique, the steps involve choosing
a source task, building a proficient model for the initial
assignment, and creating a model for the task of interest using
the entire model or just certain portions of it. In the pre-
trained model approach, the first step is to choose an existing
trained model, which can then be used as a foundation for

the task of interest, using the entire model or a portion of it.
Another strategy is to utilize DL to identify the most crucial
elements of a problem’s best representation. This strategy,
often referred to as representation learning, frequently
yields performance that is significantly better than that
possible with manually designed representations. Typically,
researchers and subject-matter experts manually handcraft
the characteristics used in ML. DL can automatically extract
features. One still must select which features to include in the
network. Yet, neural networks can be used to determinewhich
properties are essential and which can be neglected [58].
Many real-world applications have successfully utilized TL
techniques. TL works especially well in fields where the
process includes the acquiring of images and ground truth.
GastroNet is used as a substitute for ImageNet, which is
commonly employed as initialization for training in TL
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FIGURE 8. Mapping of different DL approaches and the number of
studies.

methods leading to image categorization. We expected that
the learned features would be more representative of both
domains because the images inside the GastroNet dataset
closely reflect a target domain (endoscopic images of
Barrett’s esophagus). Ablation research was conducted to
evaluate the critical importance of both GastroNet and the
multi-stage TL technique. Ablation studies are often carried
out to assess performance when CAD system components are
removed (i.e., ‘‘ablated’’), or changed [62]. When it came to
detecting individuals with T1 CRCs who already had lymph
node metastases, the ANN (Artificial Neural Networks)
model outperformed. Following endoscopic excision of
T1 CRCs, this model may be used to assess whether
individuals require additional surgery [63]. An innovative
system for classifying colorectal polyps photographed by
NBI (Narrow Band Imaging) lightning uses a virtual biopsy
based on TL. To address the dataset’s lack of imagery, the
strategy employs TL and image augmentation [64].
In several applications, the deep CNN model developed

by Mohammad et al. [35] has been utilized for TL and
has been proven successful in object-oriented recognition
and classification as shown in Figure 9. This was done
on pre-trained, fine-tuned deep CNN models designed for
deep feature extraction and implanted TL. Utilizing TL,
deep features were collected with the newly acquired data
for the categorization of stomach diseases. Based on the
results, a suitable strategy for identifying the existence of
esophagitis in GI imagery is to add a deep CNN model
with values that are pre-trained and fine-tuned. Additionally,
using the classification method and subsequently plotting
heat maps linked to the classificatory choice makes the
model more explainable. Table 5 depicts the TL methods in
gastroenterology.

2) CNN ARCHITECTURE
CNNs are a popular DL model for image categorization
and identification applications. These have several network

layers, including pooling, convolutional, and fully linked
layers. CNN uses filters to extract attributes from the input
image. The image is down-sampled during the pooling
operation to reduce computational expense, and the final
prediction is produced by the entirely connected layer.
With the help of gradient descent and backpropagation, the
network can then learn the best filtering.

During the year 2019, Shichijo et al. investigated the
problem of the time required to diagnose an infection with
the H.pylori bacteria from endoscopic features, finding that it
required 261 seconds to analyze 23,699 images. The trained
model outputs a 0 or 1 for H.pylori negative or positive,
respectively [67]. In the same year, Stidham et al. carried
out studies on UC using a 159-layer CNN model, which had
excellent discernment ability from types moderate to severe,
with AUROC = 0. 966. Furthermore, the result was found to
rival that of an experienced endoscopist [19]. In the following
year, Zhang et al. conducted research on chronic atrophic
gastritis and found that CNN would improve the diagnostic
accuracy to 0.942. Atrophic gastroenteritis was classified as
mild, moderate, and severe with accuracies of 93%, 95%,
and 99%, accordingly. Hence, good results were achieved
in the classification of gastric lesion severity. In a single
unit retrospectively analysis, the LCI-CAD diagnosis was
found to be superior to White Light Imaging(WLI) by 9.2%
among those who were not infected, 5.0% in cases that were,
and 5.0% in cases that were eliminated by the authors [25],
who used two models based on CNN for WLI-CAD and
LCI-CAD. Thus, the CNN model was determined to be
more successful in CAD diagnosis using LCI (Linked Color
Imaging) as compared withWLI. In 2021, Xia et al. evaluated
the diagnostic capability of CAD systems in Magnetic
controlled Capsule Endoscopy, and they developed a novel
system to automatically detect gastric lesioning. A region-
based convolution Neural Network (RCNN) was formed.
The MCE images were divided into 7 categories: erosion,
polyp, ulcer, submucosal tumor, xanthoma, normal mucosa,
and invalid images. As a result, CNN showed a reliable
performance value above 90% for all the categories, except
for normal values, which were at 77% [68]. Also, in that
year, capsule endoscopy was proven effective in identifying
CD and classifying the images as mild, moderate, and
severe, as noted by Barash et al. [69]. Their work obtained
a classification accuracy of 0.91% for grades 1 and 3,
0.78% for grade 2 versus grade 3, and 62.4% for grade
1 versus grade 2. In contrast, this model was unable to find
intermediate categories, and the results were not compared
to the endoscopic severity score, because a single image
was insufficient, as it required images of the entire bowel.
In another study during the same year, Ikenoyama et al.
made a comparison between the diagnostic capability of
CNN versus the residing endoscopist. When compared to
human endoscopists, it was discovered that CNN had found
more early cases of stomach cancer in a shorter amount of
time [70]. Early detection of GC will be helpful to both the
endoscopist and the physician. Early detection would mean
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FIGURE 9. DenseNet-201’s TL architecture for feature extraction [35].

TABLE 5. Classification results using TL in gastroenterology.

TABLE 6. Performance and computation requirement of DL models.

early diagnosis, which would be time-saving. Zhou et al. [48]
created a CNN-based method to obtain 88.3% accuracy for
early stomach cancer diagnosis using white light endoscopy.

Table 6 shows the performance and computational require-
ments of the DL models. The DL models we came across
in this study are discussed here. The strength of the
ResNet model is the deep network with residual connection.
It performswell for classification tasks and the computational
requirement is moderate to high. It is mainly used in object
detection and classification. Inception is used for multi-scale
feature extraction which performs well in capturing the
features and has a high computational cost. DenseNet is
reuses the feature due to the dense connection and used in
segmentation tasks with high computational requirements.
VGGmodels’ strength is its simplicity and feature-extracting

capabilities with high computational requirements mainly
used in TL models, feature extraction, and classification.

Rectified Linear Unit (ReLU) is the activation function
commonly used in DL since it avoids the vanishing gradient
problem. Sigmoid and tanh are also used. ReLU introduces
non-linearity by setting all negative values to zero. It is
simple compared to sigmoid or tanh networks. Using ReLU
converges faster than sigmoid or tanh.

Endoscopic images can be either of WLI or LCI type
and may be in the form of magnetically controlled cap-
sule endoscopy or capsule endoscopy images. CNN was
implemented with good accuracy. CNN was found useful in
the classification of magnetic-controlled capsule endoscopy
images with 90% accuracy. Also used in finding the time for
detection of the lesion in endoscopic images. Compared to
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TABLE 7. CNN methods used in gastroenterology.

an endoscopist, they performed more detection in less time.
The CNN algorithm was effective in identifying a variety of
disorders, including EGC, Crohn’s disease, ulcerative colitis,
gastric lesions, and chronic atrophic gastritis. Table 7 shows
diseases for which CNN is used in gastroenterology and
Figure 10 depicts them in the form of a diagram.

3) OPTIMIZATION
Optimization is a process of selecting or transforming the
input features into AI models to improve their performance.
The goal of feature optimization is to reduce the number
of irrelevant or redundant features and select the most
informative ones to improve the accuracy and efficiency
of the model. By optimizing the features, the ML model
can better capture the underlying patterns and relationships
within the data, leading to improved performance and
better predictive capabilities. As the primary goal of feature
optimization is to improve accuracy, researchers in [35]
aimed to decrease the number of unimportant characteristics
that influence the accuracy of classification and computation
time. Figure 11 shows the implanted features optimization
approach. This model makes use of a binary dragonfly
metaheuristic optimization method and use of the KNN
fitness function for reliable feature selection. The dragonfly
algorithm (DA), which was recently introduced by Mirjalili
et al. [74], was inspired by nature. This population-based
metaheuristic method was crafted after dragonfly movement
and hunting patterns. The process of hunting involves the
movement of a few groups of dragonflies in search of food
sources. The bigger dragonfly flocks fly in a single direction
during the migration phase. In the study by [28], TL and
six current CNNs were tested, and the best-performing

FIGURE 10. Number of papers using CNN for different GI diseases.

architecture was chosen just for the ensemble models. The
suggested method’s accuracy in performance was assessed
using the UCI and PICCOLO datasets (96.3%, 81.2%).
The results of trials conducted by other studies on the
same data showed that SVM achieved an 82.5% accuracy,
and other DL architectures achieved an 85.9% accuracy
with 87.6% recall. The suggested method demonstrates
how the efficiency of DL-driven CAD has improved by
combining aweighted ensemble of optimal networks and data
augmentation.
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FIGURE 11. Feature optimisation architecture [35].

4) TRANSFORMERS AND REINFORCEMENT LEARNING
• Transformers like Vision Transformers (ViTs) can be
used for computer vision tasks.

• Transformers capture dependencies through self-
attention mechanisms.

• Image segmentation task can be performed.
• Reinforcement learning can optimize GI disease diagno-
sis by using image-guided intervention.
Challenges

• The application of transformers to medical imaging is
still emerging.

• The transformers need a large amount of data to train
the models which may not be suitable when the medical
dataset is scarce.

• Reinforcement learning is underexplored in medical
imaging but it can be used in robot-assisted surgery.

V. DISCUSSION
RQ1.What recent advancements have been made in ML and
DL architectures? Is DL better than ML?

Solution: This review addresses the ML and DL tech-
niques used in GI from 2017 to May 2023. This study found
that most studies were based on DL models.

Figure 12 summarize the year-wise ML and DL papers
included in the studies. Surely, the trend has moved towards
DL. By implementing AI in detecting and diagnosing GI
diseases, early detection can be achieved, which benefits both
physicians and patients. This review aims to identify the most
effective AI tools for optimized results in data analysis.

Discussion of the findings

• In preprocessing techniques, it was observed that when
the models were combined, they achieved the highest
accuracy level [75].

• In the segmentation process, the classifiers used were
ResNet50, ResNet101, DeepLab v3, and R-CNN. It was
inferred that when a duo-deep architecture was applied,
segmentation was quite effective in characterizing
ulceration [76].

• In classification, it was evident that the most used clas-
sifiers were CNN, VGG, ResNet- 50, Long Term-Short

Memory (LSTM), SVM, random forest, inception, and
Xception ensemble model. Ensemble models showed
the best performance in classification [27].

• DL models can be applied in real-time during endo-
scopic procedures, allowing clinicians to receive imme-
diate feedback. This can aid in real-time decision-
making.

• CNN-The most common approach in our studies used in
the DL models due to reasons like better accuracy, and
detection of abnormality in polyps.

• TL- These approaches have been successful in improv-
ing accuracy, with CNN, and optimization techniques
filling the gaps. TL requires pre-trained models. These
methods are particularly useful in real-world scenarios
where annotated medical data is limited.

• Endoscopic data is well-suited for DL models, as it
enables the detection and analysis of abnormalities,
lesions, polyps, tumors, and other pathological condi-
tions.

• Endoscopy is a minimally invasive procedure, which
means it can be performed with relatively low risk to the
patient.

• In endoscopic imagery, there is a wide variety of
methods which include NBI and WLI. The accuracy of
a model is related to the quality of the images obtained.

Implication The implications of the findings on various
ML techniques and DL Techniques are as follows.

Preprocessing

• Hybrid models can be built by modifying the inter-
mediate layer or by merging the models. Thereby,
significantly increasing the accuracy Level.

• Performance Accuracy- The preprocessing models are
enhanced by using a combination ofmodels that increase
the performance accuracy.

Segmentation

• Duo-deep architecture improves the performance by
combining two DL models providing an added advan-
tage of both models. For example- ResNet50 and
ResNet101 can be combined and used for feature

163776 VOLUME 12, 2024



J. R. Lewis et al.: AI in Endoscopic GI Diagnosis: A Systematic Review of DL and ML Techniques

FIGURE 12. Number of studies conducted on GI with AI from 2017 to 2023.

extraction from the image, and DeepLab v3 and R-CNN
together can improve the segmentation.

• Increased Accuracy-Segmentation process can be
improved by the usage of due-deep architectures.

• Diagnosis Accuracy-Better segmentation can help the
physicians in accurate detection of lesions. Eg:-CD,
gastric ulcers, and polyps.

• Automation of the segmentation process will provide
a great help for the physician by ensuring consistent
results.

Classification
• CNN-based architectures -They are helpful in image
classification tasks. CNN models can automatically
analyze visual data which is essential in GI object
detection.

• VGG is useful for easy interpretation in feature extrac-
tion.

• ResNet-Its skip connection is useful in avoiding vanish-
ing gradients.

• Inception/Xception’s- useful in capturing multi-scale
data.

• LSTM is useful in the video-based classification of GI
videos.

• SVM and random forest-Traditional MLmodels are also
useful when combined with DLmodels like an ensemble
model to increase robustness.

• Interpretability- The traditional ML models have a
greater interpretability compared to DL making it useful
in GI diagnosis.

Ensemble models
They are better in generalizability when we have many

datasets and diverse real-time data.

• The choice of the model to be used depends on the size
of the dataset to be used and the task to be performed.

Using Endoscopic Data
TheDLmodel can automate and standardize the time taken

by clinicians by providing early-stage detection.
• The DL model can provide real-time analysis of data.
• Endoscopy is a minimally invasive procedure that, when
combined with DL enables safe screening of the patients
making it feasible for large populations.

• High quality of the endoscopic image will lead to better
diagnosis by providing better feature extraction.

• Through NBI blood vessels and mucosal patterns are
visible that help in detecting early gastric cancer. WLI
is helpful in providing a broader view of GI diseases

Additional reasons for choosing DL models
• DL models can automatically detect hierarchical fea-
tures compared to manual feature extraction, performed
using traditional ML methods.

• DL models are effective in handling high-dimensional
data for tasks like segmentation and classification.

• DL methods can be implemented in real-time diagnosis
giving immediate feedback to the physicians.

• DL methods are more generally robust to different
imaging techniques WLI or NBI making them suitable
for clinical settings.

• TL advantages- When there is limited annotated data,
we can use TL models that reduce the training time
and model efficiency, a practical choice for real-time GI
diagnosis.

• DL models when integrated with ensemble and opti-
mization techniques can be more efficient when com-
pared to the ML models.
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RQ2. How can combining of DL and ML models
improve the accuracy in feature extraction and classification,
providing a personalized treatment?

Solution: This review summarizes all the studies that used
a combination of DL and ML approaches are shown in
Table 8. The discussion of the findings and their implications
are mentioned here.

Discussion of the findings

• DL models can be used to capture comprehensive data
for GI diseases in contrast to traditional handcrafted
features which can be easily missed.

• DL models can extract comprehensive data and provide
a solution based on a patient’s GI image.

• ML models have proved successful results in providing
an ensemble approach. Here combining multiple base
models will give better results. For Example, authors
in [77] have used an ensemble approach with classifiers
like base feat, LBP, Haralick, and logistic regression and
obtained an accuracy of 0. 942.

• TLmodels are suited when a small dataset is present and
trained models can be used. For Example, Cogan et al.
[49] used NasNet and Inception as well as Inception-
ResNetv2 obtained an accuracy of 0.97, and observed
that their performances were similar since the same
Inception model was used in the 2nd and 3rd.

• The studies [61], [63], [78], [79] observed that TL is not
always advantageous when there is inter and intra-class
similarity in data.

• Ensemble models significantly improve accuracy and
generalization ability when there is inter and intra-class
similarity [79].

• By using Natural Language Processing (NLP) we can
use the prescription given by physicians and train
the models to provide diagnostic plans. For Example,
studies in [80] have used innovation in CAD by
promoting electronic reporting as an advancement in the
field of GI in the case of bowel preparation by using a
combination of ResNet50 and LMT; i.e. a combination
of DL and ML methods.

Implication

• DL can automatically learn hierarchical features from
the endoscopic images compared to the handcrafted
traditional methods for edge detection or analysis of
texture.

• DL can capture even complex patterns that traditional
methods cannot capture.

• Scalability-DL doesn’t require manual intervention to
analyze the data even on large datasets making it
scalable.

• Consistency-DL models provide consistent results by
reducing the variability in diagnosis.

• Adaptability-DLmodels can easily learn new data from
a dataset and adapt to it.

• TL also increases adaptability by fine-tuning to adapt
to the specific GI disease which increases the model’s
performance without using manual feature extraction.

• DL can be used in the absence of a GI specialist since
manual intervention is not there.

• DLmodels can lead to the discovery of new biomarkers
in the early detection of GI conditions.

• When combined in an ensemble approach, ML models
can lead to robust and accurate prediction.

• In the ensemble approach, diverse feature extraction
methods like LBP or Haralick are used, where each
method highlights different features.

RQ3.Which datasets are being used in the model training
process?

Solution: The GI tract datasets commonly used are shown
in Table 9.
Discussion of the findings

• Kvasir is the largest known public CAD dataset for GI
diseases.

• The Kvasir dataset is subdivided into Kvasir -Seg used
for segmentation purposes and Kvasir Capsule is used
for capsule Endoscopy.

• Kvasir and Hyper kvasir are known for various image
processing tasks like preprocessing, segmentation, fea-
ture extraction, and classification.

• Kvasir-Seg datasets consist of ground truth masks which
are helpful in the segmentation of polyps, ulcers, and
cancer lesions.

• Kvasir dataset can be used in classification based on
anatomy, UC, and bowel preparation scale.

• EAD 2019 dataset was used in Endoscopic Challenge
that helps in more research work coming up.

• Most of the studies are single-centered or have combined
multiple datasets for training.

Implication

• Kvasir being the largest GI dataset provides extensive
resources for researchers working in GI research.

• The size and the variety provided by the Kvasir dataset
help to serve as a benchmark for the development of
CAD algorithms in the detection, segmentation, and
classification of GI diseases.

• Multi-taskAnalysis dataset includes different modalities
like endoscopic videos, ground truth masks, and capsule
endoscopy, it can support a wide range of medical image
processing tasks.

• Kvasir is an annotated dataset that can enhance GI
diagnosis by improving the accuracy of the CAD
systems.

• The Kvasir dataset being publicly available encourages
open research and collaboration leading to advancement
in GI diagnosis.

• Kvasir dataset can help in generalization and it improves
diagnosis accuracy by training the CAD systems in
various anatomical features.
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TABLE 8. Gastrointestinal feature extraction, and classification of gastrointestinal images.

• The large dataset will help in avoiding overfitting and
generalizing to the real-time scenario.

• Multi-institute data collaboration will help the general-
ization of the data by validating the dataset.

RQ4.What are the Key Findings for Future Researchers?
Solution: The main issues can be addressed by looking

into a variety of variables and strategies, as well as potential
future paths for strengthening rapid and accurate assessment,
which will raise diagnostic accuracy in GI patients.

Discussion of the findings

• Limited public dataset- Kvasir is the largest known
public multi-dataset available for GI diseases. This
dataset covers anatomical landmarks like z-line, pylorus,
cecum and pathological findings like esophagus, polyps,
and UC.

• A close look at the public datasets makes us aware that
these datasets have missed having H.pylori infection,
a carcinogen leading to GC.

• DL models require more data for training the models to
provide beneficial results.

• Future researchers should work on creating a larger and
in-depth annotation of the GI features leading to more
work in this area and better results.

• pre-trained models are trained on ImageNet and not on
GI features. So, these models require fine-tuning.

• Endoscopic images are subjective and the physicians
do miss some abnormalities when they are small in
size. The CAD systems would help the physicians in
diagnosis by reducing these errors.

• The various assessment metrics estimated for segmen-
tation are dice score, (IoU), specificity, sensitivity,
accuracy, and precision.

• All assessment parameters are based on four fundamen-
tal aspects, which are false positive (FP), false negative
(TN), true positive (TP), and false negative (FN).

• Future research should work on creating a larger,
annotated dataset, and removal of artifacts like bubbles
or specular reflection that hinder the diagnosis accuracy.

• Focus on the quality and quantity of the dataset-
High-quality and annotated datasets will increase the
performance of the DL models.
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TABLE 9. GI tract dataset with many classes since 2017.

• Researchers should focus on creating a comprehensive
dataset that covers various GI conditions.

• Explainable AI(XAI) has to be included - Researchers
need to integrate XAI to bridge the gap between
physicians andAImodels [85]. This will help in building
trust in the physicians.

• Collaboration between Discipline- Collaboration
between domain experts in AI andmedical professionals
will lead to effective AI solutions by focusing on real-
time models.

• It is beneficial as more multi-disciplinary researchers
can take up topics on GI diseases.

• Data Sharing agreement between the hospitals and
research institute will help diagnose GI disease.

• Data Standardization can be performed by image
acquisition, labeling, and high-quality datasets in ethical
considerations.

• TL models- will mitigate the risk of overfitting a small
dataset and improve performance.

• TL models- are beneficial in a model adaptation that
helps in transferring knowledge from labeled, publicly
available datasets to unavailable public datasets like
H.pylori.

• Generative Adversarial Network (GAN) models-help
in generating synthetic data with data augmentation
techniques. Techniques like rotation and cropping can
help in the generation of a diverse and robust dataset.

• Future researchers should focus on translating the AI
model from a lab to a clinical setting.

• AI models should be designed to learn and adapt
to new data-This will make the models relevant and
effective to the clinicians.

• Metrics- The various assessment metrics estimated for
segmentation are dice score, (IoU), specificity, sensitiv-
ity, accuracy, and precision. All assessment parameters
are based on four fundamental aspects, which are false
positive (FP), false negative (TN), true positive (TP), and
false negative (FN). Accuracy is calculated as the ratio
of correctly classified pixels to all pixels in the image.
The total number of actual tumor pixels divided by the
frequency of accurately recognizing tumor pixels yields
the sensitivity. Specificity is determined by taking the
proportion of background or normal tissue that can be
correctly recognized. Precision is computed as the rate
of correctly recognized tumor pixels regarding backdrop
vs. normal tissue. A common metric for comparing
the pixel-by-pixel outcomes of anticipated segmentation
and ground truth is the dice score. IoU is a metric used to
compare the number of pixels for a class that is correctly
classified to the sum of the actual and expected numbers
of pixels for that class. Equations 1 to 8 display these
parameters.

Accuracy =
TP+ TN

TP+ TN + FP+ FN
(1)

Precision =
TP

TP+ FP
(2)

Recall =
TP

TP+ FN
(3)
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F1 =
2 ∗ Precision ∗ Recall
Precision+ Recall

(4)

Specificity =
TN

TN + FP
(5)

IntersectionoverUnion(IoU ) =
TP

TP+ FP+ FN
(6)

DiceScore =
2xTP

2xTP+ FP+ FN
(7)

IntersectionoverUnion(IoU ) =
TP

TP+ FP+ FN
(8)

Implication
• Incomplete coverage of a critical GI condition like
H.pylori infection, a carcinogen for GC.

• Limited diversity of the kvasir dataset will not help in
generalizing GI conditions.

• A more comprehensive dataset is needed that includes
a broader range of landmarks that would enhance the
robustness of the CAD systems.

• Opportunities for future researchers to build a large
dataset that would support the GI diagnosis process.

• CAD systems can help in the early diagnosis of GI
diseases by treating the GI conditions at an early stage.

• CAD systems can serve as a supporting tool for
physicians.

• Cost of health care will be reduced due to early
intervention of CAD systems.

• Larger, annotated datasets will increase the accuracy
of the CAD systems and the removal of artifacts will
improve the visibility of GI lesions thereby optimizing
the CAD performance.

RQ5 What are the clinical Implications and open Chal-
lenges?

Solution: AI is capable of handling large amounts of
data with ease and accuracy by providing reliable early
detection. Any minor mistakes in medical diagnosis can lead
to further complications in saving lives and effective therapy
management. The following are the unsolved issues with AI:-
Discussion of the findings

• Few large public datasets available- A greater number
of public datasets would mean more studies and more
results.Most of the studies conducted in the DL platform
require large datasets for better prediction.

• The need for the availability of multicenter data-This
would make a system more robust in generalizing the
findings of the study. It would be beneficial not only
to the doctors but also to those researchers in the GI
domain.

• The quality of image modalities heavily relies on
the operator’s experience. Endoscopy is a proce-
dure wherein the physician should be experienced
not only with the device but also in identifying
abnormalities.

• DL models are exact but are considered black boxes.
Since it is difficult to understand the reasons for their

predictions. The healthcare industry requires XAI [82],
[86], [87]. With the use of more and more XAI in studies
the physicians would trust the AI models bridging the
gap between themedical and the technical professionals.

• Real-world challenges in endoscopic image-It is
highly dependent on the operator and affected by the
poor quality of the images.

• Optimization Techniques- An AI Interface performed
parallel with the ongoing procedure is better rather than
waiting for the end of the procedure.

• Hardware Limitation- Real-time AI deployment relies
on factors like computation power, memory, and energy
consumption.

• Processing Power- High-performing computing
resources are needed in real-time AI systems to handle
large amounts of visual data.

• Latency Issue- In real-time AI in endoscopy, even a
slight delay of 100ms per frame might be noticeable.

• Complex models like transformers and CNN have
long inference times. So, it is better to minimize any
unnecessary layers in DL models as far as possible.

• Quantization reduces the precision and the computa-
tional burden.

Implication

• The Presence of a few large datasets will slow
the research in GI diseases. There is a risk of
overfitting.

• There is a need for standardization of datasets that will
help in standardized evaluation.

• Amulti-center data will reduce the bias and will be more
reliable and accurate which would help in collaboration
and validation.

• Multi-center datawill strengthen real-time diagnosis and
can support Health care systems globally.

• The quality of the endoscopic image can increase
diagnostic errors. DL model’s accuracy depends on the
quality of the image.

• Lack of transparency will be a barrier for the physicians
to adapt to the CAD systems. XAI gives better inter-
pretability helping clinicians to adapt to CAD systems.

• High-end GPUs are needed to handle large amounts of
data.

• Operator Dependency-Using fully automated AI assis-
tance will reduce human error and increase efficiency.

• For poor-quality image enhancement techniques like
noise reduction, contrast enhancement, and artifact
removal can be used.

• For optimization processing data locally instead of
sending it to the cloud, helps in providing immediate
feedback without delay.

• Techniques like pruning and quantization help in
reducing the size and computational complexity.

• An alternative for latency problems is cloud-based
processing.
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VI. LIMITATION
Our comprehensive analysis has identified unsolved issues in
AI-based GI diagnosis and we have addressed the possible
solutions to them.

Limitations
1) In Pre-processing and segmentation, while com-

bining the models will increase the computational
speed, it results in complex models requiring more
computational cost.
Solution:

• Use of lightweight models can reduce the com-
putational cost like Mobile Net, Efficient Net,
or DeepLabV3.

• Model Pruning is done by removing the less
important parameters improving the performance
of the model.

• A small model (student model) is trained to
replicate the output of a large complicated model
(teacher model).

• TL models are already trained on useful features
and they can be fine-tuned by reducing the
computational cost.

• Preprocessing techniques like image resizing and
cropping can reduce the computational speed.

2) The effectiveness of DL models is highly dependent
on the availability of a large, annotated dataset.
Solution

• Data Augmentation techniques like rotation flips,
and scaling can be used to increase the dataset size.

• TL models can be used by taking advantage of the
pre-trained model feature and using it to retain the
information on a smaller dataset.

• Semi-supervised learning technique can be used
when we have small annotated data and large
unannotated data.

• Using domain-specific models and algorithms can
increase the accuracy of even small datasets.

• The effectiveness of these models is highly
dependent on the availability of a large, annotated
dataset.

3) Duo-deep architectures like CNN and LSTM mod-
els can lead to overfitting when the dataset is small.
Solution

• The complexity of the duo-deep architecture can be
reduced by the number of layers and parameters.

• Early stopping - The validating loss during training
is stopped when it increases even after the training
loss decreases.

• Cross-validation-K-fold cross-validation provides
a generalized performance by reducing overfitting.

• Applying regularization techniques like dropout to
improve the robustness of the model.

4) DL models require large datasets that are
well-annotated for hierarchical features.
Solution:

• Data Augmentation methods can increase the size
of the dataset.

• TL models don’t require large datasets since they
use pre-trained models.

• Self-supervised learning can be used when an
unlabeled dataset is present.

5) DL models function as black-boxed making inter-
pretability difficult.
Solution:

• The XAI methods used in medical imaging
are Local Interpretable Model-agnostic Expla-
nations (LIME) and Shapley Additive explana-
tions(SHAP) can be used.

• Heatmap can be generated using techniques
like Gradient-weighted Class Activation Mapping
(Grad-CAM).

6) DL detects complex patterns, and some irrelevant
and unimportant patterns are also picked up.
Solution:

• The use of techniques like PCA, t-SNE, or auto-
encoders will help in selecting the most relevant
feature.

• Cross-validation will ensure that the features are
extracted across multiple data splits avoiding
overfitting.

• Regularization techniques like L1, L2 regular-
ization, and dropouts can be used to reduce
overfitting.

7) Consistency of the DLmodel depends on the quality
of the dataset(bias).
Solution:

• Data cleaning and data validation should be
performed to remove bias in the data.

• Regularization techniques like L1, L2 regulariza-
tion and dropout should be applied.

8) In an ensemble model, hyperparameter tuning
becomes complex compared to a single model.
Solution:

• The complexity of the ensemble model can be
reduced by using a smaller set of diverse models.

• Cross-validation can be performed to increase the
robustness of the model.

9) TL models don’t perform well in inter and intra-
class dependability. A combination of different
feature extraction methods can lead to overfitting.
Solution:

• Integration of other imaging types will help the
model’s ability to discover biomarkers.

• Overfitting can be avoided by techniques like
L1, and L2 regularization, early stopping, cross-
validation, and dimension reduction using PCA.

10) When multiple feature extraction methods are used
interpretability becomes difficult.
Solution:
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• Aggregating similar features into groups will help
in the interpretability of the results. Example: All
methods used for color features can be grouped.

• Visualization techniques like heatmaps can be used
to increase the predictability of the models.

VII. CONCLUSION
Implementing AI in GI can transform the present diagnosis of
gastro lesions by providing early detection. DL models will
become widely accepted in the medical field in the upcoming
days.

Promising Techniques for Future Studies
• Transformers-ViTs have been emerging as a strong
alternative to CNNs due to their ability to capture global
contextual information. Further researchers should focus
on task like segmentation and classification using
refined transformer architecture. Researchers should
combine CNNs and transformers to build hybrid models
for both global and local features.

• Reinforcement Learning has been suited for real-time
optimization and robotic endoscopy. Future studies
could investigate the integration of reinforcement learn-
ing in the medical workflow so that optimization of
real-time medical systems can be obtained reducing
human intervention and improving diagnostic accuracy.

• GAN models- GANs can significantly address the lack
of annotated datasets with the creation of synthetic data.
Additionally, GANs can use super-resolution imaging to
enhance the image quality.

Current Research Gaps
• Limited high-quality labeled dataset-Solving the
scarcity of large, annotated datasets will help the DL
models perform better. While GANs offer synthetic data
generation, they must still be clinically validated and
generealized.TL models could be further explored as an
alternative solution for the absence of a large dataset.

• Computational cost in real time- Research should
be carried out to optimize the latency, and hardware
requirements required for the real-time diagnosis.

• Interpretablity -DL models like the transformers
and GANs are considered ‘‘black boxes’’. So further
researchers have to focus on building better XAI
methods to provide transparency and Interpretability.

• Integration with the clinical workflow- Most models
face challenges in adapting to the clinical setting.
Further studies can focus on user-friendly systems that
work in real-time by providing valuable insights to
physicians.

Roadmap to guide future research
• Collaboration between research institute and hospital-
Collaborative efforts will strengthen the gaps like the
creation of large, annotated datasets that can serve as a
benchmark for developing and validating DL models.
It would help in access to high computational resources
and cutting-edge AI.

• Developing synthetic data using GANs- GANs can be
used in conditions like the unavailability of the dataset.
They have to be rigorously validated to ensure their use
in training DL models in real-world scenarios.

• Emphasis on model optimization-Future research
should emphasize optimizing the model for efficiency
and accuracy, including pruning, and quantization
techniques to reduce computational burden in real-time
GI diagnosis. Focus on lightweight architecture would
also help.

• Focus on Explainable AI- Explain ability is important
to gain the trust of the clinician. Researchers should
bridge the gap between AI predictions and clinical
reasoning by developing better XAI frameworks.

• Validating clinical trials-Clinical trials should be
designed to evaluate the reliability of AI in real-world
scenarios.

In conclusion, transformers, reinforcement learning, and
GANs provide exciting opportunities in DL but their
real-time deployment faces several challenges. The gaps like
data availability, integration with hospitals, interpretability,
and computation efficiency will help in the use of AI
in GI diagnosis. Future research should focus on various
optimization techniques and performance in clinical settings
for interdisciplinary collaboration for proven AI-driven. The
roadmap gives promising direction by addressing gaps and
ensuring AI becomes a promising tool in GI diagnosis.
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