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ABSTRACT In recent years, breast cancer, originating from breast tissue, has become one of the significant
global health challenges for women worldwide, with early detection crucial for improved survival rates.
Researchers have proposed numerous detection techniques, and recently, machine learning-based methods
have gained considerable attention due to their reusability and speed. Despite various models proposed
by researchers for breast cancer detection, there is an ongoing need for more accurate models. This
study proposes an enhanced machine-learning approach for breast cancer detection using the Wisconsin
Breast Cancer (Diagnostic) (WDBC) dataset. We applied several data preprocessing techniques, including
hypothesis testing, feature engineering, scaling, and feature selection. We trained 14 classifiers by
selecting the 13 most significant features using a gradient boosting regressor with Bonferroni correction.
Our proposed eXtreme Gradient Boosting model demonstrated superior performance, achieving 99.12%
accuracy, 0.9767 precision, 1.0 recall, 0.9861 specificity, and 0.9882 F1-score. These results surpass those
of previous studies, underscoring the model’s potential for early and accurate breast cancer diagnosis.
Furthermore, evaluations based on training time and Kappa score indicate that our eXtreme Gradient
Boosting model is faster and more reliable.

INDEX TERMS SMOTE, ANOVA test, ensembling feature engineering, Bonferroni correction, breast
cancer, classification, machine learning.

I. INTRODUCTION
Breast cancer is the most common malignant tumor globally,
posing a significant health threat, especially to women [2].
It is a term used to describe when breast cells grow abnor-
mally beyond their usual boundaries of the breast [3]. Breast
cancer is a diverse disease with three main types: sporadic,
familial, and hereditary. Hereditary breast cancers are linked
to high-penetrance gene mutations and often present earlier,
while familial cases share similar characteristics [4]. Women
encounter a significantly higher incidence of breast cancer
compared to other forms of cancer. Breast cancer is the
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most often diagnosed form of cancer and is responsible for
most deaths due to cancer among female patients, surpassing
lung cancer as the most common disease globally [5], [6].
Breast cancer has two types: invasive and non-invasive. Non-
invasive breast cancer does not spread to surrounding breast
tissue, while invasive breast cancer does. Among invasive
breast cancers, there are two primary subtypes. Invasive
Ductal Carcinoma (IDC) is the most common, originating
in the milk ducts, and Invasive Lobular Carcinoma (ILC) is
the second most common type, starting in the milk-producing
glands (lobules) [7].

The Global Cancer Statistics 2022 report shows that breast
cancer is the most prevalent form of cancer among the
female population across 185 nations globally, accounting
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for 2,308,897 new cases, representing 11.6% of all newly
diagnosed cancer cases, with an associated mortality rate of
6.9% [6], [8]. The American Cancer Society (ACS) reported
that in 2022, 287,850 women and 2,710 men were affected by
breast cancer, with 43,250 women and 530 men dying from
the disease, indicating that the death rate is approximately
98.79% in women [9]. Projections by the World Health
Organization (WHO) anticipate that global cancer cases will
reach 19.3 million by 2025, though incidence rates vary
significantly worldwide. Mortality rates are 17% higher in
developing countries than in developed ones, despite a higher
overall incidence rate of 88% in developed countries [10].
Also, the GLOBOCAN Cancer Tomorrow prediction tool
forecasts a 46% increase in breast cancer incidence by 2040
[11]. In Indonesia, 40.3% of the population is affected by
breast cancer, with 16.6% of those diagnosed dying from the
disease. Risk factors such as an unhealthy diet, smoking, and
alcohol consumption contribute to the increased likelihood of
developing breast cancer [12].

Early diagnosis of breast cancer significantly improves
survival chances and reduces long-termmortality rates, while
advanced-stage diagnosis results in decreased survival rates.
Detecting breast cancer at early stages can notably enhance
treatment outcomes and prognosis. However, early detection
remains challenging due to unusual features, missing values,
and other hidden impediments. The complexity of breast
cancer classification and diagnosis makes the process more
difficult. A shortage of radiologists further exacerbates
this challenge. Radiologists face significant pressure to
manually analyze diagnostic reports and develop treatment
plans, a process that is both time-consuming and prone to
errors [13], [14], [15], [16].

Effective screening technologies are crucial for the early
detection of breast cancer signs and symptoms [17], [18].
Traditionally, mammography [19], ultrasound [20], magnetic
resonance imaging (MRI) [21], and pathology tests [22]
have been the most common methods for screening and
diagnosis. Recently, advanced classification methods, such
as Random Forest (RF), Support Vector Machine (SVM), K-
Nearest Neighbors (KNN), and Extreme Gradient Boosting
(XGBoost), have been employed. These methods enable
precise and rapid detection to improve patient outcomes
significantly. Machine learning (ML) techniques are trans-
forming the biomedical and healthcare fields, playing a vital
role in the early detection of breast cancer. The use of ML
for molecular tumor classification has gained considerable
attention and can enhance breast cancer detection [23], [24],
[25], [26].

This study is motivated by the limitations of existing
machine learning classifiers in detecting and classifying
breast cancer. Timely and accurate detection of diseases
remains a significant challenge in healthcare research [27],
[28]. The primary aim of this research is to enhance the early
detection rate. The main contributions of this study are as
follows:

TABLE 1. Overview of existing research on breast cancer.

1) Evaluation of various machine learning classifiers to
determine the most effective method for breast cancer
classification.

2) Demonstration of comprehensive data preparation
steps to significantly improve classification perfor-
mance, ensuring more accurate breast cancer predic-
tion.

3) Comparison of the proposed model’s performance
with state-of-the-art methods, highlighting its superior
effectiveness in this domain.

The paper is organized as follows: Section II covers the
literature review. The methodology appears in Section III.
Sections IV and V discuss the experimental results and
comparative analysis. Finally, Section VI concludes the
paper.

II. LITERATURE REVIEW
Although researchers aim to develop a more accurate
machine-learning model for predicting breast cancer, finding
the best model remains challenging. A comparative analysis
involving several machine learning classifiers appeared in the
paper [29], which showed that SVM achieved the highest
accuracy of 97%. In [30], logistic regression attained an
accuracy of 95% using texture classification and maximum
perimeter. Milon et al. applied SVM, KNN, logistic regres-
sion, random forests, and ANN models on the Wisconsin
Breast Cancer (Diagnostic) (WDBC) dataset, demonstrating
that the ANN model achieved the highest accuracy of
98.57%, a precision of 97.82%, and an F1-score of 0.9890
[31]. The models that classified breast cancer best appear in
Table 1.
On the Wisconsin Breast Cancer (Diagnostic) dataset,

Uddin et al. [17] applied Principal component analysis
(PCA) for dimensionality reduction. They then used eleven
classifiers for classification: SVM, KNN, AdaBoost, Gra-
dient Boosting, Voting Classifier, MLP, Nearest Cluster
Classifier, Random Forests, Decision Tree, Naïve Bayes, and
Logistic Regression. They achieved the highest accuracy of
98.77% using the Voting Classifier. Similarly, Birchha and
Nigam applied theMinMax normalization technique and then
used the Averaged-Perceptron model for classification using
the same dataset, achieving an accuracy of 98.40% [35].
Additionally, Batool and Byun et al. utilized the same dataset
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in their paper [37]. They applied correlation and mutual
information to select the most crucial features to achieve
the highest accuracy of 97.6%, with a precision of 0.964,
a recall of 1.0, and an F1-score of 0.981 using their proposed
model, ELRL-E. This voting classifier model combines four
classifiers: Extra Trees, Light Gradient Boosting Machine,
Ridge, and Linear Discriminant Analysis. Furthermore,
Kadhim Ajlan et al. worked on the same dataset and
demonstrated that the Extreme Learning Machine (ELM)
algorithm achieved 92.06% accuracy, 80.25% precision,
96.60% recall, 87.56%F1-score, and 90.27% specificity [40].

In the study referenced as [39], feature selection from the
SEER breast cancer dataset [41] used Variance Threshold and
Principal Component Analysis. The classification algorithms
employed were Naive Bayes, AdaBoost, Gradient Boosting,
XGBoost, and Decision Tree. Among these, the Decision
Tree achieved the highest accuracy of 98%, while AdaBoost
attained the highest recall of 0.99. Hayum et al. worked on
two datasets, DDSMandMIAS. They utilized a bilateral filter
for denoising, contrast stretching for image enhancement,
color histograms for feature extraction, and MCSO for
feature selection. Subsequently, they developed a deep
learning-based approach named Fuzzy Convolutional Neural
Network (FCNN) for classifying breast cancer. Their model
achieved accuracies of 95.02% and 98.95% for the DDSM
and MIAS datasets, respectively [42].

Laghmati et al. [43] applied PCA for feature transforma-
tion and grid search for hyperparameter tuning, followed by
applying seven ML classifiers on the Mammographic Mass
and WBCD [44] datasets. They achieved 96% and 95.35%
accuracies for theMammographicMass andWBCD datasets,
respectively, using the XGBoost classifier. However, when
they used an ensemble technique combining AdaBoost and
the S-LR models, they achieved the highest accuracy of
97.37% for the WBCD dataset, although the accuracy for the
Mammographic Mass dataset dropped by 2.63%.

Singh et al. applied three feature selection techniques:
Gravitational Search Algorithm (GSA), Emperor Penguin
Optimization (EPO), and a hybrid approach of GSA and
EPO named hGSAEPO. They then applied six machine
learning classifiers on the Wisconsin Breast Cancer (Diag-
nostic) dataset for classification. Among the three selection
approaches, a classifier with the hGSAEPO feature selec-
tion technique demonstrated superior performance with an
accuracy of 98.31%, sensitivity of 0.97, specificity of 0.9887,
precision of 0.98, and an F1-score of 0.9539 [45].

Mahesh et al. proposed a blended ensemble approach
combining five classifiers: SVM, KNN, decision tree,
random forests, and logistic regression for breast cancer
classification. Their model achieved an accuracy of 98.14%
[46]. Sahu et al. [47] proposed a deep learning-based
breast cancer detection by combining AlexNet, ResNet, and
MobileNetV2. They applied a Laplacian of Gaussian-based
modified high boosting filter (LoGMHBF) for data prepro-
cessing. The model achieved an accuracy of 97.75% for

TABLE 2. Sample count by category in the initial dataset.

malignancy detection on the mini-DDSM dataset and 94.62%
for malignancy detection on the BUSI dataset. Additionally,
it provided an accuracy of 97.50% on the BUS2 dataset.

Gupta et al. [48] proposed a hybrid ensemble approach
using an Artificial Neural Network and Deep Belief
Network applied to the Breast Cancer Wisconsin dataset
for classification. Their model achieved an accuracy of
98.14%. Baghel et al. proposed a Stacked Neural Network
for breast cancer classification with the same dataset. They
demonstrated accuracies of 98.51% in training and 97.2% in
validation [49].

III. METHODOLOGY
A. DATASET DESCRIPTION
This research used the Wisconsin Breast Cancer (Diagnostic)
dataset, available at the UC Irvine Machine Learning
Repository [1]. This binary classification dataset contains
569 samples and 32 features. Of these, 31 features are
numerical and independent, while one feature, ‘diagnosis,’
is categorical and dependent. The dependent feature has two
categories: M and B, representing malignant and benign,
respectively. The number of samples for each category
appears in Table 2. Table 2 indicates that benign (B) accounts
for 62.74% of the total samples, whereas malignant (M)
accounts for 37.26%.

B. MISSING VALUE HANDLING AND CATEGORICAL
ENCODING
The ‘id’ feature consists of unique values and does not
provide significant information for the classification task,
so we eliminated it at the start of the data preprocessing.
We apply Equation (1) to determine whether the dataset (D)
contains missing values. The results show values of zero
for all features, indicating that it has no missing values. So,
we applied the label encoder to encode the categorical feature
‘diagnosis’ [50]. The encoder assigned 0 and 1 for B and M,
respectively.

MissingEntriesCount = D.isnull().sum() (1)

C. DATA SPLITTING
We then divided the dataset into training and test sets, with
80% of the samples allocated to the training set and the
remaining 20% to the test set. The sample distribution in the
training set appears in Table 3, where 285 samples belong
to Category 0 and 170 samples belong to Category 1. This
division represents 62.64% of samples from Category 0 and
37.36% from Category 1, indicating an imbalanced training
set.
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TABLE 3. Sample count by category in the training set.

TABLE 4. Sample count by category in the balanced training set.

D. BALANCING THE TRAINING SET
To mitigate the imbalance, we employed the SMOTE (Syn-
thetic Minority Over-sampling Technique) method [51], [52],
which generates new synthetic instances by interpolating
between existing data points. Applying SMOTE almost
balanced the training set, with 570 samples in Category 0
(55.61%) and 455 in Category 1 (44.39%). This balance
helps reduce bias and improves the model’s performance and
reliability (Table 4).

E. DETERMINING THE STATISTICAL SIGNIFICANCE OF
FEATURES
Subsequently, we conducted a one-way ANOVA test [53],
[54] on the training set for hypothesis testing, setting a
significance level of 0.05. Table 5 shows the p-value for
each feature, with fractal_dimension_mean, texture_se, and
symmetry_se having p-values of 9.22×e−01, 6.69×e−01, and
3.56 × e−01, respectively, which exceeded the significance
level. This result indicates insufficient evidence to reject the
null hypothesis, implying a lack of significant association
with the target. Consequently, we removed these features
from the training and test sets from further analysis.

F. CREATING MEANINGFUL FEATURES
Improving the interpretability of a model allows for deeper
insights into underlying data patterns and more accurate
predictions. Moreover, you can enhance the interpretability
by performing feature engineering, which generates new
features from existing ones. Following hypothesis testing,
we generated seven new features (created_feature1 to
created_feature7) in the training and test sets separately
using an ensembling technique [55] that combined seven
models: Random Forest, Gradient Boosting, Gaussian Naïve
Bayes, K-Nearest Neighbors (KNN), Decision Tree, Logistic
Regression, and Support Vector Machine. We added these
new features to the training and test sets, referring to them
as engineered training and test sets. We also retained the
original training and test sets as they were. The algorithm for
generating the new seven features appears in Algorithm 1.
The training and test sets in the original feature space are

indicated by Otrain and Otest , respectively, while the training
and test sets in the engineered feature space are represented
by Etrain and Etest , respectively. After adding seven new
features to the engineering feature spaces, Etrain and Etest

TABLE 5. Feature significance p-values.

contain 34 features each, while in the original feature space,
Otrain and Otest each contain 27 features.

G. FEATURE STANDARDIZATION
Certain features can disproportionately affect a model’s
predictions, making it crucial to enhance its reliability. There-
fore, we used a scaling technique called StandardScaler [56],
which standardizes features by scaling them to have a mean
of 0 and a standard deviation of 1. The StandardScaler is
defined by Equation 2, where x and z denote the original and
standardized values of the feature, respectively, and µ and
σ represent the mean and standard deviation of the features,
respectively.

z =
x − µ

σ
(2)

H. OPTIMIZING FEATURE SET FOR MODEL
PERFORMANCE
Feature selection [57] addresses overfitting and enhances
generalization. Selecting the most significant features allows
a model to achieve good results with fewer features.
Conversely, using many features may reduce a model’s
performance. In this work, we conducted three experiments
on the engineered and original feature spaces, selecting the
seven, nine, and thirteen most critical features based on
scores calculated by the gradient boosting regressor using
the Bonferroni correction technique [58], [59], [60], [61].
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Algorithm 1 Feature Augmentation

Require: Otrain ∈ Rn×m (Original training set with n
samples and m features)

Require: Otest ∈ Rp×m (Original test set with p samples and
m features)

Ensure: Etrain ∈ Rn×(m+7) (Augmented training set with n
samples and m+ 7 features)

Ensure: Etest ∈ Rp×(m+7) (Augmented test set with p
samples and m+ 7 features)

1: Initialize classifiers Ci for i = 1, 2, . . . , 7 (Seven
classifiers)

2: for i = 1 to 7 do
3: Train classifier Ci on Otrain
4: end for
5: for i = 1 to 7 do
6: Gi,train ← Ci(Otrain) (Generate features for training

set from classifier Ci)
7: end for
8: for j = 1 to 7 do
9: Train classifier Cj on Otest

10: end for
11: for j = 1 to 7 do
12: Hj,test ← Cj(Otest) (Generate features for test set

from classifier Cj)
13: end for
14: Etrain←

[
Otrain G1,train G2,train . . . G7,train

]
15: Etest←

[
Otest H1,test H2,test . . . H7,test

]

The feature selection process is in Algorithm 2. Figures 1
and 2 demonstrate the gradient-boosting regressor-based
Bonferroni correction scores for each feature in the original
and engineered feature spaces, respectively.

Algorithm 2 Feature Selection for Original and Engineered
Feature Spaces
1: Input: Original training set Otrain, original test set Otest,

engineered training set Etrain, engineered test set Etest,
number of selected features k

2: Output: Selected feature subsets for original and engi-
neered spaces

3: Step 1: Apply feature selection on original training and
test sets

4: Foriginal← BonferroniGBoost(Otrain, k)
5: O′train← Otrain[Foriginal]
6: O′test← Otest[Foriginal]
7: Step 3: Apply feature selection on engineered training

and test set
8: Fengineered← BonferroniGBoost(Etrain, k)
9: E ′train← Etrain[Fengineered]
10: E ′test← Etest[Fengineered]
11: Return: O′train,O

′
test,E

′

train,E
′
test

In the first experiment, we selected the top seven features:
(concave points_mean, area_se, concavity_worst, concave

FIGURE 1. Feature importance scores for original feature space.

points_worst, area_worst, perimeter_worst, and area_mean)
from the original feature space, and (created_feature2, cre-
ated_feature5, created_feature1, created_feature7, concave
points_mean, smoothness_se, and area_se) from the engi-
neered feature space. In the second and third experiments,
we selected the top nine and thirteen features from the
original and engineered feature spaces. Notably, the ranks
of the top 13 features from the original feature space within
the engineered feature space were 5, 7, 28, 29, 25, 24, 15,
11, 23, 22, 17, 26, and 18. These rankings reveal the relative
significance and impact of the features in both feature spaces,
offering vital insights into the feature selection process.

IV. EXPERIMENTAL RESULTS AND DISCUSSION
This section discusses the experimental results obtained from
the original and engineered feature spaces across the three
experiments, with the evaluation metrics used to assess the
models’ effectiveness.

A. EVALUATION METRICS
Merely achieving a slightly higher accuracy does not neces-
sarily indicate that themodel is good. Therefore, we evaluated
the classifiers using nine metrics: Accuracy (Acc), Precision
(Pre), Recall (Rec), F1-score (F1), Specificity (Spe), Area
Under the Curve (AUC), Training Time (TT), and Cohen’s
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FIGURE 2. Feature importance scores for engineered feature space.

Kappa Score (Kappa) [62], [63], [64], [65], [66]. When
evaluating a breast cancer classification model, various
metrics comprehensively assess its performance. Accuracy
measures the overall correctness of the model but may be
misleading in cases of class imbalance. Precision indicates
how many predicted positive cases are truly positive, which
is crucial for minimizing false positives and avoiding unnec-
essary anxiety. Recall shows how well the model identifies
all actual positive cases, which is critical for detecting
every possible instance of breast cancer. F1-score balances
precision and recall and offers a single metric when there is a
trade-off between the two. Specificity assesses the model’s
ability to identify negative cases correctly and is essential
for avoiding false alarms. Area Under the Curve (AUC)
evaluates the model’s discriminative power across various
thresholds, providing insight into its overall performance.
Training Time reflects the computational efficiency of the
model and is critical for practical deployment and updates.
Finally, Cohen’s Kappa Score adjusts for class imbalance

and random chance, offering a more nuanced evaluation of
the model’s performance. Together, these metrics provide a
holistic view of the model’s effectiveness in breast cancer
classification, ensuring that it performs well in identifying
and differentiating between positive and negative cases. The
metrics are formulated as follows, where TP, TN, FP, and FN
represent True Positives, True Negatives, False Positives, and
False Negatives, respectively.

Accuracy =
TP+ TN

TP+ TN + FP+ FN
(3)

Precision =
TP

TP+ FP
(4)

Recall =
TP

TP+ FN
(5)

F1-score =
2 · TP

2 · TP+ FP+ FN
(6)

Specificity =
TN

TN + FP
(7)

Po =
TP+ TN

TP+ TN + FP+ FN
(8)

Pe =
(TP+FP)(TP+FN )+(TN+FP)(TN+FN )

(TP+TN+FP+FN )2

(9)

Kappa =
Po − Pe
1− Pe

(10)

Here, Po and Pe indicate the Observed Agreement and
Expected Agreement.

B. COMPREHENSIVE CLASSIFICATION METRICS ANALYSIS
We applied 14 machine learning models for breast cancer
classification on the original and engineered feature spaces,
with 7, 9, and 13 features selected in three distinct
experiments.

Table 6 shows the accuracy results. In the original feature
space, the Light Gradient Boosting Machine and Extra Trees
achieved 0.9825 accuracy with 7 features. With 9 features,
the Light Gradient Boosting Machine, Tree-Based Pipeline
Optimization Tool, and Extra Trees maintained this accuracy.
When using 13 features, Extra Trees and eXtreme Gradient
Boosting performed best, achieving 0.9912 accuracy in the
original and engineered feature spaces. Thus, Extra Trees
excelled with 13 features in the original space.

For the three experiments selecting 7, 9, and 13 features
across both feature spaces, the precision, recall, F1-score,
specificity, and AUC appear in Tables 7–9, respectively.
Table 7 demonstrates that both Extra Trees and Light
Gradient Boosting Machine achieved a precision of 1.0000,
recall of 0.9524, F1-score of 0.9756, specificity of 1.0000,
and AUC of 0.9762. These classifiers outperformed all
other classifiers for these metrics in both feature spaces
in experiment 1. Table 8 shows that the same two classi-
fiers, Extra Trees and Light Gradient Boosting Machine,
performed equally well when selecting nine features in the
original feature space. However, the Tree-Based Pipeline
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TABLE 6. Model performance: Accuracy in original vs. Engineered feature
spaces.

Optimization Tool also matched the performance of these
two classifiers while providing improvements of 8.33% in
precision, 17.5% in recall, 13.26% in F1-score, 4.17% in
specificity, and 10.67% in AUC in the original feature space.
In contrast, the performance of Extra Trees, Light Gradient
Boosting Machine, and Catboost remained stable across the
same feature space. The Decision Tree performed 11.63%
better in precision, 2.56% better in recall, 7.15% better in F1-
score, 6.94% better in specificity, and 4.83% better in AUC
in the original feature space while maintaining stability in
the engineered feature space. Some models showed reduced
performance for certain metrics; for instance, the voting
classifier experienced declines in recall, F1-score, and AUC
in the original feature space and precision and specificity in
the engineered feature space. Table 9 reveals that eXtreme
Gradient Boosting outperformed all other classifiers across
the three experiments for the metrics of recall (1.0000),
F1-score (0.9882), and AUC (0.9931) when applied to the
engineered feature space with 13 features selected.

C. MODEL ASSESSMENT USING CONFUSION MATRIX
AND ROC CURVE
Our study also evaluated the models using confusionmatrices
and ROC curves to assess their performance comprehen-
sively. The confusion matrix is essential for identifying

uneven class distribution and prevents misleading interpreta-
tions of classification accuracy. The ROC curve, on the other
hand, illustrates a model’s discriminative ability; a curve
closer to the top-left corner indicates higher discriminative
ability and better overall performance. Our results show that
the Extra Trees and eXtreme Gradient Boosting classifiers
achieved the highest accuracy of 0.9912 in the original and
engineered feature spaces. Their confusionmatrices and ROC
curves appear in Figures 3-6.

FIGURE 3. The confusion matrix of extra trees classifier.

FIGURE 4. The confusion matrix of eXtreme gradient boosting.

Specifically, in the original feature space, Extra Trees
misclassified class 1 as class 0 once in the original feature
space, while eXtreme Gradient Boosting misclassified class
0 as class 1 once in the engineered feature space. Despite
these misclassifications, the average AUC (Area Under the
Curve) for Extra Trees was 0.9881, whereas for eXtreme
Gradient Boosting was 0.9931. The ROC curve for eXtreme
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TABLE 7. Performance metrics for models with 7 features.

TABLE 8. Performance metrics with 9 features.

TABLE 9. Model performance metrics with 13 features.

Gradient Boosting is closer to the top-left corner than that of
the Extra Trees classifier and all other classifiers evaluated in
our experiments. This result indicates that eXtreme Gradient
Boosting exhibits superior discriminative ability.

D. COMPUTATIONAL EFFICIENCY
We determined which model is the fastest by comparing
the training times for the Extra Trees and eXtreme Gradient
Boosting classifiers, as illustrated in Figure 7. Given that the
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FIGURE 5. The ROC curve of extra trees classifier.

FIGURE 6. The ROC curve of eXtreme gradient boosting.

training times were very short, we multiplied these times
by 100 to clarify the comparison. The results indicate that
eXtreme Gradient Boosting is 2.111 times faster than Extra
Trees in the original feature space and 1.998 times more rapid
in the engineered feature space.

E. COHEN’S KAPP ASSESSMENT
The Kappa statistic, also called Cohen’s Kappa, assesses the
agreement between the predicted and actual values beyond
the possibility of the agreement occurring by chance and
ranges from −1 to 1. A medical diagnosis requires a very
high Kappa as it ensures the consistency of a model’s
prediction. The Kappa scores of all models on both feature
spaces for experiment 3 appear in Table 10. The table
shows that the Kappa scores for Extra Trees and Extreme
Gradient Boosting in original and engineered feature spaces
are Undefined and 0.9779, respectively. Extreme Gradient
Boosting exhibits the highest Kappa among all models, which
indicates its superior performance and suitability for breast
cancer classification. A medical diagnosis uses precision to

FIGURE 7. Comparison of training times.

TABLE 10. Cohen’s kappa coefficients.

check false positives, meaning that incorrectly predicting
breast cancer in this work. Lower recall suggests false
negatives, indicating missing cases of cancer. Given the
critical nature of breast cancer detection, maximizing recall
is paramount to ensure that all cases are identified. Therefore,
higher recall is more important than higher precision for
breast cancer classification. As eXtreme Gradient Boosting
demonstrated a perfect recall of 1.0 in the engineered feature
space, which is higher than the recalls of all other models
across all experiments, eXtreme Gradient Boosting is the best
for breast cancer classification. The trained parameters of the
recommended eXtreme Gradient Boosting model appear in
Table 11.

F. REGULARIZATION AND OVERFITTING PREVENTION
To mitigate overfitting, we utilized L2 regularization with
reg_lambda = 1 in our eXtreme Gradient Boosting model,
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TABLE 11. Trained parameters of the recommended eXtreme gradient
boosting model.

which penalizes large feature weights and helps to smooth the
model, reducing its complexity. This regularization technique
helps prevent the model from fitting noise in the training data
and promotes better generalization to unseen data. Using L2
regularization ensures the model balances fit and complexity,
supporting robust performance across various datasets.

V. PERFORMANCE COMPARISON
Comparative analysis is essential for evaluating a model’s
contribution to the field. By comparing the proposed model
to existing benchmarks, we can assess its novelty and
effectiveness. Table 12 presents a performance comparison
of our proposed model with state-of-the-art techniques on
Breast cancer datasets.

Previous studies, including [17], [37], [40], [67], [68],
have reported varying performance metrics on the Wisconsin
Breast Cancer (Diagnostic) dataset. In 2023, article [17]
achieved an accuracy of 98.77%, a precision of 0.9883,
a recall of 0.9854, and an F1-score of 0.9868 using
16 features, and published in a leading Elsevier journal but did
not report specificity. As of 2024, articles [37], [40], [67], [68]
also worked on the WBDC dataset. Among these, article [67]
reported the highest accuracy of 98.80%, with precision,
recall, and F1-score of 0.9909 each, but did not provide speci-
ficity or the number of features used. The three articles [40],
[67], [68] were published in top Springer journals, while
the article [37], published in IEEE Access 2024, achieved
an accuracy of 97.6%. In contrast, our proposed model

TABLE 12. Performance summary.

demonstrates superior performance on the same dataset with
an accuracy of 99.12%, a precision of 0.9767, a recall of
1.0, a specificity of 0.9861, and an F1-score of 0.9882, using
only 13 features. This significant improvement demonstrates
the effectiveness of our approach. Table 12 shows that our
proposed method, eXtreme Gradient Boosting, outperformed
all other methods mentioned. This significant improvement
in performance metrics, coupled with a reduced number of
features, underscores the effectiveness and efficiency of our
approach, highlighting its potential impact and contribution
to the field.

VI. CONCLUSION
This paper proposes an eXtreme Gradient Boosting classifier
for detecting breast cancer, selecting only 13 features by
a gradient boosting regressor with Bonferroni correction.
Our model surpasses the state-of-the-art techniques with
an accuracy of 99.12%, a precision of 0.9767, a recall of
1.0, a specificity of 0.9861, and an F1-score of 0.9882.
Additionally, the experimental results indicate that our model
demonstrated faster computational speed than other models.
The findings of this study contribute to the advancement
of breast cancer diagnosis and prognosis. Future research
will focus on optimizing model parameters for improved
performance.
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