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ABSTRACT The paper introduces a Fast Model Predictive Control (FMPC) approach for vehicle path
tracking, addressing the challenge of real-time performance in highly nonlinear systems. Utilizing a recurrent
neural network with symmetric saturating linear transfer functions (SSL-RNN), our method efficiently
constructs an SSL-RNN model for the vehicle. By transforming the MPC optimal control problem into
a mixed integer linear programming problem, a swift online solution is achieved. Through simulations
on a CarSim/Simulink platform, our FMPC outperforms RNN-based nonlinear MPC and long-short-term
memory network-based MPC, demonstrating superior accuracy in vehicle path tracking and enhanced
controller solution efficiency.

INDEX TERMS Mixed integer linear programming, model predictive control, recurrent neural network,
symmetric saturating linear transfer functions, vehicle path tracking.

I. INTRODUCTION
With the rapid development of driverless technology, its
potential to improve traffic efficiency, reduce driver burden,
and improve vehicle driving safety has become a current
research hotspot in the current automotive industry [1].
As one of the core aspects of the driverless system, the perfor-
mance of vehicle motion control directly affects the driving
safety and user experience of the vehicle. Vehicle motion
control includes trajectory tracking and path tracking. The
control system calculates appropriate control commands such
as acceleration, braking, and steering based on the real-time
vehicle status and the target trajectory or path so that the
vehicle can achieve accurate trajectory or path tracking [2].
This is also essential for ensuring collision avoidance in
autonomous driving systems [3].
The path-tracking control challenge for autonomous

vehicles has garnered significant attention [4]. Earlier algo-
rithms employed for path tracking control encompass pure
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pursuit control [5], proportional-integral-derivative (PID)
control [6], and Stanley control [7], among others.
Zhang et al. introduced an enhanced pure tracking method
employing fuzzy control [8]. Simulation and experimental
outcomes demonstrate superior tracking accuracy and con-
vergence in straight-line and turning path tracking, surpassing
traditional pure tracking control algorithms. However, the
pure tracking control method overlooks vehicle dynamics’
influence during path tracking. Chen et al. proposed an adap-
tive fuzzy PID algorithm for path tracking control of a novel
4WIS (four-wheel-independent-steering) electric vehicle [9].
Simulation results indicate enhanced path tracking perfor-
mance and robustness compared to traditional PID control.
Despite the improved PID control’s performance enhance-
ments, it remains incapable of handing system nonlinearity
and constraints. Yang et al. presented an enhanced Stanley
method for curve path tracking [10]. This method forecasts
not only the relative position of the closest point on the path
but also the direction of the gaze point. Research findings
validate its effectiveness in curve environments, albeit its
applicability to high-speed conditions poses challenges.
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In pursuit of enhancing path tracking performance, vehicle
model-based control methods are also under scrutiny. Fan
and Chen introduced a path following control method
based on linear quadratic regulator (LQR) principles [11].
Balanced weighting of state variables and input weights
achieves optimal quadratic performance index. Simulation
and field tests affirm stability and rapid convergence of the
proposed method. However, LQR controllers are constructed
on linear models, rendering them vulnerable to robustness
issues. Kapania andGerdes proposed a feedback-feedforward
steering controller [12] adept at maintaining vehicle stabil-
ity under extreme conditions and minimizing lateral path
tracking deviations. However, data collection under extreme
conditions poses challenges, necessitating expensive sensors
arrays. Pan et al. introduced a model-free adaptive dynamic
programming method for autonomous vehicle path tracking
amidst actuator faults [13]. Adaptive regulators mitigate the
effects of actuator faults, modeling errors, and curvature inter-
ference on the vehicle system. While the model-free control
method’s structural simplicity is notable, stability analysis of
the control system proves challenging. Yao andGe introduced
a path tracking method employing deep reinforcement learn-
ing (DRL) for autonomous vehicles [14]. Leveraging the deep
deterministic policy gradient algorithm of the double critic
network, the controller undergoes offline learning to achieve
reference route tracking. Results underscore the method’s
environmental adaptability and tracking performance. How-
ever, the computational intensity and time consumption
associated with training and debugging DRL-based methods
warrant consideration.

The MPC algorithm has been widely studied in path-
tracking control due to its ability to predict future trajectories
and its advantage in handling multiple constraints [15], [16].
Some studies have used vehicle mechanism models in
MPC-based path-tracking control. Jeong and Yim pro-
posed a four-wheel independent steering autonomous vehicle
algorithm based on MPC [17]. The MPC controller was
designed using a linear time-varying vehicle model, and
experimental results show that the algorithm can improve
the performance of path and speed-tracking, and reduce the
computational complexity compared to the nonlinear MPC.
Liu et al. proposed a path-tracking strategy aiming to improve
the path-tracking ability and road adaptability of the hitch
trailer [18]. The path-following controller was designed based
on the MPC and the optimal curvature preview control tech-
nique. Simulation results show that the controller improves
path tracking capability and driving stability. Wang et al.
proposed a MPC for path tracking using a nominal kinematic
model and Gaussian processes (GP) models to capture the
unmodeled dynamics from the observational data collected
in the field experiments [19]. The results show that the pro-
posed MPC algorithm can reduce the path tracking error for
different paths and is computationally more efficient. The
MPC methods above based on vehicle mechanism models
require accurate vehicle model and environment information,
but accurate models are difficult to obtain in practice.

To overcome the drawback of the mechanism model-based
MPC that is complex and difficult to implement online,
data-driven methods are used to as predictive models [20].
The data-driven approach can learn the motion character-
istics of the vehicle more accurately using the collected
data, with low modeling difficulty. Many studies used neural
network models to design MPC controllers [21]. Rokonuz-
zaman et al. adopted a neural network to learning vehicle
dynamics by a large amount of data provided by modern
vehicle systems, and integrated the neural network model
into the MPC design [22]. Experimental results showed that
the controller achieves better control under real road condi-
tions. Spielberg et al. carried out the design and experimental
validation of the predictive control based on a neural net-
work model. The trained neural network model is able to
predict vehicle dynamics under changing and complex oper-
ating conditions [23]. Experimental results showed that the
designed predictive control can adapt to different friction
conditions and track the vehicle path effectively. However,
the high-quality optimal solution of MPC based on the neural
network model is difficult to obtain due to the strong nonlin-
earity of the neural network model.

In summary, there are still challenges in the current
MPC-based driverless vehicle path tracking control, includ-
ing high accuracy requirements for prediction models, high
computational complexity for online solutions, and diffi-
culty for controllers to solve in real time. To address these
issues, a fast predictive control method for vehicle path
tracking based on a symmetric saturating linear transfer func-
tion recurrent neural network (SSL-RNN) is proposed. The
method establishes a vehicle dynamic model based on the
SSL-RNN, designs an MPC controller based on the model,
and then transforms the MPC optimal control problem into
a mixed-integer linear programming problem (MILP) for a
fast solution. The SSL-RNN-based MPC will be detailed
in the following sections. To verify the proposed scheme,
CarSim/Simulink is used to demonstrate that it achieves more
accurate control of the vehicle path and has a faster solution
speed.

The rest of this paper is constructed as follows. The vehi-
cle model is introduced in Section II. In this section, the
vehicle mechanism model is first established; then the SSL-
RNN-based vehicle dynamics model is designed and trained.
In Section III, the model predictive controller is designed
based on the vehicle SSL-RNN model, and the established
MPC optimal control problem is transformed into a MILP.
Simulation experiments are carried out to verify the effec-
tiveness of the proposed controller in Section IV. Finally, the
paper is concluded in Section V.

II. CONSTRUCTION OF VEHICLE MODELS
In this section, the vehicle mechanism model is first estab-
lished; then the SSL-RNN-based vehicle dynamics model
is designed and trained; and finally, the validation shows
that the trained model is characterized by high accuracy and
reliability.
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A. VEHICLE MECHANISTIC MODEL
For an easy explanation of the proposed scheme. A simplified
vehicle model is used to describe the motion state of the
vehicle, which mainly includes information of its position,
velocity, and acceleration but does not consider the internal
dynamics of the vehicle. Due to the simplicity and practi-
cality of the kinematic vehicle model, it is widely used in
path-tracking control studies [19]. Under reasonable assump-
tions and simplification conditions, the kinematic vehicle
model can be simplified to a ‘‘single-track model’’, which
treats the vehicle body and suspension system as a rigid
body mass model. The vehicle kinematics model based on
mechanism analysis is shown in Figure 1. In the inertial
coordinate system XOY , there is an instantaneous rotation
center P, and the vehicle is considered to be in rotational
motion only at a certain moment. Through the principles of
classical mechanics, the differential equations describing the
motion of the vehicle can be derived, and the motion law of
the vehicle can be obtained.

FIGURE 1. Vehicle kinematics model.

The differential equations for the planar motion of the vehi-
cle in the inertial coordinate system XOY are as follows [19]:

Ẋ = v cos (α + β)

ϕ̇ =
v
R

=
v
(
tan δf + tan δr

)
cosβ

D
Ẏ = v sin (α + β)

(1)

where Ẋ and Ẏ represent the changes in the X and Y
coordinates of the vehicle in the inertial coordinate system,
respectively. The ϕ denotes the yaw angle of the vehicle,
ϕ̇ represents the yaw angular velocity of the vehicle, v denotes
the velocity of the vehicle’s center of mass, β represents
the lateral deviation angle of the vehicle’s center of mass,
δf and δr represent the steering angles of the front and rear
wheels of the vehicle, respectively, R denotes the instanta-
neous turning radius of the vehicle, and D represents the
wheelbase of the vehicle.

It is assumed that during the autonomous steering process
of the driverless vehicle, the vehicle has no lateral sliding
phenomenon and the rear wheels do not steer, so the vehicle

state satisfies the following equation:
vy ≈ 0

β = arctan
vy
vx

= 0

δr ≈ 0

(2)

Selecting x = [X ,Y , ϕ]T and u = [v, δf ]T as the vehicle
state and control quantities, the vehicle kinematic model can
be obtained by organizing Eq. (1) and Eq. (2) as: ẊẎ

ϕ̇

 =

 cosϕ
sinϕ
tan δf
D

 v (3)

B. VEHICLE SSL-RNN MODEL
In this study, a recurrent neural network (RNN) is utilized
to effectively capture the dynamic characteristics inherent in
vehicles owing to its exceptional fitting capability. The vehi-
cle dynamic data utilized in our analysis is sourced from the
widely-utilized CarSim simulation software. CarSim offers
a comprehensive platform for modeling diverse aspects of
vehicle behavior, encompassing vehicle dynamics, suspen-
sion systems, and tire models, rendering it a staple tool in both
automotive industry and academic circles for vehicle systems
analysis and design [24]. During the data collection phase,
pseudo-random variables serve as the input. To ensure a broad
representation of vehicle operating conditions and to enhance
data diversity, careful consideration is given to the genera-
tion rule and value range of these pseudo-random variables.
The schematic representation of the designed vehicle RNN
model is illustrated in Figure 2, while the RNN’s performance
metrics are thoroughly discussed in Section II-C.
During the vehicle data acquisition, the control information

of the vehicle at the current time step and the state information
of the previous time steps are used as inputs to the SSL-RNN,
and the state information of the vehicle at the next time step
is used as outputs of the SSL-RNN. The details of the input
(x t ) and the output (yt ) are shown in Table 1 and Table 2.

In the realm of RNNmodels, the selection of an appropriate
activation function for the hidden layer holds paramount
importance in determining the training efficacy of the model.
In this study, we opt for the symmetric saturating linear trans-
fer function (SSL) as the activation function of the hidden
layer. Consequently, the recurrent neural network outfitted
with SSL as the activation function for the hidden layer is
denoted as SSL-RNN. The activation function SSL for each
neuron in the hidden layer of the SSL-RNN has the following
properties: It restricts the output to the range [−1,1] and
saturates the output when it exceeds this range [25]. It is
defined as follows:

fh (x) = max {−1,min {x, 1}} (4)

The activation function of each neuron in the output layer of
SSL-RNN is a linear function, denoted as:

fo (x) = x (5)
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FIGURE 2. The schematic of a vehicle RNN model.

TABLE 1. Inputs to the SSL-RNN.

TABLE 2. Outputs of the SSL-RNN.

In each time step, the linear combination of input, weight,
and bias, coupled with a nonlinear transformation of the
activation function, yields the neuron output of the SSL-RNN
hidden layer, expressed as:

htj = fh

(
I∑
i=1

wxhij · x ti + whhij · ht−1
j + bj

)
, j = 1, 2, · · · , J

(6)

where t is the index of the time step, i is the index of each
neuron in the input layer, I is the number of neurons in the
input layer, j is the index of each neuron in the hidden layer, J
is the number of neurons in the hidden layer, ht−1

j is the output
of the jth hidden layer neuron at the previous time step t − 1,
htj is the output of the jth hidden layer neuron at time step t ,
d is the time delay of RNN, x ti is the output of each neuron
in the input layer, wxhij is the weight coefficient between the
ith neuron in the input layer, and the jth neuron in the hidden

layer, whhij is the weight coefficient between the ith neuron in
the previous hidden layer and the jth neuron in the current
hidden layer, and bj is the bias of the jth neuron in the hidden
layer.

The neuron output of the hidden layer of SSL-RNN is taken
as the input of the output layer, and the neuron output of the
output layer is obtained through the activation function:

ytk = fo

 J∑
j=1

whyjk · htj + ck

 , k = 1, 2, · · · ,K (7)

where k is the index of each neuron in the output layer, K is
the number of neurons in the output layer, ytk is the output of
the kth output layer neuron at the time step t ,whyjk is the weight
coefficient between the jth neuron in the hidden layer and the
kth neuron in the output layer, and ck is the bias of the kth
neuron in the output layer.

Based on the use of the piecewise function SSL as the
activation function of the neurons in the hidden layer, the
neural network model can be converted into a mixed integer
linear formulation. This can reduce the complexity of the
nonlinear model [26], [27]. Therefore, it is a good choice
to use the SSL-RNN model as an alternative model for the
vehicle model.

The mixed integer linearization of the piecewise function
SSL; i.e. Eq. (4) can be achieved by introducing a number
of auxiliary variables, including both continuous and binary
variables [28]. The piecewise function SSL is composed of
three linear segments with four interval breakpoints (x1 = a,
x2 = −1, x3 = 1, x4 = A), as shown in Figure 3. The
breakpoints a and A respectively represent the lower and
upper bounds of the input of the hidden layer neuron x, and
their values are obtained by a test. Then a positive continuous
variable wn is introduced for each breakpoint xn, such that
wn ∈ [0, 1] n = 1, · · · , 4, and a binary variable qn associated
with the segment [xn, xn+1] n = 1, 2, 3 is introduced.

At this point, for any given x value (x̃) with xn ≤ x̃ ≤ xn+1,
there are always special wn and wn+1 that make the following
equation true.

x̃ = wnxn + wn+1xn+1 (8)

FIGURE 3. The graph of the continuous piecewise function SSL.

Accordingly, the value of the piecewise function SSL at x̃ is

f (x̃) = wnf (xn)+ wn+1f (xn+1) (9)
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To force each x value to be associated with the proper pair
of consecutive interval breakpoints (i.e. segment) and wn, the
following constraints are imposed.

3∑
n=1

qn = 1 (10)
w1 ≤ q1
w2 ≤ q1 + q2
w3 ≤ q2 + q3
w4 ≤ q3

(11)

The constraints in Eq. (10) imposed that only one qn takes
the value 1, i.e., x̃ is associated with the segment [xn, xn+1].
Constraint in Eq. (11) imposed that only wn and wn+1 at the
left and right extremes of the segment [xn, xn+1] are not 0.
Based on the above, the mixed integer linear formulation

of the piecewise function SSL (f (x)) for any given x value
(x̃) can be obtained by imposing the following constraints:

f (x̃) = w1f (a)− w2 + w3 + w4f (A)
w1 + w2 + w3 + w4 = 1,wn ∈ [0, 1]
q1 + q2 + q3 = 1, qn ∈ {0, 1}

w1 ≤ q1
w2 ≤ q1 + q2
w3 ≤ q2 + q3
w4 ≤ q3

(12)

where x̃ = w1x1 + w2x2 + w3x3 + w4x4. The constraints
in Eq. (12) ensure the correct computation of the piecewise
function SSL f (x).

C. MODEL TRAINING
To train the vehicle SSL-RNN model, a large number of data
based on CarSim vehicle simulation software were collected,
including the control signals and the corresponding motion
states of the vehicle under different working conditions.
To ensure the diversity of training data, pseudo-random vari-
ables adopted as inputs during data collection are designed as
follows: The speed range is set to be 5 m/s-20 m/s, and the
speed variation range is generated by pseudo-random PRBS
signals to be [−0.2,0.2] to simulate the change of vehicle
speed; the range of the front wheel steering angle is set to be
−0.44rad-0.44rad, and the variation range of the front wheel
steering angle generated by pseudo-random PRBS signal is
[−0.1,0.1] to simulate the change of the front wheel steer-
ing angle. The sampling time is 0.1 second. After the data
acquisition is completed, the data is preprocessed. First, the
input data and output state data are normalized and mapped
to appropriate value ranges to eliminate the differences in
magnitude between different variables; then, the dataset is
divided into a training dataset and a validation dataset, 18,000
sample data for the training and 2,000 sample data for the
validation. The time delay in RNN training is set to 5, and the
number of hidden layers is set to 20. The training algorithm
is the Levenberg-Marquardt algorithm, which combines the

characteristics of the gradient descent method and the Gauss-
Newton method. By approximating the inverse matrix of the
Hessian matrix in the algorithm, the parameters of the model
are updated in a faster and more accurate way to minimize the
loss function [28]. In this work, the neural network toolbox of
MATLAB is used, from which the built-in function ‘‘layrec-
net’’ is adopted to complete the modeling and training of the
SSL-RNN model.

The training results of the vehicle SSL-RNN dynamic
model are depicted in Figures 4-7. In these figures, the blue
triangles represent the output values obtained from CarSim
validation data, while the magenta dots represent the output
values generated by the vehicle SSL-RNN model. A dis-
cernible observation from these plots is the close alignment
between the predicted outputs of the trained SSL-RNNmodel
and the outputs derived from CarSim data. Given that vehicle
speed and steering angle in this work are discrete manipulated
variables input to the vehicle, changes in speed or yaw angle
occur in relatively discrete steps. This alignment underscores
the high precision of the SSL-RNN model in capturing the
dynamic behavior of the vehicle. Furthermore, it highlights
themodel’s adeptness in adapting to various vehicle operating
states.

III. MODEL PREDICTIVE CONTROLLER DESIGN
To design the control system, the objective expression and
the constraints of MPC are first formulated; then the MPC
controller is designed based on the SSL-RNN model of the
vehicle. Finally, the established MPC optimal control prob-
lem is transformed into the framework of MILP to improve
computational efficiency.

FIGURE 4. The vehicle X-coordinate position in the verification test.

A. OBJECTIVES AND CONSTRAINTS
To ensure that the autonomous vehicle can track the reference
path quickly and stably, it is crucial to design the objective
function in the MPC algorithm appropriately [29]. In MPC,
the optimization objective of the control problem is to find the
optimal control input sequence. The optimization objective
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FIGURE 5. The vehicle Y-coordinate position in the verification test.

FIGURE 6. The vehicle yaw angle in the verification test.

FIGURE 7. Trajectory in verification test.

in this work is to minimize the deviation of the system state
trajectory, i.e. the difference between the current predicted
state of the vehicle and the reference path, to make the vehicle
as close as possible to the reference path and achieve accurate

path tracking. The objective of the controller is expressed as:

C =

Np∑
t=1

pt
∣∣∣Xt − X tref

∣∣∣+ Np∑
t=1

rt
∣∣∣Yt − Y tref

∣∣∣
+

Np∑
t=1

st
∣∣∣ϕt − ϕtref

∣∣∣ (13)

where t is the index of the prediction horizon, Np is the total
prediction horizon,Xt , Yt andϕt are respectively the predicted
values of the X-coordinate position of the vehicle, the pre-
dicted values of the Y-coordinate position of the vehicle, and
the predicted values of the yaw angle of the vehicle at the
time t , X tref , Y

t
ref and ϕ

t
ref are respectively the reference values

of the X -coordinate position of the vehicle, the Y-coordinate
position of the vehicle, and the yaw angle of the vehicle at
time t , and pt , rt and st represent the weight coefficients of
the error term of the objective function in each prediction
step. To realize the adaptive change of the weight coefficients
in the error term of each step, the weight coefficients are
specifically defined as [30] and [31]:

pt =
1
t
, t = 1, 2, · · · ,Np

rt =
1

2Np − 1
t, t = 1, 2, · · · ,Np

st =

√
4Np

Np − t + 1
Np, t = 1, 2, · · · ,Np

(14)

In the design of a predictive control algorithm based on the
vehicle SSL-RNNmodel, MPC needs to add control quantity
constraints to ensure the safety and performance of vehicle
control. The specific constraints are described as follows:

1) Limit the range of vehicle speed to ensure that the
vehicle runs within the safe speed. Here, the maximum
speed constraint of the vehicle is set to 20 m/s, and the
minimum speed constraint is 5 m/s, expressed as:

vmin ≤ vt ≤ vmax, t = 1, 2, · · · ,Nc (15)

where Nc is the control horizon.
2) The maximum front wheel steering angle constraint of

the vehicle δf ,max is set to 0.44 rad, and the minimum
front wheel steering angle constraint δf ,min is set to
−0.44 rad. In addition, to ensure the comfort and safety
of the vehicle, the deviation 1δf of the front wheel
steering angle from the previous time step to the next
time step is limited to −0.1 rad-0.1 rad, expressed as:


δf ,min ≤ δf ,t ≤ δf ,max, t = 1, 2, · · · ,Nc
1δf ,t = δf ,t−1 − δf ,t

−0.1 ≤ 1δf ,t ≤ 0.1, t = 1, 2, · · · ,Nc

(16)

B. OPTIMAL CONTROL PROBLEM
Based on the vehicle SSL-RNN model established as the
predictive model, the optimal control problem of the MPC
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controller is established by combining the objective function
and constraint conditions, specifically described as:

min
vt,δf,t

Np∑
t=1

pt
∣∣∣Xt − X tref

∣∣∣+ Np∑
t=1

rt
∣∣∣Yt − Y tref

∣∣∣
+

Np∑
t=1

st
∣∣∣ϕt − ϕtref

∣∣∣
s.t. vmin ≤ vt ≤ vmax, t = 1, 2, · · · ,Nc

δf ,min ≤ δf ,t ≤ δf ,max, t = 1, 2, · · · ,Nc
1δf ,t = δf ,t−1 − δf ,t

− 0.1 ≤ 1δf ,t ≤ 0.1, t = 1, 2, · · · ,Nc
Vehicle SSL-RNN dynamic model (17)

where vt =
[
v1, · · · , vNc

]
is the velocity vector, vt is the

velocity at the time step t within the range of the velocity
constraint (vmin, vmax), δf,t =

[
δf ,1, · · · , δf ,Nc

]
is the front

wheel steering angle vector, and δf ,t is the front wheel steer-
ing angle at the time step t within the range of the steering
constraint

(
δf ,min, δf ,max

)
.

The vehicle SSL-RNN dynamic model in the MPC con-
troller is described as:

x t =
[
vt−1, δf ,t−1,Xt−1,Yt−1, ϕt−1

]
, t = 1, 2, · · · ,Np

htj = fh

(
I∑
i=1

wxhij · x ti + whhjj ·

(
ht−1
j + · · · + ht−5

j

)
+ bj

)

ytk = fo

 J∑
j=1

whyjk · htj + ck

 , k = 1, 2, · · · ,K

yt = [Xt ,Yt , ϕt ]
(18)

where k is the index of each neuron in the current layer,
yt is the output vector of the SSL-RNN output layer, which is
composed of the state information at the time step t .

Since the activation function of SSL-RNN and the objec-
tive function are nonlinear as shown in Eq. (4) and Eq. (13)
respectively, the optimal control problem in Eq. (17) becomes
a nonlinear programming problem (NLP). Although many
existing algorithms can be used to solve this nonlinear opti-
mization problem, such as the interior point method [32], par-
ticle swarm optimization (PSO) [33] and sequential quadratic
programming (SQP) [34], etc., the global optimal solution
cannot be guaranteed. To efficiently obtain high-quality opti-
mal solutions and improve the computational efficiency of the
controller, transforming the MPC optimal control problem in
Eq. (17) into an MILP for the solution is a feasible strategy.
Existing optimization solvers and algorithms can effectively
process discrete variables and binary variables in MILP, find
the optimal control sequence, and achieve accurate control of
autonomous vehicles [35].

To transform the problem in Eq. (17) into an MILP
problem, the nonlinear objective expression is first trans-
formed into a linear objective expression by introducing new

auxiliary variables and constraints:

C =
Np∑
t=1

ptzt1 +

Np∑
t=1

rtzt2 +

Np∑
t=1

stzt3 (19)

where zt1, z
t
2 and zt3 are the introduced three auxiliary vari-

ables, representing each absolute error term of the objective
expression in each prediction step.

Meanwhile, the following constraints must be satisfied:

Xt − X tref ≤ zt1
−

(
Xt − X tref

)
≤ zt1

Yt − Y tref ≤ zt2
−

(
Yt − Y tref

)
≤ zt2

ϕt − ϕtref ≤ zt3
−

(
ϕt − ϕtref

)
≤ zt3

(20)

Then the linearization of the nonlinear activation function
in the SSL-RNN model, i.e. Equation (18), is carried out by
introducing auxiliary variables as shown in Equation (12).
Finally, the MILP form of the optimal control problem in
Equation (17) can be obtained by combining the control
objective expressions in Equations (19) and (20) as follows:

min
vt,δf,t,z,w,q

Np∑
t=1

ptzt1 +

Np∑
t=1

rtzt2 +

Np∑
t=1

stzt3

s.t. vmin ≤ vt ≤ vmax, t = 1, 2, · · · ,Nc
δf ,min ≤ δf ,t ≤ δf ,max, t = 1, 2, · · · ,Nc
1δf ,t = δf ,t−1 − δf ,t

− 0.1 ≤ 1δf ,t ≤ 0.1, t = 1, 2, · · · ,Nc
Xt − X tref ≤ zt1

−

(
Xt − X tref

)
≤ zt1

Yt − Y tref ≤ zt2

−

(
Yt − Y tref

)
≤ zt2

ϕt − ϕtref ≤ zt3

−

(
ϕt − ϕtref

)
≤ zt3

x t =
[
vt−1, δf ,t−1,Xt−1,Yt−1, ϕt−1

]
,

t = 1, 2, · · · ,Np

ψ t
j =

I∑
i=1

wxhij · x ti + whhjj ·

(
ht−1
j + · · · + ht−5

j

)
+ bj, j = 1, 2, · · · , J

htj
(
ψ t
j

)
= −wt1j − wt2j + wt3j + wt4j

wt1j + wt2j + wt3j + wt4j = 1,wtnj ∈ [0, 1]

qt1j + qt2j + qt3j = 1

wt1j ≤ qt1j
wt2j ≤ qt1j + qt2j
wt3j ≤ qt2j + qt3j
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wt4j ≤ qt3j

ytk =

J∑
j=1

whyjk · htj + ck , k = 1, 2, · · · ,K

yt = [Xt ,Yt , ϕt ] (21)

where z = [zt1, z
t
2, z

t
3] is the auxiliary variable vec-

tor for the linearization of the objective function, w =

[w1j,w2j,w3j,w4j] is the auxiliary variable vector used to
linearize the activation function, q = [qt1j, q

t
2j, q

t
3j] is a binary

vector determining the segment of the activation function SSL
and limiting the value of the auxiliary variable wtnj. The z

t
1, z

t
2

and zt3 are the three auxiliary variables introduced at the time
step t , respectively. The wt1j, w

t
2j, w

t
3j and w

t
4j are the four

auxiliary continuous variables of the jth neuron at the time
step t , respectively. The qt1j, q

t
2j, and q

t
3j are the three binary

variables of the jth neuron at the time step t , respectively, and
the ψ t

j is the input of the jth hidden layer neuron at the time
step t .
The optimal control problem in Eq. (17) has been approx-

imated to a MILP (in Eq. (21)), which is known as the
fast model predictive control (FMPC) in this study, and the
global optimal solution can be theoretically obtained due
to its convexity [27]. The block diagram of the constructed
vehicle control system is shown in Figure 8. First, the initial
motion state and the reference path of the vehicle are input to
the MPC controller; Then, based on the SSL-RNN prediction
model, the FMPC obtains the optimal solution according to
the optimization objective under constraints, and controls the
vehicle. Finally, the motion state of the controlled vehicle is
fed back to the MPC controller, which serves as the input to
the MPC controller in the next moment. The above procedure
is continuously looped to realize the path-tracking control of
the vehicle.

FIGURE 8. Block diagram of the MPC system for vehicle motion.

IV. ANALYSIS AND DISCUSSIONS
In this section, the advantages of the proposed method are
demonstrated. The control results of the proposed FMPC
method are comparedwith the predictive control results based
on long-short-term memory neural network (LSTM). Also,
to show the computational efficiency and solution quality
of the controller, the comparison results of the FMPC, the

RNN-based nonlinear MPC and the predictive control based
on the vehicle mechanism model, i.e. Eq. (3), are provided.

A. DESIGN OF LSTM-BASED PREDICTIVE CONTROLLER
FOR VEHICLE PATH TRACKING
LSTM is a variant of recurrent neural networks with a mem-
ory unit and a gating mechanism, through which it can
effectively capture and remember long-term dependencies in
the input sequence and can learn and predict the path and
behavior of vehicles in the future time. LSTM has been used
in many studies for vehicle path tracking control [36], [37].
To verify the superiority of the proposed control method by
comparison, the predictive controller based on LSTM for
vehicle path tracking is designed. Like any model predictive
control, the first step is to collect data and train an accurate
vehicle LSTM model. The training results of the LSTM
model are shown in Figure 9. The cyan circle is the state value
of the data, while the red dot is the output state value of the
LSTM model.

Then the vehicle LSTM model is used as the prediction
model and the optimal control problem of the vehicle MPC
controller is established as:

min
vt,δf,t

Np∑
t=1

pt
∣∣∣X t − X tref

∣∣∣+ Np∑
t=1

r t
∣∣∣Y t − Y tref

∣∣∣
+

Np∑
t=1

st
∣∣∣ϕt − ϕtref

∣∣∣
s.t. vmin ≤ vt ≤ vmax, t = 1, 2, · · · ,Nc

δf ,min ≤ δf ,t ≤ δf ,max, t = 1, 2, · · · ,Nc
1δf ,t = δf ,t−1 − δf ,t

− 0.1 ≤ 1δf ,t ≤ 0.1, t = 1, 2, · · · ,Nc
x t =

[
vt−1, δf ,t−1,Xt−1,Yt−1, ϕt−1

]
, t = 1, 2, · · · ,Np

eti = σ

(
I∑
i=1

weij ·
[
T t−1, x ti

]
+ bej

)
, j = 1, 2, · · · , J

L tj = σ

(
I∑
i=1

wLij ·

[
T t−1, x ti

]
+ bLj

)

C̃ t
j = tanh

(
I∑
i=1

wCij ·

[
T t−1, x ti

]
+ bCj

)

otk = σ

 J∑
j=1

wojk ·

[
T t−1, x ti

]
+ bok

 , k = 1, 2, · · · ,K

C t
k = L tj ∗ C t−1

k + eti ∗ C̃ t
j

T tk = otk ∗ tanh
(
C t
k
)

yt = [Xt ,Yt , ϕt ] (22)

where eti is the input gate of the output i at the time step t , L tj
and C̃ t

j are the forgetting gates of the output j at the time step t ,
otk is the output gate of the output k at the time step t , C t

k is
the long-term memory of the output k at the time step t , T tk
is the short-term memory of the output k at the time step t ,

VOLUME 12, 2024 141111



X. Wu et al.: Fast Predictive Control Method for Vehicle Path Tracking Based on a RNN

x ti is the external input of the output i at the time step t , weij
is the weight coefficient of the input gate, wLij and w

C
ij are the

weight coefficients of the forgetting gate, woij is the weight
coefficient of the output gate, bej is the bias of the input gate,
bLj and b

C
j are the biases of the forgetting gate, bok is the bias of

the output gate, ∗ represents the Hadamard product, σ (·) and
tanh (·) are the sigmoid function and the hyperbolic tangent
function, respectively.

Since the activation functions σ (·) and tanh (·) of the
LSTM forgetting gate and the output gate are nonlinear, the
MPC based on the LSTM model, i.e. Eq. (22), is obviously a
nonlinear optimal control problem.

B. COMPARISON OF PREDICTIVE CONTROLS FOR
VEHICLE PATH TRACKING
For the purpose of conducting experiments, a CarSim/
Simulink co-simulation platform is built, and an S-shaped
single-lane road scene is constructed based on the platform,
with the road centerline serving as the path reference tra-
jectory as shown in Figure 10. To verify the advantages
of the proposed FMPC method, the experiment test is also
conducted with the nonlinear MPC based on the RNN model
(Eq. (17)) and a nonlinear MPC based on the vehicle mecha-
nism model. The vehicle mechanism model-based MPC, the
LSTM-based MPC, and the RNN-based nonlinear MPC are
solved by using the ‘‘fmincon’’ function in the MATLAB
toolbox YALMIP. The vehicle path tracking predictive con-
troller proposed in this paper is solved by using GUROBI
solver in MATLAB toolbox YALMIP, which is highly effi-
cient for solving MILP problems. In the simulation, the
relevant control parameters are shown in Table 3. In this
paper, Hatchback model in CarSim is selected as the object of
simulation test. The suspension of the vehicle is independent
suspension, the tire type of the vehicle is 205/55 R16. The
basic parameters of the vehicle model in CarSim are shown
in Table 4.

FIGURE 9. Training results of the vehicle LSTM model.

To assess themerits of the proposed FMPCmethod, experi-
mental testing is conducted using both nonlinear MPC based

FIGURE 10. Reference path in CarSim simulation.

TABLE 3. Control parameters.

TABLE 4. CarSim basic vehicle parameters.

on the LSTM model (Equation (17)) and a nonlinear MPC
based on the vehicle mechanism model. Utilizing experi-
mental data from CarSim/Simulink, the control results are
compared, as illustrated in Figures 11-14. Figure 11 depicts
the vehicle path tracking outcomes employing the proposed
FMPC, vehicle mechanism model-based MPC, LSTM-based
MPC, and RNN-based nonlinear MPC, respectively. The
analysis reveals that the proposed FMPC method enhances
path tracking precision, particularly in navigating turns. This
improvement stems from the highly nonlinear nature of the
vehicle model during turning maneuvers, where the FMPC,
directly solved via the MILP scheme, yields superior control
solutions. Furthermore, the Integral Square Error (ISE) index
is computed to provide a quantitative assessment of the con-
trol performance of the proposed FMPC method.

ISE =

Tend∑
t=1

E2 (t) (23)

where E (t) is the deviation of tracking control at each
instant t .
The ISE results of the aforementioned four control meth-

ods are shown in Table 5. Comparative analysis reveals that
the proposed FMPC method in this study exhibits the lowest
ISE index among the evaluated approaches. In comparison
with the vehiclemechanismmodel-basedMPC, the ISE index
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FIGURE 11. Comparison of the path-tracking results. The black solid line
represents the reference path, while the cyan solid line represents the
driving path based on the mechanism model-based MPC. The blue dotted
line corresponds to the driving path based on the LSTM-based MPC, the
yellow dotted line depicts the driving path based on the RNN-based MPC,
and the red dotted line showcases the driving path based on the
proposed FMPC.

FIGURE 12. Comparison of control solution time. The cyan solid line
represents the solution time based on the mechanism model-based MPC,
the blue dotted line corresponds to the solution time based on the
LSTM-based MPC, the yellow dotted line depicts the solution time based
on the RNN-based MPC, and the red dotted line showcases the solution
time for the proposed FMPC.

reductions for X , Y , and ϕ of the proposed FMPC method
amount to 46.27%, 19.06%, and 45.95%, respectively. Sim-
ilarly, compared with the result of the LSTM-based MPC,
the ISE index reductions for X , Y , and ϕ of the proposed
FMPC method are 7.53%, 7.13%, and 4.10%, respectively.
Compared with the result of the RNN-based nonlinear MPC,
the ISE index reductions for X , Y , and ϕ of the proposed
FMPC method are 37.39 %, 10.44%, and 21.43%, respec-
tively. Additionally, the maximum tracking deviations for X
and Y using the proposed FMPC method are 0.22 and 0.30,
respectively, which represent the smallest deviations among
the four control methods evaluated.

The solution time for the three controllers is shown in
Figure 12, revealing that the solution time of the proposed

FMPC is shorter. Further, Table 6 provides insight into the
average solution times, indicating that the proposed FMPC
method’s solution time is 62.74%, 31.30%, and 49.09%
shorter than those of the vehicle mechanism model-based
MPC method, LSTM-based MPC method, and RNN-based
nonlinear MPC method, respectively. Leveraging the MILP
scheme for solution, the proposed FMPC method demon-
strates expedited solution times, rendering it favorable for
online control applications. In contrast, MPC based on mech-
anism models exhibits the longest average solution time,
attributed to the necessity of solving nonlinear differential
equationswithin its optimal control problem. The comparison
of manipulated variables for the mechanism model-based
MPC, RNN-based nonlinear MPC, and LSTM-based MPC,
as shown in Figures 13-14, indicates that the manipulated
variables (velocity and front wheel steering angle) of the pro-
posed FMPC are relatively stable contributing to improved
driving stability and comfort. However, to achieve fast solu-
tions, the prediction horizon of the proposed controller is
kept short, resulting in noticeable vibration in noticeable

TABLE 5. ISE results.

TABLE 6. Average solution time.

FIGURE 13. Comparison of the velocity control variables. The cyan solid
line represents the velocity given by the mechanism model-based MPC,
the blue dotted line corresponds to the velocity given by the LSTM-based
MPC, the yellow dotted line depicts the velocity given by the RNN-based
MPC, and the red dotted line showcases the velocity given by the
proposed FMPC.

VOLUME 12, 2024 141113



X. Wu et al.: Fast Predictive Control Method for Vehicle Path Tracking Based on a RNN

vibration in the manipulated variables. In summary, the pro-
posed FMPCmethod effectively achieves high-precision path
tracking and demonstrates superior control performance.

V. CONCLUSION
In this paper, a fast predictive control method for vehicle
path tracking is proposed for the vehicle path tracking control
problem, and the effectiveness and advantages of the pro-
posed FMPC are verified by experiments. Specifically, the
data from different vehicle operating states is first collected
to train the SSL-RNN model. Then, the FMPC is designed
based on the established SSL-RNN model of the vehicle, and
the constructed MPC optimal control problem is transformed
into a MILP problem structure for solving, which can well
improve the computational efficiency and solution quality
of the controller. Finally, a joint CarSim/Simulink simula-
tion platform is built for experiments. Compared with the
control results of the vehicle mechanism model-based MPC,
the LSTM-based MPC and the RNN-based nonlinear MPC,
the results show that the proposed FMPC for vehicles has
higher path tracking accuracy under turning conditions and
effectively improves the solution efficiency of the controller,
which is more conducive to the implementation of online
control. In summary, the main contributions of this work are
stated as follows:

FIGURE 14. Comparison of the front wheel steering angle during control.
The cyan solid line represents the front wheel steering angle based on the
mechanism model-based MPC, the blue dotted line corresponds to the
front wheel steering angle based on the LSTM-based MPC, the yellow
dotted line depicts the front wheel steering angle based on the
RNN-based MPC, and the red dotted line showcases the front wheel
steering angle based on the proposed FMPC.

1) Aiming at the problem of vehicle path tracking control,
a fast predictive control method for vehicle path tracking
based on the linearized SSL-RNN model is proposed, which
has good control performance.

2) By linearizing the activation function and objective
expression, the MPC optimal control problem is transformed
into MILP, which improves the computational efficiency of
the FMPC.

3) A control comparison is conducted, and the results show
that the proposed FMPCmethod had better path tracking con-
trol performance. In comparison with the vehicle mechanism
model-based MPC, the ISE index reductions for X , Y , and ϕ
of the proposed FMPC method amount to 46.27%, 19.06%,
and 45.95%, respectively. Similarly, compared with the result
of the LSTM-based MPC, the ISE index reductions for X ,
Y ,and ϕ of the proposed FMPC method are 7.53%, 7.13%,
and 4.10%, respectively. Additionally, when compared with
the result of the RNN-based nonlinear MPC, the ISE index
reductions for X , Y , and ϕ of the proposed FMPC method
are 37.39 %, 10.44%, and 21.43%, respectively. Meanwhile,
among the four control methods, the proposed FMPCmethod
has the shortest average control solution time (0.0731 s),
which is 62.74%, 31.30%, and 49.09% shorter than the vehi-
cle mechanism model-based MPC method, the LSTM-based
MPC method, and the RNN-based nonlinear MPC method,
respectively.

In the future, the proposed method will be applied to
more complex verification scenarios to further demonstrate
its advantages. Furthermore, it will be tested in a real vehicle
to further verify its effectiveness for vehicle path tracking in
real environments.
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