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ABSTRACT Alopecia Areata is an autoimmune disorder where the body’s immune system attacks normal
cells instead of intruders, leading to hair loss. If not detected early, it can progress to complete scalp baldness
(Alopecia Totalis) or total body hair loss (Alopecia Universalis). Therefore, early detection of Alopecia
Areata is crucial. Computer vision and deep learning techniques have been used for the last few years in
the field of dermatology to detect different relevant diseases. We proposed a robust feature fusion technique,
named AlopeciaDet for the timely detection of Alopecia Areata using camera images instead of dermoscopic
images that require specialized equipment. AlopeciaDet combines Corner Rhombus ShapeHOG (CRSHOG)
features with those extracted from the ResNet-50 pre-trained model to detect Alopecia Areata with high
accuracy by using the Dermenet dataset. The geometric properties of rhombus shapes make them useful
for recognizing patterns in an image. HOG captures local object appearance and shape by computing the
distribution of intensity gradients in localized portions of the image. We combined these characteristics into
CRSHOG. Alopecia Areata, on the other hand, is characterized by distinctive patterns and shapes of hair
loss, with the most common feature being round or oval-shaped patches. These patches can vary in size
and usually have well-defined, sharp edges. Consequently, our proposed CRSHOG significantly improves
the extraction of local information from images of affected areas. It achieves this by integrating sign and
magnitude data, thereby enhancing discrimination capabilities for texture classification tasks. Finally, the
magnitudes and directions of these pixel values are calculated. We achieved an accuracy of 99.45% with an
error rate of 0.55% using Artificial Neural Network. These results surpass the accuracy of current state-of-
the-art techniques in this field.

INDEX TERMS Alopecia areata, feature extraction, features fusion, computer vision, deep learning, corner
rhombus shape HOG (CRSHOG), ResNet-50.

I. INTRODUCTION
Hair significantly characterizes a person’s appearance. It is
essential not only for a positive self-image but also for
protecting the scalp from harsh weather conditions. Scalp
diseases can greatly affect hair health. Hair loss, while alter-
ing one’s appearance, can also lead to emotional distress and
even depression. Alopecia Areata, a disconcerting autoim-
mune disorder that causes hair loss, is the most prevalent
disease. This illness manifests itself in clearly defined pat-
terns, most frequently as round patches on the scalp or other
body parts [1]. Millions of people worldwide are impacted
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by this disorder, which can be emotionally and physically
upsetting. There are reports of 18.2% anxiety disorder and
8.8% serious depression in Alopecia Areata patients in com-
parison with 2.5% and 1.3-1.5% of the general population
respectively [2]. It is observed that by the age of 70, hair loss
may affect up to 80% of Caucasian men and up to 40% of
Caucasian women. Planning a successful course of treatment
for this illness requires an accurate and prompt diagnosis of
the disease [3], [4].

The bald scalp’s state is carefully evaluated using con-
ventional methods. These tests may raise questions about
the accuracy of the diagnosis and the condition of the scalp
because they rely on the knowledge of dermatologists and
other pertinent professionals [5]. Significant progress has

139912

 2024 The Authors. This work is licensed under a Creative Commons Attribution-NonCommercial-NoDerivatives 4.0 License.

For more information, see https://creativecommons.org/licenses/by-nc-nd/4.0/ VOLUME 12, 2024

https://orcid.org/0000-0001-6835-2158
https://orcid.org/0000-0002-0254-412X
https://orcid.org/0000-0002-1461-0032


H. A. Khan, S. M. Adnan: Novel Fusion Technique for Early Detection of Alopecia Areata

been made in the field of medical image analysis research
due to the latest developments in computer vision and
deep learning techniques [6]. Combining these techniques
has demonstrated significant potential in automating the
identification and classification of different dermatological
conditions [7]. Apart from conventional diagnosis, Alopecia
Areata is extremely difficult to diagnose, leading to several
difficulties.

The following are the main technological obstacles that
need to be overcome when using computer vision and
machine learning techniques for the early detection of Alope-
cia Areata:
1. Image Quality and Standardization: Sustaining con-

stant image quality across a wide range of devices
and scenarios is essential for trustworthy analysis.
Adjustments to the illumination, resolution, and cam-
era settings can affect the accuracy of computer vision
algorithms [8].

2. Feature Extraction: Extracting relevant information
from scalp images to differentiate between normal hair
and early symptoms of Alopecia Areata can be difficult.
Algorithms must be able to identify the minute differ-
ences in hair density, texture, and distribution [9].

3. Variability in Conditions: Among various patterns,
Alopecia Areata can manifest as widespread thinning,
patchy hair loss, or complete baldness. Computer vision
models need to be sufficiently robust to accurately dis-
tinguish and categorize these different conditions [10].

4. Data Labeling and Annotation: To train computer
vision algorithms, a sizable dataset of labeled scalp
images is required. However, it may be subjective to
appropriately annotate images for Alopecia Areata; con-
sensus and expert opinion are required [11].

5. Model Generalization: Machine Learning models
trained on a single dataset may perform incorrectly.
Models need to be able to generalize across a range of
patient demographics to be widely used [12].

6. Real-time Analysis: Real-time analysis of scalp images
for early indications of Alopecia Areata is required in
clinical settings to enable timely diagnosis and treat-
ment. The development of efficient algorithms that can
quickly interpret images without compromising accu-
racy is another technical challenge [8].

7. Ethical Considerations: The privacy concerns of
patients while collecting and processing images must
be considered. Obtaining patients’ consent and imple-
menting secure data protection mechanisms are crucial
ethical considerations [13].

Dermatologists, technological experts, and other medical
professionals need to collaborate to address these technolog-
ical challenges. Furthermore, for reliable and accurate early
detection of Alopecia Areata, computer vision algorithms
need to be enhanced and more optimized.

To address the problem of early detection and classi-
fication of Alopecia Areata, our proposed research study
thoroughly examines the creative integration of deep learning

and computer vision techniques. In this work, we propose a
novel features fusion technique AlopeciaDet: features from
ResNet-50 and CRSHOG, the variant of Histogram of Ori-
ented Gradients (HOG) [14], are combined. This proposed
technique provides enhanced accuracy and reliability in the
diagnostic process. By combining the advantages of these two
cutting-edge algorithms, this research offers a reliable and
accurate response to a critical dermatological issue.

Combining extracted data from CRSHOG and ResNet-50
presents a novel way to take advantage of their comple-
mentary strengths, which enhances the identification and
classification of Alopecia Areata. Using the idea of transfer
learning, the final system gains from the information acquired
by the ResNet-50 pre-trained model, which is trained on
the large image repository of the Imagenet dataset [15].
The following are the key contributions of our proposed
AlopeciaDet:
1. Developed a cost-effective technique to detect and clas-

sify Alopecia Areata more accurately from camera
images rather than dermoscopic images, which requires
highly sophisticated equipment and professional staff to
operate.

2. We have proposed an improved version of HOG the
CRSHOG, which extracts more precise features.

3. As far as early detection and classification from camera
images are concerned, they generally lack in terms of
accuracy due to comparatively low definition. However,
we have achieved a promising accuracy of 99.45% with
the novel fusion of features generated from CRSHOG
and ResNet-50 in our proposed AlopeciaDet.

The remaining portions of the document are organized as
follows:

Section II presents examples from the relevant literature,
whereas Section III concentrates on the suggested methodol-
ogy. Section IV presents the results and comparison with the
most recent methods. Section V provides the conclusion.

II. RELATED LITERATURE
Hair loss problems can be examined in a variety of ways,
including:

A. FROM DERMOSCOPIC IMAGES
Visual inspection is used in conjunction with microscopic
techniques to diagnose hair loss with its severity and other
scalp diseases. Alopecia Areata is diagnosed using both deep
learning and classical machine learning methods. Olsen and
Canfield determined the hair density and the percentage of
hair loss using the Severity of Alopecia Tool (SALT) [16].
To get the overall percentage of scalp hair loss, the percentage
of hair loss in each quadrant is determined, multiplied by
the total area of the scalp that each quadrant represents, and
the results are added for each quadrant. The intricate and
challenging-to-generalize scoring approach could affect scor-
ing reproducibility. Nevertheless, monitoring the progression
of the disease and the effectiveness of treatment depends
on the assessment’s repeatability. To accomplish this, a hair
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specialist annotated a dataset of 100 images from young
patients suffering from Alopecia Areata. And classify alope-
cia areas in various ways including normal density, scalp,
clinically scalp, low-density hair patches, and hair partition.
Bernardis and Castelo-Soccio developed an algorithm to dif-
ferentiate between bald and normal scalp regions. It can also
identify regions with low hair density [17]. AloNet deep
learning architecture was introduced by Lee et al. as a means
of measuring Alopecia Areata. For training, a dataset includ-
ing 2000 images of individuals with Alopecia Areata was
utilized. A dermatologist annotated the dataset. Eight derma-
tologists assessed 400 images for testing [18]. Reference [19]
only employed Lead-II ECG images to differentiate between
abnormal heartbeats, COVID-19, myocardial infarction, and
normal sinus rhythm. With AlexNet, the researchers were
able to achieve an accuracy of 77.42%, and with VGG19,
they were able to achieve 75% accuracy. Using feedfor-
ward and backpropagation neural networks, Kapoor and
Mishra devised a method to diagnose Alopecia Areata early
and achieved 91.00% accuracy [3]. Grid line selection and
eigenvalues are two techniques that Seo and Park suggested
utilizing to process scalp images to identify information
related to hair loss using Trichoscopy [20].

B. FROM CAMERA IMAGES
To identify female pattern hair loss (FPHL), which is usually
detected by eye inspection and the Ludwig and Savin scales,
Hung et al. used a method to assess the balding area. In this
research, images of 33 women with FPHL were analyzed
using Principal Component Analysis. The values of Balding
Width (BW) and the hair loss grades on the Savin scale
showed a strong association [20], [21], [22].
Using a webcam and microscope camera sensors to cap-

ture crown pictures, Lee and Yang extracted binary images
using the Otsu threshold value [24]. Next, the binary image
is subjected to two applications of the K-means clustering
algorithm: the first time, k = 4 is used to segment the back-
ground environment and hair, and the second time, k = 2 is
used to segment the image’s non-hair and hair components.
The Hamilton-Norwood scale is used to measure the bald-
ness stage during the detection process [25] and achieved
an accuracy of 51.00-95.00%. 675 images were classified
by Benhabiles et al. using a method for identifying male
pattern baldness in facial images. The average accuracy of
this algorithm, which used the Hamilton-Norwood scale, was
82.00-86.00% [26].
Instead of using dermoscopic images, Shakeel et al. sug-

gested a method to identify and categorize Alopecia Areata
from camera images. In the image preprocessing stage,
researchers used histogram equalization to enhance the image
quality. Following that, the edge detection technique was
used to obtain the Region of Interest (ROI) in the image
segmentation phase. Then the ROI’s shape, color, and texture
features were extracted. In the end, SVM and KNN classifiers
were used to classify the features vector, yielding results of

91.40% and 88.90% respectively. Although this helped to
identify and categorize Alopecia Areata from typical camera
images, the accuracy was not remarkable [27].
Rai et al. suggested a deep learning-based method for the

identification of Alopecia Areata to close this gap. For feature
extraction, SqueezeNet, VGG-16, VGG-19, and Inception-
V3 pre-trained models were used. The dataset was divided
into 70% for training and 30% for testing by the researchers
in a 7:3 ratio. After that, the data was sent to the ANN, SVM,
and Logistic Regression classifiers, and achieved a 98.30%
accuracy rate. Although researchers achieved higher accu-
racy, they used a dataset that is not publicly available [28].
In 2022, Aditya et al. presented a method utilizing CNN that
could identify and categorize Alopecia Areata from typical
camera images with 92% accuracy [29].

Faster Residual Convolutional Neural Network (FRCNN)
was the method for Alopecia Areata detection and classifi-
cation that C. Saraswathi and B. Pushpa proposed in 2023;
they achieved 84.30% accuracy. In their second research
investigation, researchers used the Modified Extreme Learn-
ing Machine (MELM) algorithm to achieve 92.64% accu-
racy [30], [31]. With 98% accuracy, Mittal et al.’s CNN-
based method for identifying Alopecia Areata was proposed.
Using an SVM classifier, Shabnam and Farook Sayyad’s
technique—which included the properties of CNN and
VGG—achieved 98% accuracy [32], [33]. A summary of
techniques for the detection of Alopecia Areata from normal
camera images is shown in Table 1.

TABLE 1. Classification accuracies of existing techniques for the
detection of alopecia areata.

The literature study above makes it abundantly evident that
dermoscopic images taken with appropriate equipment are
required for the clinical diagnosis of Alopecia Areata. It also
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FIGURE 1. Proposed alopeciadet block diagram for the early detection and classification of alopecia areata.

needs qualified personnel to run the specialized machinery.
However, the diagnosis of Alopecia Areata with standard
camera images of scalp hair is less expensive and easier for
casual staff to handle in terms of patient imagery. Though a
maximumof 98.30% accuracy has been achieved byRai et al.
[28], the paradigm of the proposed AlopeciaDet framework
using CRSHOG and ResNet-50 is more productive. Alope-
ciaDet has achieved a remarkable accuracy of 99.45% in
comparison with other state-of-the-art techniques used in this
research area.

III. PROPOSED METHODOLOGY
We have proposed a novel, reliable, and robust technique
AlopeciaDet for the early detection and classification of
Alopecia Areata.

We utilized ResNet50 with input dimensions of 224 ×

224 and output feature dimensions of 7 × 7 ×2048. For
CRSHOG features, we employed a 9-bin histogram for nor-
malizing 16×16 blocks. Concatenating these features yielded
a 36 × 1 element vector, with 16 × 16 blocks moving across
105 positions (7 horizontal and 15 vertical positions on an
image sized 64×128), resulting in a total dimensional vector
size of 3780. Regarding PCA, we retained 50 principal com-
ponents. The proposed methodology is shown in Figure 1.
The novel methodology is based on our improved Corner

Rhombus Shape HOG (CRSHOG) and ResNet-50.

A. RESNET-50
ResNet-50, a Residual Network with 50 layers, is known
for using residual learning [34]. The main contribution of
ResNet-50 is the introduction of residual blocks, which solve
the vanishing gradient problem and enable the training of
much deeper networks. The model’s mathematical represen-
tation is as follows:

1. Residual Block: A residual block is made up of multiple
layers, where the block’s input is added straight to the
output. This has the following mathematical expression:

Vy = F(Vx , {Wti}) + Vx (1)

where:
• Vx is the input to the block.
• Vy is the output of the block.
• F(Vx, {Wti}) stands for the residual function (for
example batch normalization, ReLU activations, and
a stack of convolutional layers) with parameters {Wti}.

More specifically, the formulation of a residual block
with two convolutional layers is as follows:

Vy = σ (Wtj · σ (Wti · Vx + bi) + bj) + Vx (2)

where:
• Wti andWtj are the weight matrices of the convolutional

layers.
• bi and bj are the bias terms.
• σ denotes the activation function, typically ReLU.

2. Bottleneck Residual Block: The bottleneck block, which
has three layers, is a unique kind of residual block used
by ResNet-50 as shown in Equation 3.

Vy = Wtk · σ (Wtj · σ (Wti · Vx + bi) + bj) + bk + Vx
(3)

where:
• Wti is a 1 × 1 convolution reducing the dimension.
• Wtj is a 3 × 3 convolution.
• Wtk is a 1 × 1 convolution restoring the dimension.
• σ denotes the activation function, typically ReLU.

3. Network Architecture: ResNet-50 is comprised of a
sequence of residual blocks that come after the first
convolutional layer.

4. Forward Pass: During the forward pass through the net-
work, each layer and residual block are applied in turn
as shown in Equation 4.

Vy = Softmax(Wtfc · AvgPool(R5 ) + bfc) (4)
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where R5 is the last residual block stage’s output. Wtfc
and bfc are the weights and biases of the fully connected
layer.

Using ResNet-50 for feature extraction in the detection
and classification of Alopecia Areata from hair images offers
several benefits:

1. ResNet-50 is a deep convolutional neural network
(CNN) architecture that can recognize hierarchical char-
acteristics in images, allowing it to capture complicated
patterns with ease [15].

2. Due to its training on large datasets such as ImageNet,
the pre-trained ResNet-50 model can be enhanced on
smaller datasets containing hair images relevant to
Alopecia Areata. This method reduces the requirement
for large labeled datasets and processing resources by
utilizing the transfer learning concept [35].

3. ResNet-50 has been shown to perform better in a range
of image recognition applications because of its batch
normalization layers, skip connections, and depth. The
accuracy with which this architecture recognizes and
classifies patterns associated with Alopecia Areata is
remarkable [36].

4. ResNet-50 exhibits resilience in the face of alterations
in visual conditions, such as lighting, orientation, and
background clutter. Maintaining constant performance
in real-world scenarios when working with multiple
sets of hair images collected under different conditions
requires this robustness [37].

5. The hierarchical structure of ResNet-50’s learned prop-
erties lends them some interpretability. Examining the
activations of multiple layers can help to identify the
features that are most crucial to the model’s decision-
making process [38].

6. ResNet-50 performs better in terms of computing
efficiency than deeper topologies like ResNet-101
or ResNet-152. Large-scale or real-time applications
can gain from faster inference times due to their
scalability [39].

7. ResNet-50 is still one of the most sophisticated CNN
architectures available for image classification applica-
tions. Its efficacy has been extensively examined and
confirmed in several domains, including medical image
analysis [40].

Furthermore, as ResNet-50 won the 2015 ILSVRC Ima-
geNet competition, it was selected as the base model [41] and
thus is helpful for disease identification and classification in
medical image analysis studies [42].

B. CORNER RHOMBUS SHAPE HOG (CRSHOG)
In this proposed algorithm, a mask of 4 × 4 is applied to
the image. As shown in Figure 2 the average of the left
two corners and right two corners is performed to calculate
gxCorner by using the following equation.

gxCorner(x, y) = I (x + 1, y) − I (x − 1, y) (5)

Similarly, the average of the top two corners and bottom
two corners is performed to calculate gyCorner by using the
following equation.

gyCorner(x, y) = I (x, y+ 1) − I (x, y− 1) (6)

Then, the average of the left rhombus rib and right rhombus
rib is calculated to obtain gxRhombus. Similarly, the average
of the top rhombus rib and bottom rhombus rib is calculated
to obtain gyRhombus. Then the average of gxCorner and
gxRhombus is calculated to obtain gx and the average of
gyCorner and gyRhombus is calculated to obtain gy. Finally,
the Gradient magnitude (g) and Gradient direction (θ) are
calculated by using the following equations 7 and 8.

Gradient magnitude(g) =

√
g2x + g2y (7)

Gradient Direction(θ) = arctan
[
gy
gx

]
(8)

The next step is to create a histogram of gradients. The his-
togram contains 9 bins, each bin is of 200. Here the numbers
representing the gradients and the angles are between 00 and
1800. Since the values for a gradient and its negative are
the same, we only considered unsigned gradients. To put it
another way, because of its vertical direction, a gradient arrow
to 900 opposite it for −2700 is regarded as the same.
In Figure 3, the procedure for choosing bins and the his-

togram based on magnitudes against θ values for the voting
directions for each bin are shown. In the magnitude matrix,
the value that corresponds to the specific value from gradient
direction 60o is 22. Since the gradient direction is exactly
equal to bin number 3 for the value of 600, the magnitude
22 is placed in this bin. Otherwise, the higher contribution
should be to the bin value, which is closer to the orientation.
Using Equations 9 and 10, we can determine the values for
both proportions.

Vj = m
[
Binj+1 − θ

1θ

]
(9)

Vj+1 = µ

[
θ − Binj

1θ

]
(10)

Here, θ =
180o
9 = 20o, CJ is the value of J th bin and m =

magnitude. The nine-bin histogram is produced by adding the
contributions of each pixel in the resulting matrix.

Figure 3 shows the computation of CRSHOG on an image
of Alopecia Areata.

Figure 4 shows the original image, and visualization of
HOG and CRSHOGmagnitude to see the difference between
the effect of applying HOG and our proposed CRSHOG.
There is a clear difference between HOG and CRSHOG
magnitude.

The features extracted from CRSHOG and ResNet-50 are
combined and then Principal Component Analysis (PCA)
is applied. There are some key motivations for using PCA
for the best selection of features from our combined large
feature set. PCA preserves most of the original variance in

139916 VOLUME 12, 2024



H. A. Khan, S. M. Adnan: Novel Fusion Technique for Early Detection of Alopecia Areata

FIGURE 2. Calculation of gradient magnitude and gradient direction for the proposed CRSHOG.

FIGURE 3. CRSHOG-based histogram of gradients.

FIGURE 4. Gradient magnitude of an image affected by alopecia areata
(a) Original image (b) HOG Magnitude (c) CRSHOG Magnitude.

a dataset while reducing the number of features. It sim-
plifies the model by reducing the original features to a
smaller set of uncorrelated components while retaining sub-
stantial information. It efficiently filters away components
that are of less significant variations in the data by concen-
trating on the principal components that capture the greatest
variance [41], [42].
These features can be visualized by using SHAP values as

shown in Figure 5.

FIGURE 5. SHAP value-based visualization of selected features after
applying PCA.

Algorithm 1 Algorithm of AlopeciaDet for Early Detection
and Classification of Alopecia Areata.
Input: Scalp image.
Output: Alopecia Areata/Healthy.
1. Read image.
2. Conversion of the image to grayscale.
3. Extract the features using the proposed CRSHOG and
make the histogram.
4. Extract the features using ResNet-50.
5. Apply fusion of both feature sets.
6. Apply PCA for feature selection.
7. Apply different classifiers for the classification of Alope-
cia Areata.

C. ALGORITHM
The complete algorithm of the proposed technique is given
below.

IV. EXPERIMENTATION METHODS AND RESULTS
A. DATASET USED
The healthy hair images are retrieved from the Figaro 1K
dataset [45]. There are a total of 811 healthy hair images.
As far as the images of Alopecia Areata are concerned, they
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are retrieved from the Dermnet dataset from Kaggle [46].
There is a total of 71 images of Alopecia Areata.We used data
augmentation to address the problem of overfitting, which is
prevalent when training sophisticatedmodels with small sam-
ples. Generating synthetic samples from the available training
data improves the generalization capacity of the model. The
standard augmentation approaches [47], commonly used in
the literature to improve performance, is employed in this
work. Although there are many methods for creating new
images from pre-existing training samples, we concentrated
on the most widely used ones, which include rotation, and
horizontal and vertical mirroring. The dataset was augmented
using these common augmentation methods.

We combined the Figaro1K for healthy images and aug-
mented Alopecia Areata images, named as Figaro-Dermnet
dataset. The sample images are shown in Figure 6.

B. ENVIRONMENTAL SETUP
To evaluate the performance of classifiers, Precision, Recall,
F1-Score, Accuracy, and Error Rate have been calculated for
SVM, Random Forest, Decision Tree, Naive Bayes, Logis-
tic Regression, and KNN classifiers. Finally, the proposed
AlopeciaDet is compared to existing techniques to show its
effectiveness.

Precision gives us the measure that how correctly we are
identifying a class, out of all predicted as a positive class i.e.
True Positive (TP) + False Positive (FP). It can be calculated
by using Equation 11. Recall is the measure of how the model
is correctly predicting the class out of truly predicted (TP) +

true class predicted as a negative class i.e. False Negative
(FN). It can be calculated by using Equation 12. To identify
the classifier’s average precision and recall, the F-1 Score is
calculated using Equation 13.
Accuracy is the ratio between the correct predictions and

the total predictions by the classifier as shown in Equation 14.
As far as the Error rate is concerned, it is the ratio between
total false predictions i.e. (FP + FN), and all the predictions
by the classifier as shown in Equation 15.

Precision =
TP

TP+ FP
(11)

Re call =
TP

TP+ FN
(12)

F1 − Score = 2 ×
Pr ecision ∗ Recall
Pr ecision+ Recall

(13)

Accuracy =
TP+ TN

TotalPositive+ TotalNegative
(14)

ErrorRate =
FP+ FN

TotalPositive+ TotalNegative
(15)

We have performed all the experiments in Python by using
Google Colab, while the images are uploaded on Google
Drive, divided into two classes: Alopecia Areata and Healthy
as mentioned earlier. Precision, Recall, Accuracy, and F1-
Score are calculated for the classifiers Decision Tree, Ran-
dom Forest, Naive Bayes, SVM, KNN, Logistic Regression,
and Neural Network as shown in Table 2.

FIGURE 6. (a) Dermnet dataset sample images of alopecia areata.
(b) Figaro 1K dataset sample images of healthy hair.

TABLE 2. Performance metrics summary of proposed AlopeciaDet using
different classifiers on the Figaro- Dermnet dataset.

Moreover, the True Positive Rate (TPR) and True Negative
Rate (TNR) are high, on the other hand, False Positive Rate
(FPR) and False Negative Rate (FNR) are low as shown in
Table 3. Tables 2 and 3 show the excellent classification
performance of the proposed method. Figure 7 shows the
ROC curve for the Artificial Neural Network classifier by
using the Adam optimizer with a default learning rate of
0.001 and batch size of 64.

Figures 8 and 9 show the training and testing accuracy and
loss curves on the graph, which clearly show the very good
performance of the model and have very little loss. Figure 10
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TABLE 3. Classification performance of proposed AlopeciaDet using
different classifiers on the Figaro- Dermnet dataset.

FIGURE 7. ROC curve showing the performance of the artificial neural
network.

shows the average values of Precision, Recall, F1-Score, and
accuracy using different classifiers. The graph represents the
maximum values 99.41%, 99.46%, 99.44%, and 99.45% of
Precision, Recall, F1-Score, and Accuracy respectively using
ANN.

C. VALIDATION
The proposed technique was validated on another dataset
named Hair Diseases. There are a total of 10 hair diseases
and in each disease folder, there are 960 images. Therefore,
for Alopecia Areata, there are 960 images [48].

Precision, Recall, F1-Score, and Accuracy are validated
for three models trained using SVM, KNN, and ANN,
as shown in Table 4. A validation accuracy of 96.62% has
been achieved from the model trained by using the ANN
classifier.

Similarly, TPR, TNR, FPR, and FNR are shown in Table 5.

D. COMPARISON WITH RESNET-50 PRE-TRAINED MODEL
We compared AlopeciaDet with ResNet-50 on the same
dataset Figaro-Dermnet. Precision, Recall, F1-Score, and
Accuracy are calculated for the models trained using SVM,

FIGURE 8. Accuracy curve for training and testing.

FIGURE 9. Loss curve for training and testing.

FIGURE 10. Average values of performance evaluation parameters using
different classifiers.

Random Forest, Decision Tree, Naive Bayes, Logistic
Regression, KNN, and ANN as shown in Table 6.

From Table 6, it is evident that the maximum accu-
racy achieved by using ResNet-50 is 98.34% with SVM
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TABLE 4. Performance metrics summary of proposed AlopeciaDet using
different classifiers validated on the hair diseases dataset.

TABLE 5. Classification performance of proposed AlopeciaDet using
different classifiers validated on the Hair Diseases dataset.

TABLE 6. Performance metrics summary of ResNet-50 using different
classifiers on the Figaro- Dermnet dataset.

and Logistic Regression classifiers, while AlopeciaDet has
achieved 99.45%with Artificial Neural Network and 99.26%
with SVM, Logistic Regression and KNN classifiers.

E. COMPARISON OF ALOPECIADET WITH RESNET-50 AND
HOG FEATURES
We compared AlopeciaDet with the features obtained by
ResNet-50 and HOG on the same dataset Figaro-Dermnet.
Precision, Recall, F1-Score, and Accuracy are calculated for
the models trained using SVM, Random Forest, Decision
Tree, Naive Bayes, Logistic Regression, KNN, and ANN as
shown in Table 7.

TABLE 7. Performance metrics summary of Resnet-50 with hog using
different classifiers on the Figaro-Dermnet dataset.

FIGURE 11. Comparison of performance evaluation parameters between
CRSHOG and HOG using ANN classifier on the Figaro-Dermnet Dataset.

Table 2 and Table 7 show the clear difference between the
proposed AlopeciaDet and the results obtained by extracting
features using ResNet-50 and HOG.

F. COMPARISON BETWEEN CRSHOG AND HOG FEATURES
We have also generated results by applying HOG and our
proposed CRSHOG feature descriptors and ANN classifier
by using Adam optimizer with a default learning rate of
0.001 and batch size of 64 on the same dataset Figaro-
Dermnet. Figure 11 shows the comparison between the two
feature descriptor algorithms. We can see a clear difference
between their performance.

G. COMPARISON WITH TECHNIQUES IN RELATED
LITERATURE
Figure 12 shows the comparison between AlopeciaDet and
the state-of-the-art techniques in related literature.
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FIGURE 12. Accuracy comparison of proposed AlopeciaDet with
state-of-the-art techniques.

V. CONCLUSION
We proposed AlopeciaDet, a novel feature fusion technique
designed for the timely detection of Alopecia Areata using
standard camera images rather than dermoscopic images that
need specialized equipment. AlopeciaDet combined our pro-
posed Corner Rhombus Shape HOG (CRSHOG) features
with those derived from the ResNet-50 pre-trained model
and achieved an accuracy of 99.45% by using the ANN
classifier. For future work, our technique, AlopeciaDet, can
be applied to dermoscopic images as well. Since our proposed
method, CRSHOG is an enhanced version of the Histogram
ofOrientedGradients and incorporates features fromResNet-
50, this innovative fusion can potentially be generalized
to address other dermatological conditions, such as various
skin-related diseases.
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