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ABSTRACT Generalized frequency-division multiplexing (GFDM) is a potential multicarrier scheme
for the fifth-generation wireless communication and beyond owing to its advantages over orthogonal
frequency-division multiplexing (OFDM). Despite its benefits, GFDM systems are exposed to intercarrier
and inter-symbol interferences due to the use of non-orthogonal filters, which make synchronization and
channel estimation (CE) in GFDM systems more challenging than those in OFDM systems. Existing work
treats frequency synchronization, time synchronization, and CE separately, leading to an accumulation
of errors in synchronization, estimation, or both. To address this issue, we propose a method for joint
synchronization and CE for GFDM systems. The proposed method employs an optimization strategy that
maintains innermost optimization as a least squares (LS) problem. The optimal solution to the LS problem
can be expressed explicitly, allowing convenient use in the subsequent steps; specifically, the optimization is
performed first in the time synchronization, followed by frequency synchronization, and finally in the CE.
In addition, based on the proposed approach, we can derive the Cramer-Rao lower bound (CRLB) exactly,
whereas in other schemes, only the approximated CRLB is derived. We compare the performance of the
proposed method with that of existing methods using the probability of perfect time synchronization and
root mean square error as performance measures. The results reveal that over a wide range of signal-to-noise
ratio, the proposed method of joint synchronization and CE improves accuracy and outperforms state-of-
the-art methods.

INDEX TERMS Channel estimation, Cramer-Rao lower bound (CRLB), frequency synchronization, GFDM,
time synchronization.

I. INTRODUCTION
The third-generation partnership project (3GPP) has devel-
oped a standard and introduced several crucial applications
for the fifth-generation (5G) communication systems and
beyond [1], [2], [3]. These applications have diverse
requirements; beyond 5G systems must handle very low
latency ranging 10–100 µs, support high mobility of at least
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1000 km/h, achieve peak data rates exceeding 1 Tb/s, and
allow user devices to receive data at the rate of 1 GB/s [4],
[5], [6], [7]. Consequently, the physical layer of 5G wireless
communication systems demands high reliability, scalability,
flexibility, robustness to fading, and efficient spectrum
usage [3], [8].
Orthogonal frequency-division multiplexing (OFDM) has

been widely employed as the physical layer in the fourth
generation Long-Term Evolution (LTE) wireless technology.
However, OFDM has fundamental drawbacks that render it
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unsuitable for 5G communication systems and beyond. The
disadvantages include low spectrum efficiency owing to the
use of a cyclic prefix (CP) for each OFDM symbol, high out-
of-band (OOB) radiation owing to rectangular transmission
filters, and a high peak-to-average power ratio (PAPR)
to maintain waveform orthogonality [8], [9]. As a result,
OFDM will not meet all the demands of the next-generation
communication systems.

Several non-orthogonal waveforms have been proposed
for next-generation communication. In Faster-than-Nyquist
(FTN) signaling [10], symbols are transmitted at a rate higher
than the Nyquist rate for a high spectral efficiency at the
expense of inter-symbol interference (ISI) and a complex
receiver design. Multi-carrier FTN signaling combines the
transmitted symbol in both the time and frequency domains
to increase the spectral efficiency of one-dimensional FTN
signaling [11]. The discrete Fourier transform (DFT) spread-
ing OFDM applies DFT to information-bearing symbols at
the transmitter and passes these spread symbols to the inverse
DFT ofOFDM to achieve an efficient uplink transmission in a
coverage-limited area [12], [13]. The unified non-orthogonal
waveform (uNOW) expands the transmitter-receiver structure
of the DFT spreading OFDM by adding the zeros embedding
model and data removal model before and after the DFT
block, respectively, to reduce PAPR and increase spectral
efficiency [14], [15]. The generalized frequency-division
multiplexing (GFDM) is a multicarrier signaling scheme
that organizes transmitted symbols into subchannels and
subsymbols, and uses a single CP for each block of
transmitted symbols to improve spectral efficiency [9]. These
next-generation signal schemes provide high transmission
rates, but, owing to the intersymbol and intercarrier interfer-
ence, generally require complex receivers.

The GFDM is considered a promising technique for
applications in next-generation communication systems. The
key advantage of GFDM lies in its flexibility in both time
and frequency domains. Furthermore, GFDM is designed
to be flexible and to accommodate high mobility, several
transmission and reception modes, heterogeneous devices,
and devices operating in multipath-rich environments. It also
offers a low PAPR, low OOB radiation, and high spectral
efficiency [9], [16]. These benefits have encouraged exten-
sive research into the suitability of GFDM for next-generation
communication systems [17].
Despite the benefits offered, GFDM systems face chal-

lenges in terms of signal processing. Unlike OFDM trans-
mitters, GFDM transmitters employ non-orthogonal filters,
which lead to ISI and intercarrier interference (ICI) and
pose challenges to the front-end design of the receiver. The
relaxed orthogonality among the subcarriers renders GFDM
susceptible to variations in the mobility of the transmitters
and receivers. This susceptibility results in a carrier frequency
offset (CFO) stemming from the imbalance in the oscillators
between the transmitters and receivers, compounded by the
Doppler effect. In addition, unlike OFDM, GFDM employs

circular filtering. Consequently, the CP, safeguarding only
one subsymbol in OFDM, extends its protective scope
to encompass multiple subsymbols in GFDM [8]. This
characteristic amplifies the sensitivity of GFDM systems
to the transmission delays between the transmitter and
receiver, leading to symbol time offset (STO). Furthermore,
multipaths would impair the channel between the transmitter
and receiver. Therefore, channel estimation (CE) is crucial
for the accurate decoding of GFDM-modulated symbols and
extends use of GFDM in various applications. For example,
in beamforming [18], the estimates of the channel gains
at each receiving antenna can provide a priori probability
of the direction of arrival for tracking a millimeter-wave
channel. Another example is secrecy transmission from
electric vehicles to grids in a heterogeneous network [19],
where accurate estimates of channel gains enable optimal
relay selection and maximum-ratio combining. To fully
realize the advantages of GFDM, therefore, it is essential
to synchronize the time and frequency and to estimate the
channel accurately.

Time and frequency synchronization and CE in GFDM
are challenging, and cannot be handled directly based on
the classic methods devised for OFDM. Specifically, the
time and frequency synchronization methods for OFDM use
the orthogonality of the transmission filter, and thus do not
perform well on GFDM, in which non-orthogonal filters are
employed. Furthermore, the processes of time synchroniza-
tion, frequency synchronization, and CE in GFDM systems
are highly coupled, owing to the non-orthogonality of the
filter.

Some solutions exist for synchronization and CE of
GFDM. For example, [20], [21] introduce a CP-based
referenceless-estimation approach with a constrained estima-
tion interval. The studies in [21] and [22] present the use of
a pseudo-noise (PN) sequence with two identical parts for
preamble-assisted STO and CFO estimation. These methods
also utilize windowing processes to reduce the OOB radia-
tion. In [2], a triple autocorrelation-based model is proposed
and shown to be robust to noise and CFOs. Meanwhile, [23]
features a low-complexity CFO estimation method using a
preamble with two identical Zadoff-Chu sequences based on
the GFDM transmitter structure in [24]. In [2], [21], [22],
and [23], CE is assumed to be perfect, and the preamble
is restricted to two subsymbols in [21], [22], and [23] for
the CFO and STO estimates; however, this approach suffers
from issues related to ISI and ICI. The maximum likelihood
method described in [25] can be used for referenceless CFO
estimation, but the estimation span of the CFO is limited.
In [26], a semi-referenceless estimation of the channel and
CFO for GFDM is achieved using separate pilot symbols,
but at the cost of a high training overhead. The method
in [27] utilizes a preamble consisting of multiple identical
subsymbols for an efficient CFO estimation. However, the
methods in [26] and [27] rely on the assumption of perfect
time synchronization, and even under this assumption, these
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methods still encounter issues of ISI and ICI. In [28] and [29],
mitigation of the distortion induced by nonlinear devices such
as high-power amplifiers and analog-to-digital converters is
addressed. The method involves preprocessing the received
symbols followed by offline training for a low-complexity
extreme learning machine (ELM) model. Subsequently, the
model is utilized for the STO estimation. In [30], a one-
dimensional convolutional neural network (1-D CNN) is
introduced to enhance timing accuracy while reducing
computational complexity. This approach conceptualizes the
time-synchronization problem as a classification problem,
where each class corresponds to a potential value of STO.
It is noteworthy that the methods in [28], [29], and [30] do
not estimate CFO, thus limiting their applicability to a small,
negligible CFO. The techniques described above focus on
either synchronization alone or synchronization followed by
CE separately.

Meanwhile, various solutions for GFDM are concentrated
exclusively on CE. Some of these include the GFDM
transmission filters in [31], [32], [33], and [34], which are
designed to provide pilot-assisted channel estimates that
are resilient to interference. However, these filters are only
suitable for specificGFDMsystems, such as interference-free
GFDM or Turbo receivers. In [35], a scattered-pilot-based
CE using least squares (LS) is proposed for GFDM systems.
However, this technique is affected by ISI and ICI, and
involves a large training overhead. An alternative method,
the linear minimum mean square error presented in [36],
offers a robust CE against ISI and ICI. This method achieves
more effective usage of CP by localizing the pilot symbols
in GFDM. However, this approach negatively affects the
spectral efficiency. In [37], scattered pilots were utilized
for CE; however, owing to the underlying assumption of
a static channel, this scheme is possibly not suitable for
a frequency-selective channel. In [38], a receiver filter
was designed to mitigate the impact of the CFO without
considering synchronization or CE. In [39] and [40], the
orthogonal matching pursuit (OMP) is used for solving LS
CE problems. However, the OMP requires knowledge of
the channel’s physical sparsity, which is difficult to attain.
So far, the joint CFO synchronization and channel estimation
have been studied under the assumption of perfect time
synchronization [7], [41], [42], [43], [44], [45], [46], [47].
However, in practice, this assumption is overly restrictive
because obtaining perfect time synchronization is rarely
feasible.

Althoughmuchwork has been done on the synchronization
and channel estimation for GFDM systems, the existing
studies are limited in fundamental ways in that the CE and
synchronization are addressed separately. In the meantime,
to accurately estimate the channel, a receiver needs to have
correct CFO and STO, which can be obtained only after
accurate CE; in short, the tasks of synchronization and CE are
coupled and thus should be treated jointly, but not separately
as in the existing studies. A method that jointly synchronizes
time, synchronizes frequency, and estimates the channel at

the same time will lead to transmission reliability and to the
full advantages of GFDM transmission.

In this study, we propose a method for the joint
synchronization and CE for GFDM. To overcome the
complexity of joint synchronization and CE, we formulate an
optimization in which common terms appearing repeatedly in
the synchronization and CE are identified to avoid redundant
computations. The contributions of this study include the
following:

• We believe this study is the first to address time
and frequency synchronization with the simultaneous
estimation of channel gains for GFDM.

• The proposed method addresses the joint estimation
of the channel gains, STO, and CFO simultaneously.
This approach yields more accurate results than earlier
methods that perform estimation and synchronization in
a separate sequential manner.

• The performance of the proposed approach is compared
with that of the state-of-the-art methods. The compar-
isons are assessed in terms of root mean square error
(RMSE) and Cramer-Rao lower bound (CRLB) for the
CFO and CE, and in terms of RMSE and the probability
of perfect time synchronization for the STO estimation.

The proposed method is practically useful and applicable to
transmitters and receivers that experience frequency offset,
time offset, and fading.

The rest of this paper is organized as follows. In Section II,
we provide a detailed description of the model of the
synchronization and CE for GFDM. In Section III, the
proposedmethod for joint synchronization andCE for GFDM
systems is described. In Section IV, after deriving CRLB
as an analytical performance metric, we present and discuss
the simulation results and compare them with those of other
methods. Finally, in Section V, we conclude the study by
summarizing the key findings and contributions.

II. SYSTEM MODEL
This section describes the GFDM system in terms of
modulation, transmitter, channel, and receiver.

A. GFDM MODULATION
Consider the GFDM modulator shown in Fig. 1, where
parallel streams of information-bearing bits enter the mod-
ulator and a quadrature amplitude modulation (QAM) is
assumed as the mapper. A block of GFDM symbols is
composed of N = KM complex numbers and is produced
by µM information-bearing bits per stream, where µ is the
number of bits encoded at a time into a complex number
by the mapper,1 and K and M denote the numbers of
subchannels and subsymbols, respectively. A binary datum
or information bit, complex-valued output of the mapper,
and GFDM modulated complex-valued vector are denoted

1For example, a 4-QAM signal constellation with the expected energy of
one maps µ = 2 bits b1b2 at a time into a complex number d , where b1b2 ∈

{00, 01, 10, 11} and d =
1√
2

[
(2b1 − 1) + ı̃(2b2 − 1)

]
.
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FIGURE 1. A GFDM modulator with K subchannels.

by ẍij, dijk , and x̄ = [x̄1 x̄2 . . . x̄N ]T , respectively, where the
superscript T denotes a nonconjugate transpose.

The output of the GFDMmodulator can then be expressed
as

x̄n =

K∑
k=1

M∑
m=1

gk,m(n)dk,m (1)

for n ∈ {1, 2, . . . ,N }. In (1),

gk,m(n) = g
(
mod{(n− 1) − (m− 1)K ,N }

)
× ζ1

(
− (k − 1)(n− 1)M

)
(2)

is2 a shaping filter [9], [21], [34] with g(r) a GFDM
transmission filter function defined for r ∈ {0, 1, . . . ,N−1},
ı̃ =

√
−1,

ζα(ℓ) = exp{ı̃αψ(ℓ)} (3)

with

ψ(ℓ) = 2π
ℓ

N
, (4)

and the modulo function mod{a, b} denotes the remainder
of a when divided by b. Note that OFDM is a special
case of GFDM, for which M = 1 and g(r) = 1 for
r ∈ {0, 1, . . . ,N − 1}. In (1) and (2), the subscripts k
and m indicate the subchannel and subsymbol, respectively.
Examples of common transmission filter functions include
the raised cosine, root raised cosine (RCC), first Xia, and
fourth Xia [9].

B. TRANSMITTER
A block diagram of the GFDM transmitter, multipath
channel, and receiver is shown in Fig. 2, where K parallel
streams of data bits are GFDM-modulated into complex-
valued vectors x̄1, x̄2, . . . . Each vector x̄i is of dimension
N × 1 and is generated using the procedure shown in

Fig. 1 from the data bits
{{
ẍk,j
}iµM
j=(i−1)µM+1

}K
k=1

. In addition,

2The right-hand side of (2) is equivalent to (1) in [9].

an N × 1 dimensional marker block s̄, GFDM-modulated

from a set
{{
s̈k,j
}µM
j=1

}K
k=1

of µN bits known to both
the transmitter and receiver, is inserted into the sequence
x̄1, x̄2, . . . at random position J to aid the receiver for
time and frequency synchronization and CE. The resulting
sequence is x̃1, x̃2, . . . , where

x̃i =


x̄i, i ∈ {1, 2, . . . , J − 1},
s̄, i = J ,
x̄i−1, i ∈ {J + 1, J + 2, . . . }.

(5)

Through the operation of CP, cyclic suffix (CS), and
windowing, each vector x̃i is transformed into a vector

xi =
[
xi,1 xi,2 . . . xi,Next

]T
= W̃

ONcp×(N−Ncp) INcp

IN
INcs ONcs×(N−Ncs)

 x̃i (6)

of size Next × 1 with Next = Ncp + N + Ncs, where Ncp
and Ncs are the lengths of a CP and a CS, respectively;
Ik denotes the identity matrix of dimension k × k; Ok×l
denotes the all-zero matrix of dimension k × l; and W̃ =

diag {w(1),w(2), . . .w(Next)} of size Next × Next contains the
values of a window function w(·) such as the ramp-up ramp-
down function [22] or a function identically equal to 1 if
no window operation is used. The vectors x1, x2, . . . are
transmitted into the communication channel. We again note
that the marker frame

s = xJ

=
[
s1 s2 . . . sNext

]T (7)

plays a key role in the synchronization and channel
estimation.

C. CHANNEL AND RECEIVER
The channel is considered to be a fading channel with L
resolvable paths and complex-valued zero-mean circularly
symmetric Gaussian noise W (n) with a variance of σ 2 per

138064 VOLUME 12, 2024



A. M. Bello et al.: Joint Synchronization and Channel Estimation for GFDM Systems

FIGURE 2. A transceiver model of a GFDM system with channel estimation and synchronization.

part. The vector of the channel gains will be denoted by

h = [h1 h2 . . . hL]T . (8)

With the fading, additive noiseW (n), STO τ , and CFO ϵ, the
received symbols can be expressed as

yτ,ϵ(n) = ϕϵ(n− τ )
L∑
ℓ=1

hℓ x(n− τ − ℓ+ 1)

+W (n). (9)

In (9),

x(j) =

 x
1+
⌊
j−1
Next

⌋
,1+mod(j−1,Next)

, j ∈ {1, 2, . . . }

0, j /∈ {1, 2, . . . },

(10)

with the floor function ⌊c⌋ denoting the largest integer less
than or equal to c, and

ϕϵ(n) =


ζϵ (ñ+ N ) , −Ncp ≤ ñ ≤ −1,
ζϵ (ñ) , 0 ≤ ñ ≤ N − 1,
ζϵ (ñ− N ) , N ≤ ñ ≤ Next − Ncp − 1

(11)

is the frequency-shift function, which accounts for the effect
of CFO in GFDM [48], [49] for n ∈ {1, 2, . . . ,Next} and
ñ = n − 1 − Ncp. As described by (11), the values of
the frequency-shift function form a CP (the first line on the
right-hand side of (11)), body (the second line), and CS
(the third line) matching a structure of the GFDM frame.
Furthermore, (11) also indicates that each one of the Next
symbols in a GFDM frame experiences a frequency shift that
is an integer (representing the symbol discrete time) multiple
of the CFO ϵ. The L+2 parameters h, ϵ, and τ are considered
constant, but unknown to the receiver. Because ϵ and τ are
assumed constants, we drop the subscripts and write y(·)
instead of yτ,ϵ(·) for notational simplicity.

After receiving a number Nmax of symbols y(1), y(2), . . . ,
y(Nmax), the receiver synchronizes the time and frequency,
and estimates the channel. We assume Nmax is sufficiently
large, such that the entire marker frame s is received. Let Iref
denote the reference index, the time index at which themarker
frame starts: specifically,

Iref = (J − 1)Next + 1 + τ. (12)

Then, the received symbols y(Iref), y(Iref + 1), . . . , y(Iref +

Next−1) correspond to theNext symbols in themarker frame s.

III. PROPOSED METHOD
Let us now propose a method for joint synchronization of
time, synchronization of frequency, and estimation of the
channel. The primary objective of the proposed method is
to estimate the reference time Iref, CFO ϵ, and channel
gains h based on the received symbols y(1), y(2), . . . ,
y(Nmax), and knowledge of the marker symbols via s.
To search for the marker frame in the received symbol
under unknown values of the channel gains, STO, and
CFO, we formulate an optimization problem with L +

2 variables. By efficiently reusing the common terms that
appear across several iterations of the algorithm in the joint
optimization, an improvement in the performance and speed
of the proposed method is attained.

Noting that the value ϵ of the CFO can be considered in
the range

[
−

1
2 ,

1
2

]
for transmitters and receivers with a small

frequency mismatch [21], [26], [50], [51], we formulate the
joint optimization of the L + 2 variables as

(î, ϵ̂, ĥ) = arg min
i∈U ,θ∈

[
−

1
2 ,

1
2

]
,γ∈CL

f (i, θ, γ ), (13)
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where i, θ , and γ =
[
γ1 γ2 . . . γL

]T are the variables to be
optimized;

U = {1, 2, . . . ,Nmax − N + 1} (14)

denotes the set of feasible values of i; and CL denotes the
set of L dimensional complex vectors. In (13), the objective
function

f (i, θ, γ ) =

N∑
n=1

∣∣∣y(n+ i− 1) − ζθ (n− 1)vγ (n)
∣∣∣2 (15)

is the squared difference between the received and marker
symbols that passed through a channel and experienced
frequency shift. In (15), for n ∈ {1, 2, . . . ,N }, the term

vγ (n) =

L∑
ℓ=1

γℓ šn−ℓ+1 (16)

denotes the convolution between the channel variables γ and
the marker symbols

š =
[
š1−Ncp š2−Ncp . . . šN+Ncs

]T
=
[
s1 s2 . . . sNext

]T (17)

after a change of time indices from {1, 2, . . . ,Next} to{
1 − Ncp, 2 − Ncp, . . . ,N + Ncs

}
for notation convenience:

equivalently,

ši = si+Ncp (18)

for i ∈
{
1 − Ncp, 2 − Ncp, . . . ,N + Ncs

}
.

The symbols3 î, ϵ̂, and ĥ denote the estimates of the
position of the marker block, the CFO ϵ, and the vector h
of channel gains, respectively. Noting that the marker block
is appended with a CP of length Ncp, the estimate of the
reference time can be obtained from the relationship Îref =

î− Ncp.
The feasible sets CL and [− 1

2 ,
1
2 ] of γ and θ , respectively,

are both uncountable. Thus, the optimization in (13) cannot
be solved using a naive search. Moreover, the fact that there
exist L+2 variables in the objective function also complicates
the optimization. To address these challenges, we rewrite (13)
as

(î, ϵ̂, ĥ) = argmin
i∈U

(
min

θ∈[− 1
2 ,

1
2 ]

(
min
γ∈CL

f (i, θ, γ )
))

. (19)

Note in (19) that the innermost optimization can be solved
analytically, whereas the outer two optimizations need to be
solved iteratively but not analytically.

Specifically, when the variables i and θ are fixed, the
solution to the innermost optimization, that is, the estimates

g(i, θ) = arg min
γ∈CL

f (i, θ, γ ) (20)

3We use the symbols ϵ, Iref, and h1, h2, . . . , hL for the CFO, reference
time, and channel gains. The symbols θ , i, γ1, γ2, . . . , γL are the variables
of the objective function.

of channel gains can be expressed as [52]

g(i, θ) =

[
SH0H (θ )0(θ )S

]−1
SH0H (θ )yi:i+N−1

= Q(θ)yi:i+N−1. (21)

Here,

Q(θ ) = V0H (θ ) (22)

is of size L × N with the matrix

V =

(
SHS

)−1
SH (23)

of size L×N , yi:j = [y(i) y(i+ 1) . . . y(j)]T is a (j− i+ 1)×
1 vector of received symbols, the N × N diagonal matrix

0(θ ) = diag {ζθ (n− 1) : n ∈ {1, 2, . . . ,N }} (24)

accounts for the CFO variable θ and satisfies

0H (θ )0(θ ) = IN , (25)

and

S =


š1 š0 . . . š2−L
š2 š1 . . . š3−L
...

...
. . .

...

šN šN−1 . . . šN+1−L

 (26)

is an N × L matrix of marker symbols. The result (21) is
the explicit formula for the estimates of channel gains as a
function of i and θ .

Using the solution (21) to the innermost optimization, the
optimization problem (19) can be expressed as

(î, ϵ̂) = argmin
i∈U

(
min

θ∈[− 1
2 ,

1
2 ]
f̃ (i, θ)

)
(27)

ĥ = g(î, ϵ̂), (28)

where

f̃ (i, θ) = f
(
i, θ, g(i, θ)

)
=
∥∥yi:i+N−1 − 0(θ )SQ(θ)yi:i+N−1

∥∥2
=

∥∥∥{IN − 0(θ )SV0H (θ )
}
yi:i+N−1

∥∥∥2 (29)

is the new objective function in the two variables i and θ . Note
in (29) that the N × N matrix SV = S

(
SHS

)−1
SH depends

only on the marker symbols through S but not on the variables
i and θ ; this implies that the matrix SV needs to be computed
only once, can be reused repeatedly during the optimization
process, and consequently provides us with a saving of the
running time.

The objective function f̃ (i, θ) cannot be simplified further.
For a fixed i, the mapping θ → f̃ (i, θ) is a function of θ
and has in general several local minima because of the matrix
0(θ ), which causes the trigonometric terms cos (θψ(n− 1))
and sin (θψ(n− 1)) for n ∈ {1, 2, . . . ,N } to appear in
the objective function. In short, because f̃ (i, θ) is not a
convex function of θ in general, we cannot guarantee that
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Algorithm 1 Joint Synchronization and CE
Require: Received symbols y(1), y(2), . . . , y(Nmax); marker

symbols via s; step size 1
Ensure: An estimate Îref of the reference index; an estimated

CFO ϵ̂; estimates ĥ of the channel gains
1: Initialize the value of the objective function to be f ∗

=

∞ and S from š according to (17) and (26)
2: Compute V = (SHS)−1SH and SV
3: for θ = −

1
2 : 1 :

1
2 do

4: Initialize 0(θ ) to be the diagonal matrix in (24)
5: Initialize Q(θ ) = V0H (θ )
6: for i = 1 to (Nmax − N + 1) do
7: Compute f̃ (i, θ) according to (29)
8: if f̃ (i, θ) < f ∗ then
9: f ∗

= f̃ (i, θ)
10: Îref = i− Ncp
11: ϵ̂ = θ

12: ĥ = Q(θ )yi:(i+N−1)
13: end if
14: end for
15: end for
16: return Îref, ϵ̂, and ĥ

the numerical method of optimization finds a minimizer ϵ̂.
Thus, we propose using a grid search on variables i and θ to
yield estimates of the STO and CFO. With an appropriately
chosen step size for θ , the grid search will be a reasonable
choice because the variable i belongs to a discrete set U
and the feasible set

[
−

1
2 ,

1
2

]
for θ is bounded. An algorithm

realizing the proposed method for estimating the STO, CFO,
and channel gains is presented in Algorithm 1.

The proposed method shares a similarity with the OMP
algorithm outlined in [39] and [40] in that the optimization
is solved in part by an LS method. However, a significant
difference lies in the channels assumed. The OMP algorithm
was designed for sparse multipath channels, whereas the
proposed method is applicable to both sparse and dense
multipath channels. Moreover, unlike the OMP algorithm,
which optimizes two parameters, namely the STO and chan-
nel gains, the proposed method optimizes three parameters:
STO, CFO, and channel gains.

In Algorithm 1, after the variables are initialized and the
constant terms are computed, the process is iterated over
the set

{
−

1
2 + k1 : k is an integer such that 0 ≤ k ≤

1
1

}
of

θ . For each θ , the algorithm evaluates and reuses the term
Q(θ ) = V0H (θ ) for every iteration of variable i. During this
process, Algorithm 1 efficiently implements the optimization
in (27) by reusing the common terms throughout the iteration
in i. If the value of the current objective function is smaller
than the previously known minimal value, the algorithm
updates the estimates of STO, CFO, and channel gains. The
algorithm continues until all combinations of the time index
and CFO are exhausted. The algorithm terminates and returns
the estimates of the time offset, CFO, and channel gains.

The running time complexity is primarily derived from
the iteration in θ , iteration in i, and multiplication of the
N × N matrix 0(θ )SV0H (θ ) with an N × 1 vector yi:i+N−1
when computing f̃ (i, θ). The running time complexity of
the proposed method implemented via Algorithm 1 is
O
(
NmaxN 2

1

)
; considering that the number Nmax of symbols

can typically be approximated by a constant multiplication
of N , the running time complexity isO

(
N 3

1

)
, which depends

on the search resolution 1 of the CFO. As 1 decreases, the
number of iterations for searching for CFO increases, and
the numerical estimate of CFO becomes more accurate at the
expense of a longer running time. The selection of 1 should
be balanced between the accuracy and complexity. As a rule
of thumb, we recommend 1 = 10−2 or less, meaning that
the estimate of CFO is accurate by at least two decimals.
For a fixed choice of 1, the running time complexity of the
proposed method grows with N 3, which is moderate for a
typical block length N .
For the twofold-symmetric-block [22, Eq. (27)], fourfold-

symmetric-block [53] with coarse estimation, fourfold-
symmetric-block with fine estimation, PN-based method,
and CP-based method [21], the running time complexities
are O(NmaxN ), O(Nmax + N ), O(Nmax + NcpN ), O(NmaxN ),
and O(NmaxNcp), respectively. The state-of-the-art methods
run faster than the proposed method by at least a factor
of N , partly because they do not jointly synchronize time,
synchronize frequency, and estimate the channel. However,
as will become apparent in the next section, the state-of-the-
art methods are less accurate than the proposed method.

IV. PERFORMANCE EVALUATION
In this section, we evaluate the synchronization and CE
performance of the proposed method. We also compare the
performance with that of state-of-the-art methods. In the
comparison of synchronization, we consider five state-of-
the-art methods: the twofold-symmetric-block method [22],
PN-based method [21, Sec. IV], CP-based method [21,
Sec. III], fourfold-symmetric-block [53, Sec. III.A] with
coarse estimation, and fourfold-symmetric-block with fine
estimation [53, Sec. III.B] denoted by SB2, PN-based,
CP-based, SB4-C, and SB4-F, respectively. In the compar-
ison of the performance of CE, we have considered the
correlation-based method of the fourfold-symmetric-block
with fine STO estimation, also denoted by SB4-F. In addition,
we also compare the proposed method with the separate
processing of LS CE after synchronization.

The performance metrics are the probability4 of perfect
time synchronization and RMSE in the STO estimation, and
the RMSE in the CFO estimation and CE. In this section,

4The probability P
{
Îref = Iref

}
of perfect time synchronization is defined

as the probability that the estimated reference index is equal to the actual
reference index. This probability is approximated numerically by the ratio
1
NT

∑NT
n=1 I{În = Iref}, where NT is the number of simulation rounds, În is

the estimate of the reference time at the nth simulation round, and I is the
indicator function.
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TABLE 1. Values of parameters in the simulation and channel modeling.

we employ the normalized signal-to-noise ratio (SNR),
defined as 10 log10

1
σ 2

= −10 log10 σ
2 assuming 1 for the

signal power per part. The values of the parameters used in
the simulations are listed in Table 1. Each point in the figures
provided in this section was obtained via 2000 iterations,
except for the CRLB, which was obtained using numerical
methods.

A. STO ESTIMATION
Fig. 3 illustrates the probability P

{
Îref = Iref

}
of perfect

time synchronization for the proposed method, SB2, PN-
based, CP-based, SB4-C, and SB4-F when ϵ = 0.2 and
0.4. Note here that both Îref and Iref are integers. The
proposed method is observed to consistently achieve a
probability of perfect time synchronization higher than that
of the other methods over a wide range of normalized
SNR. In addition, the proposed method shows robustness
to the change of the CFO and, when the CFO is larger,

provides a higher gain especially over SB4-C and SB4-F. For
instance, at SNR= −5 dB, the probabilities of perfect time
synchronization are approximately 0.83, 0.68, 0.42, 0.10,
0.48, and 0.15 for the proposed method, SB2, PN-based, CP-
based, SB4-F, and SB4-C, respectively, when ϵ = 0.2; the
values are approximately 0.82, 0.67, 0.42, 0.10, 0.13, and
0.02, respectively, when ϵ = 0.4. The superior performance
of the proposed method is due to a smaller accumulated
synchronization error resulting from the combined procedure
in the proposed method.

In Fig. 4, the probability of perfect time synchronization is
demonstrated over the entire range of CFO at two normalized
SNR levels: a low normalized SNR level of −5 dB and a
moderate normalized SNR level of 0 dB. At a normalized
SNR of −5 dB, the proposed method achieves a probability
of perfect time synchronization of approximately 0.83, which
is higher by approximately 0.15, at least 0.40, at least 0.80,
at least 0.25, and at least 0.65 than those of SB2, PN-
based, CP-based, SB4-F, and SB4-C, respectively. A similar
observation, except that the margins decrease slightly, can be
made when the normalized SNR is 0 dB. It is also observed
that the probabilities of perfect time synchronization of
the proposed method, PN-based, CP-based, and SB2 are
robust to the variation in CFO. In general, Fig. 4 clearly
demonstrates that the proposed method is more robust to
CFO and surpasses the state-of-the-art methods in achieving
precise time synchronization.

Fig. 5 shows the RMSE, normalized by the maximum,
between the estimated and actual STOs. Here, the normal-
ization onto the interval [0, 1] is adopted to ensure fairness
when comparing the CP-based method, which estimates the
CP position, and other methods, which estimate the marker
position [49, Appendix B]. It is observed that all the methods
exhibit a decreasing normalized RMSE as the SNR increases.
In addition, the RMSEs of PN-based, CP-based, and SB2 do
not depend on the variation in CFO, whereas those of SB4-F
and SB4-C are sensitive to the variation in CFO.

B. ANALYSIS OF CE PERFORMANCE

The mean square error (MSE) E
{∣∣∣ĥℓ − hℓ

∣∣∣2} of an unbiased

estimator ĥℓ of the channel gain hℓ and theMSEE
{∣∣ϵ̂ − ϵ

∣∣2}
of an unbiased estimator ϵ̂ of the CFO ϵ satisfy

E
{∣∣∣ĥℓ − hℓ

∣∣∣2} ≥ Hℓ,ℓ + HL+ℓ,L+ℓ (30)

for ℓ ∈ {1, 2, . . . ,L}, and

E
{∣∣ϵ̂ − ϵ

∣∣2} ≥ H2L+1,2L+1, (31)

respectively. Here, Hi,j denotes the element in row i and
column j of the inverse of the (2L + 1) × (2L + 1) Fisher
information matrix F2 described via (36) in Appendix with

2 =

[
hR1 hR2 . . . hRL hI1 hI2 . . . hIL ϵ

]T
, (32)
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FIGURE 3. Probability of perfect time synchronization of several methods as a function of SNR.

FIGURE 4. Probability of perfect time synchronization of several methods as a function of the CFOs.

a vector of size (2L+ 1)× 1. In (32), the superscripts R and I
represent the real and imaginary parts, respectively. In short,
inequalities (30) and (31) represent the ultimate performance
limits of any unbiased estimator of the channel gains and
CFO, respectively.

Comparing the performance of the proposed method
to the CRLB provides valuable insights into how closely
the performance of the proposed method approaches the
theoretical bound, thereby validating the effectiveness of the
proposed method and its potential applicability in practical
communication scenarios. In Fig. 6, the RMSEs of the
estimates of the channel gains {hℓ}4ℓ=1 for the four paths
from the proposed, SB4-F, and LS methods are shown,
Fig. 6(a) when ϵ = 0.2 and Fig. 6(b) when ϵ = 0.4.
The proposed method synchronizes the time and frequency
and estimates the channel jointly, whereas the SB4-F and
LS methods perform these two processes serially. In the
implementation of the LS method, we use the SB2 method
for synchronization and the linear LS method for channel
estimation. It is observed in both figures that the RMSE of the

channel estimates from the proposedmethod is relatively low,
does not dependmuch on the CFO, and, as the SNR increases,
becomes lower than those obtained by the SB4-F and LS
methods, and approaches the CRLB. The proposed method,
which performs joint synchronization and CE, is superior to
the SB4-F and LS methods, which perform these operations
sequentially.

C. CFO ESTIMATION
In Fig. 7, the performance of the proposed method for the
CFO estimation is compared with that of state-of-the-art
methods and CRLB, in Fig. 7(a) when ϵ = 0.2 and in
Fig. 7(b) when ϵ = 0.4. In both figures, the RMSEs of
SB4-C and SB4-F are almost indistinguishable. For SB2 and
PN-based, the CFO is estimated using the phase angle of
the correlation between two identical parts of the GFDM
symbols acting as a marker block. In the CP-based method,
the CP that appears before a block of GFDM symbols is
used for CFO estimation. The SB4-C and SB4-F estimate
the CFO using the phase angle of the correlation between
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FIGURE 5. The RMSE of STO estimates of several methods.

FIGURE 6. The RMSE of the channel estimates of three methods as a function of SNR.

the complementary pair sequence of the GFDM block, which
also functions as a marker block. It is clearly observed
that the proposed method, as well as the other state-of-the-
art methods, exhibit a decreasing RMSE as the normalized
SNR increases, except the CP-based method, which has a
constant estimation error across the entire range of the SNR.
In Fig. 7(a), it is also observed that the proposed method,
SB4-C, and SB4-F provide almost the same performance, yet
outperform SB2, PN-based, and CP-based except when the
SNR is high. On the other hand, Fig. 7(b) shows us that when
the CFO is larger, the proposed method outperforms all the
other methods and maintains the gain over a wider range of
the SNR.

In Fig. 7(a), at the normalized SNR of −10 dB, the
RMSEs of the SB4-C, SB4-F, and CP-based methods are
approximately equal to ϵ because these methods synchronize
the time first, and then calculate the correlation to estimate

the CFO.5 When the time synchronization is in error for
these methods (as shown in Fig. 3(a) at −10 dB), their CFO
estimates are approximately zero because the correlation
takes place between two blocks of random symbols. As a
consequence, the RMSEs for the estimates of the CFO of
the SB4-C, SB4-F, and CP-based methods are approximately√
(ϵ − ϵ̂)2 = ϵ with ϵ̂ = 0 when the SNR is low. Therefore,

when the SNR is low and ϵ is small, the SB4-C, SB4-F,
and CP-based methods produce an RMSE smaller than that
of the proposed method. On the other hand, as observed in
Fig. 7(b) and in previous figures also, the proposed method
is less sensitive to the change of ϵ than SB4-C, SB4-F, and
CP-based methods, and clearly performs better than the other
methods except when ϵ is small.

5Recall that the SB4-C, SB4-F, and CP-based methods estimate the CFO
to be the phase angle of a complex-valued correlation, divided by a constant.
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FIGURE 7. The RMSE of CFO estimates of four methods.

FIGURE 8. The RMSE of the CFO estimates at the normalized SNR of 5 dB.

In Fig. 8, the RMSEs of the CFO estimates for the six
methods are shown over the entire range [−0.5, 0.5] of the
CFO when the normalized SNR is 5 dB. This figure again
indicates that the proposed method outperforms the other
methods over the entire range of the CFO. Specifically, the
proposed method provides an RMSE lower than those of SB2
and PN-based methods by a factor of 2 over the entire range
of the CFO. In addition, the RMSE of the CFO estimates from
the proposed method is approximately half that from SB4-C
and SB4-F when the CFO is in the range [−0.2, 0.2] and
the ratio becomes even smaller outside this range. It should
be noted for fairness that, unlike the proposed, SB2, and
SB4-F methods, the CP-based and SB4-C methods employ
referenceless estimation without assuming the availability of
known marker values.

D. ROBUSTNESS TO ERROR IN NUMBER OF PATHS
This section evaluates the influence of incorrect information
about the number L of propagation paths on the performance
of two synchronization and CE methods, namely, the

FIGURE 9. Probability of perfect time synchronization when (L, L̂) equal
to (8, 4), (8, 8), and (8, 12).

proposed and SB4-F methods. We fixed the CFO at a
moderate value ϵ = 0.4. For the exponential delay profile,
a decay factor of 0.2 is assumed to ensure a sufficient
signal energy at the weakest propagation path. Let L̂ denote
the number of propagation paths used by the receiver
when performing the synchronization and CE, which is not
necessarily equal to the actual number L of propagation
paths. We consider simulation scenarios for (L, L̂) = (8, 4),
(8, 8), and (8, 12). These simulation scenarios cover cases
in which the number of paths used in the receiver for the
synchronization and CE is smaller than, equal to, or larger
than the actual number of paths.

Figs. 9 and 10 present the probability of perfect time
synchronization and RMSE of the STO, respectively. Fig. 9
shows that the synchronization performance of the proposed
method deteriorates when an incorrect number of propagation
paths is used at the receiver of the proposed method. Note that
the probability of perfect time synchronization of the SB4-F
method does not depend on L̂ because we implemented the
fine-search threshold according to [53, eq. (25)] by assuming
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FIGURE 10. The RMSE of the STO estimates when (L, L̂) equal to (8, 4),
(8, 8), and (8, 12).

FIGURE 11. The RMSE of the CFO estimates when (L, L̂) equal to (8, 4),
(8, 8), and (8, 12).

a perfectly known received SNR for the SB4-F method.
In Fig. 10, it is clearly observed that the proposed method
produces a uniformly smaller RMSE than the SB4-F method
over the entire range of the SNR even when an incorrect
number of propagation paths is assumed at the receiver.

Fig. 11 shows the RMSE of the CFO under the simulation
scenarios (L, L̂) = (8, 4), (8, 8), and (8, 12). It is again
observed that, even with the incorrect information on
the number of propagation paths, the proposed method
outperforms the SB4-F in terms of the CFO synchronization
virtually over the entire range of the SNR.

The SB4-F method seems to be less sensitive to errors in
the number of propagation paths as long as the SNR needed
to calculate the fine-search threshold is available exactly.
Although the probability of perfect time synchronization of
the proposed method is dependent on L̂, the proposed method
is superior to the SB4-F method in terms of the RMSEs of
STO and CFO over a wide range of the SNR.

V. CONCLUDING REMARK
In this section, we discuss and summarize important
findings.

A. DISCUSSION
The proposed method of the joint synchronization and
estimation for GFDM systems benefits from the various
elements that enhance its accuracy. The proposed method
utilizes joint optimization and a refined formulation of the
objective function, which reduces complexity when exploring
the optimal time and frequency values. The optimization
approach employed in the proposed method ensures that
the innermost optimization remains an LS problem. After
analytically obtaining the conditional solution, that is, the
channel gains as functions of STO and CFO, for the LS
problem, the optimization problem is solved by iteration.
Unlike other methods, in which errors tend to accumulate
over the steps, the error does not accumulate in the
proposed method, contributing to the enhancement in the
accuracy of the synchronization and estimation. In essence,
several components are combined, resulting in an improved
performance of the proposed method.

B. SUMMARY
This study investigated a scheme for the joint synchronization
of time, synchronization of frequency, and estimation of
channel gains for GFDM systems. The proposed method
utilized LS estimation approach with iterative steps in the
joint synchronization and estimation. The performance of the
proposed method was verified through simulations, which
showed a higher probability of perfect time synchronization
compared to the other methods. In addition, the proposed
method was shown to incur a lower RMSE over a wide
range of SNR for both the CFO and channel gain estimates
compared to other methods. As synchronization and channel
estimation need to be achieved precisely before digital
receivers decode data, joint synchronization and channel
estimation could be useful also for other next-generation
signaling schemes, such as DFT spreading OFDM, multi-
carrier FTN, and uNOW. An open challenge for future
research is to design a joint synchronization and CE method
for these signaling schemes.

APPENDIX
DERIVATION OF THE CRLB
Let A = [A1 A2 . . . AN ]T and B = [B1 B2 . . . BN ]T , where
An and Bn are the real and imaginary parts, respectively,
of y(Iref + Ncp − 1 + n) for n ∈ {1, 2, . . . ,N }. Then, the
joint probability density function (PDF) of A and B can be
expressed as

fA,B(a, b) =

N∏
n=1

{
fpn(2);σ 2 (an)fqn(2);σ 2 (bn)

}
. (33)

In (33), fα;β (x) denotes the normal PDF with mean α and
variance β; pn(2) and qn(2) denote the real and imaginary
parts, respectively, of vh(n) = ζϵ(n − 1)

∑L
ℓ=1 hℓšn−ℓ+1;

a = [a1 a2 . . . aN ]T ; and b = [b1 b2 . . . bN ]T . Substituting
the expressions of normal PDFs into (33), taking the natural
logarithm, and simplifying the terms, we can obtain the log-
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likelihood function

3(a, b; 2) = −N ln(2πσ 2)

−
1

2σ 2

N∑
n=1

[
{an − pn(2)}2 + {bn − qn(2)}2

]
.

(34)

It is well-known [7], [54] that the covariance matrix

E
{(

2̂ − 2
) (

2̂ − 2
)T}

of any unbiased estimator 2̂ of

2 satisfies the inequality

E
{(

2̂ − 2
)(

2̂ − 2
)T}

≥ F−1
2 , (35)

where F2 is the Fisher information matrix of dimension
(2L + 1) × (2L + 1) and the notation A ≥ B indicates
that the matrix A − B is positive semidefinite: the positive
semidefiniteness in (35) implies eventually element-wise
inequalities for diagonal elements.

The element in row i and column j of F2 is given by the
derivative of the log-likelihood function as

F2,i,j = −E
{
∂23(A,B; 2)
∂2i∂2j

}
, (36)

where 2j denotes the jth element of 2. By substituting the
right-hand side of (34) into (36); replacing an and bn with
random variables An and Bn, respectively; taking the partial
derivative; applying the linearity of the expected value; and
noting that E{An} = pn(2) and E{Bn} = qn(2), we can
rewrite (36) into

F2,i,j =
1
σ 2

N∑
n=1

{
∂pn(2)
∂2i

∂pn(2)
∂2j

+
∂qn(2)
∂2i

∂qn(2)
∂2j

}
. (37)

Explicit expressions of the partial derivatives in (37) can be
obtained easily as

∂pn(2)
∂2i

=


Re
{
ζϵ(n− 1)šn−i+1

}
, 1 ≤ i ≤ L,

− Im
{
ζϵ(n− 1)šn−i+L+1

}
, L + 1 ≤ i ≤ 2L,

−ψ(n− 1)qn(2), i = 2L + 1,

(38)

and
∂qn(2)
∂2i

=


Im
{
ζϵ(n− 1)šn−i+1

}
, 1 ≤ i ≤ L,

Re
{
ζϵ(n− 1)šn−i+L+1

}
, L + 1 ≤ i ≤ 2L,

−ψ(n− 1)pn(2), i = 2L + 1.

(39)

The CRLBs, the right-hand sides of (30) and (31), can
subsequently be evaluated via numerical methods for matrix
inversion.
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