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ABSTRACT In a distributed scenario, the process of multiple agents collaborating and interacting with the
server to iteratively implement k-means clustering analysis can be easily exploited by attackers, posing a huge
privacy threat. Therefore, a local differential privacy k-means method (LDPKmeans) was proposed, which
can effectively address the privacy protection problem in multi-agent systems. In this paper, we propose an
effective attackmethod based onmulti-agent model, which shows that the basic proposal of LDPKmeans will
leak the real information of user agents if the attacker only obtains the cluster information and cluster centroid
of each user. Furthermore, we enhance the attack method to crack the improved LDPKmeans method with
privacy enhancement, enabling us to infer the cluster information of each user agent in the server. In other
words, LDPKmeans seriously leak user agent privacy in distributed multi-agent systems if the server is
untrusted. Theoretical analysis and experiments evaluate the effectiveness of our attack scheme. The results
show that our method can effectively attack the distributed LDPKmeans scheme compared with the state-
of-the-art attack methods. Specifically, our attack method can reduce the average relative error of inferring
the true value before k-menas convergence on the 3D Road Network and Shuttle datasets by about 54% and
75% respectively when k = 5.

INDEX TERMS Multi-agent systems, distributed k-means, local differential privacy, security problem.

I. INTRODUCTION
In multi-agent systems [1], [2], [3], communication and
learning among various autonomous agents [4] involve pri-
vacy and security issues when each agent can autonomously
choose which information to share and collaborate together to
achieve the overall goal. In a system scenario with multiple
user agents and one server, the application of k-means
clustering [5], [6], [7] operations can easily cause the data
saved during the operation to be exploited by untrusted
third parties, posing a huge privacy threat. It is crucial
for multi-agent systems [1], [8] to preserve privacy while
participating in clustering, as the data of each agent may
contain sensitive private information. To protect user privacy,
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privacy-preserving implementations of iterative clustering
algorithms have been extensively studied.

There are numerous studies [6], [9], [10], [11], [12],
[13], [14], [15] in the field of privacy-preserving multi-
agent clustering that leverage public-key encryption algo-
rithms [16]. The work [9] uses the results of secure multiparty
computation for vertically split entity data to generate a
privacy-preserving k-means clustering without disclosing
any values on which the clustering is based. A secure two-
party k-means clustering protocol with guaranteed privacy
is proposed in [10], which can efficiently compute infor-
mation for multiple iterations of k-means clustering without
revealing intermediate values. Although privacy protection
methods using public-key encryption [17] for clustering
can provide strong security guarantees to the data, they
may lead to problems such as clustering inaccuracy, high
computational cost and data unavailability.
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To enable multiple user agents to provide sufficient data
utility without leaking sensitive information of the agent
itself, differential privacy (DP) [18], [19], [20], [21], [22]
is widely used to achieve formal privacy-preservation in
distributed multi-agent clustering algorithms [5], [19], [23],
[24]. Su et al. [19] propose a non-interactive DP clustering
algorithm (EUGkm) and an improved version of the inter-
active DP k-means algorithm, which improved the selection
of the initial point and limited iteration of the k-means
algorithm times. Jones et al. [25] consider the DP variants
of k-means and k-median in the metric space, and further
improved the applicability of the DP clustering algorithm,
making it easier to incorporate DP into existing clustering
in the multi-agent frame. However, the aforementioned
privacy-preserving clustering algorithms are based on the
assumption of trusted servers, which may not be applicable
in the real world where third-party servers cannot be fully
trusted.

Xia et al. [5] first proposed the k-means clustering
method of local differential privacy (LDP) [26], [27], [28],
[29], [30] in a distributed multi-agent system, referred
to as LDPKmeans. LDPKmeans allows user agents and
servers to interactively perform private k-means clustering.
Specifically, the user agent is primarily responsible for
perturbing the data and computing the clusters to which
the data belongs. Afterward, the user agents submit this
perturbed information to the server for further processing.
Then, the server aggregates the perturbed data, performs
clustering, updates the cluster centroids, and sends the
updated cluster centroids back to the user agent after each
round of updates. The two parties continue to interact until the
algorithm converges, ensuring that individual user privacy is
not compromised while maintaining the accuracy of k-means
clustering results. After that, Sun et al. [31] study the problem
of non-interactive clustering in a distributed environment
under a LDP framework. They encoded the user agent source
data and embedded it into the anonymous Hamming space,
then added noise to provide the indistinguishability of LDP,
and used the distance-aware estimation algorithm on the
untrusted server side to directly integrate and cluster the
perturbed data. The difference between [5] and [31] lies
in the fact that in [31], the server agent does not require
multiple rounds of interaction with the user agent. Instead,
it only needs to implement clustering based on the distance
estimation algorithm, which reduces the communication
cost significantly. Under this distributed privacy protection
k-means framework, it is actually a collaborative operation
of a multi-intelligent system, that is, multiple users and
servers are regarded as interactions between multiple agents.
Each agent is autonomous, it can decide which data to
send to another agent. Reference [2] solves the problem
of maximizing prediction accuracy while ensuring privacy
in two-agent systems in a decentralized manner using
distributed learning or federated learning. Reference [32]
designed a new k-means algorithm running under LDP, which

can significantly reduce the additive error and maintain the
multiplicative error produced by k-means operation.

Due to our keen interest in the distributed multi-agent
k-means algorithm under the LDP framework, we conduct
a detailed analysis of [5]. Our findings revealed that the
k-means clustering in [5] requires multiple iterations to
achieve convergence, and there are several interactions
between the client agent and the service provider. In each
iteration, the user agent is required to locally recalculate
the cluster information to which the real data belongs and
submit it to the service provider. Despite not submitting
real data values, this cluster information is highly correlated
with the actual data. It could be easily learned and exploited
by attackers, potentially leading to the leakage of private
information and causing significant losses to property and
reputation.Whenmultiple user agents send disturbance infor-
mation to the server, a malicious server can monitor or record
these communication information. For example, assuming
that what the user submits is location data, the user will
submit the scope of the real data for each round of iteration.
After multiple rounds of iterations, it is easy for an attacker
to infer the real data by pinpointing the real location of the
user to a small range. When multiple user agents submit real
cluster information to the server multiple times, the malicious
agent will store the information of each round. Combined
with the stored centroid information for each iteration, they
infer the sensitive information of a specific user agent.

In this paper, we investigate the privacy and security
of LDPKmeans, and demonstrate that LDPKmeans can be
compromised upon each round of centroid data and cluster
information recorded by the server. Firstly, we demonstrate
that LDPKmeans leaks user agents privacy over multiple
iterations if the attacker gains access to the cluster informa-
tion submitted by the user and the cluster centroids of each
round. Secondly, we propose two attack strategies against
the basic proposal of LDPKmeans, considering whether the
server agent is malicious or not. Finally, we identify the
security vulnerabilities of improved LDPKmeans with pri-
vacy enhancement, providing evidence that the enhancement
scheme still results in the leakage of user agents privacy.
Generally, our contributions in this paper can be summarized
as follows:

1) We propose a novel attackmethod based onmulti-agent
model to break distributed LDPKmeans while the
attacker obtains the clustering information of the data
points and the cluster centroids of each iteration. Based
on our attack, we can accurately find data points that
are highly similar to the real value in the distributed
privacy-preserving multi-agent k-means clustering.

2) Furthermore, we introduce an enhanced inference
attack method to crack the improved LDPKmeans
with privacy enhancements mentioned in [5]. This
attack method is capable of recovering the true cluster
information of each user, and gaining highly-accurate
real value.
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3) We evaluate the proposed attack scheme through
theoretical and extensive simulations, and the results
show that our proposed attack method can quickly
crack LDPKmeans and its enhanced version, and infer
the true value with an average accuracy higher than
50% compared with the state-of-the-art.

The rest of the paper is organized as follows. Section II
introduces the system model, basic definition, and LDP-
Kmeans. Section III proposes the detail of our attack
approach based on multi-agent model. Then, Section IV
describes the experiment evaluation of our attack schemes
and response strategy. Section V reviews the related work.
Finally, Section VI concludes this paper.

II. PROBLEM STATEMENT AND PRELIMINARIES
A. PROBLEM STATEMENT
In this paper, we consider a system involving two independent
parties: several local agents (user) and a service provider
(server). Fig. 1 shows that in multiple rounds of distributed
k-means, the server will save the information of each round
of iteration, which can be easily used by attackers to infer the
true value.

FIGURE 1. The information of each round of the distributed k-means
scheme can be easily exploited by attackers.

Table 1 gives the frequently used symbols and their
descriptions. Given user agent set U = {u1, u1, · · · , un},
V = {v1, v2, · · · , vn}, represents the user’s data feature
vector. Among them, each data vector ui corresponds to m
features vi = (xi1, xi2, · · · , xim), m = |vi|, xij ∈ R, 1 ≤
j ≤ m. To deal with untrustworthy service providers and
protect the privacy of individual data, users want to perturb
the individual data locally, and then submit the perturbed
data vector Ṽ = {ṽ1, ṽ2, · · · , ṽn}, ṽi = (x̃i1, x̃i2, · · · , x̃in)
to the service provider. The service provider aggregates all
perturbed data and performs k-means clustering, attempts
to divide all data into K groups C = {C1, C2, · · · , CK },
and publishes K clusters to all users in each iteration class
centroid. Let C = {C1,C2, · · · ,CK } be the cluster centroid,
Ck = (ck1, ck2, · · · , ckm), k = 1 to K . Each user finds
the nearest centroid Ck through local calculation, and then
returns the current cluster index (such as: the kth cluster) as
the information of the cluster it belongs to, and sends it to
the service provider. The service provider updates the cluster

TABLE 1. List of frequently used notations.

centroid according to the perturbed data and the cluster
information until the clustering result converges.

The security goal requires that the privacy of raw user data
should not be violated in the above-mentioned distributed
k-means clustering analysis, that is, no useful information
about any ui should be exposed. On the contrary, the attacker’s
goal is to use the obtained information to infer the user’s real
data as accurately as possible. Malicious service providers
will record the cluster information submitted by each user
and the cluster centroid of each round of iteration, and then
use the distance relationship between data points and cluster
centroids to achieve the goal of reasoning attacks on real
data. In this paper, we consider ‘‘attacker’’, ‘‘malicious server
agent’’ and ‘‘service provider’’ to be the same and their
meanings are interchangeable. The detailed description of the
adversary will be provided in Section III.

B. BASIC DEFINITION
LDP inherits the basic definition and properties of centralized
DP definition, and can eliminate the dependence on trusted
servers while protecting user privacy in the process of data
collection. Below we give a specific definition of LDP.
Definition 1 (ε-LDP): A random mechanism F(·) satis-

fies ε-LDP(ε > 0), if and only if any two user data v, v′ ∈ D,
we have

∀s ∈ F(D) : Pr[F(v) = s] ≤ eϵ · Pr[F(v′) = s] (1)

Among them, ε ≥ 0 is the privacy budget, which is used to
control the degree of privacy protection. ε − LDP is a local
setting of DP and does not depend on a trusted data curator.
Random Response: The main idea of LDP is that the

user perturbs the original data locally through a random
mechanism. Random response technology is the mainstream
method to realize LDP, which only responds to discrete
data containing two values. We introduce random response
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using a questionnaire with sensitive questions. Suppose the
investigator wants to know how many users have AIDS.
He will directly ask ‘‘Are you an AIDS patient?’’. Each user
will flip an uneven coin before answering the question. If the
coin comes up heads, the user will tell the poller the true
answer. Otherwise, users will provide the opposite answer to
the investigator. This has been shown to satisfy ε-DP when
the user flips a coin with probability P of heads:

P =
eε

1+ eε
(2)

C. LDPKmeans MECHANISM
The distributed LDP k-means algorithm is completed by the
interaction and cooperation between the user agent and the
server agent, and no longer assumes the existence of a
trusted third-party server. The steps of LDPKmeans [5] are
as follows.
User Agent Operations: The user agents mainly completes

perturbation of user data and calculate cluster information.
1) Feature transformation. In the LDPKmeans scheme,

the processed data feature values are floating
point numbers. They first need to convert decimal
floating-point numbers to binary numbers, which
involves the precision of floating-point numbers. Thus,
they set a coefficient λ to scale and truncate floating
point values to integers, where λ also determines the
length of the binary string. Specifically, they convert
the feature xij of user ui into a binary string Bij =
(b1, b2, . . . , blj ), lj = |Bij| is the length of the binary
string Bij. The conversion formula is as follows:

xij = λ · (2ljb1 + 2lj−1b2 + · · · + 21blj ) (3)

2) Data perturbation. A random response mechanism is
performed on the user vector in binary form, and each
bit is randomly flipped according to the following
probability. The probability of flipping is given below:

b̃ =


1, Pr = 1

2f

0, Pr = 1
2f

b, Pr = 1− f

, (4)

where f =
2

eε+1 is the corresponding privacy
parameter, which determines the probability of ran-
dom flipping. After all bits are perturbed, the user
calculates the perturbed decimal data value ṽi =
(̃xi1, x̃i2, · · · , x̃im) according to x̃ij = λ · (2lj b̃1 +
2lj−1̃b2 + · · · + 21̃blj ). Finally, the user submits it to
the service provider.

3) Calculation of cluster information. When the algorithm
iterates once, the service provider will send the selected
K cluster centroids to the local user. Each user
calculates the distance to each centroid based on
real data, and finds the cluster index closest to it:
argmink (∥̃vi − Ck∥), k = 1, · · · ,K . At this point, the
cluster information to which each user belongs can be
obtained and sent to the service provider.

Server Agent Operations: The server side completes the
selection of the initial cluster centroid, the grouping of the
perturbed data and the update of the cluster centroid.

1) Selection of initial cluster centroids. After receiving the
data, the service provider selects a set of centroids to
send to the user according to the initialization of the
data domain.

2) Group perturbed data. The service provider groups the
perturbed data according to the cluster information to
which the user data belongs. Then the perturbation
data is converted into binary form according to the B̃ij
coefficient λ.

3) Update cluster centroids. For each C(k = 1, · · · ,K ),
the cluster centroids is Ck = (ck1, ck2, . . . , ckm), the
cluster size is numk = |Ck |, the service provider
counts the sum of each bit s̃umkir =

∑
ṽi∈Ck

B̃ij[r], i =
1, · · · , n; r = 1, · · · , lj. According to the perturbation
rule, s̃umkir consists of two parts:

s̃umkir = sumkir · (1− f )+ numk ·
1
2
f (5)

The service provider then estimates the true value based
on the statistical value:

sumkir =
s̃umkir − (numk · 12 f )

1− f
(6)

Next, each centroid component can be updated as

ckj = λ ·
∑

r∈[1,lj](2
lj−r ·

sumkir
numk ), j ∈ [1,m]. When numk

is larger, the estimated centroid component is more
accurate. After updating the cluster centroids of each
cluster, the service provider releases a new round of
centroids to local users.

Together, users and service providers collaboratively per-
form the clustering process until the cluster centroids in two
consecutive iterations become stable, indicating convergence
of the clustering algorithm.

For the security, the basic proposal of [5] provided the
cluster information of the real data in each iteration, and
the untrusted server can easily record the centroid and
cluster information of each round to infer the real data,
thereby inferring the sensitive information of the user. Even
though [5] tried to propose a privacy enhancement scheme
claiming to solve the problem of information leakage of
clusters, but after analysis, it was found that there are still
security risks. In the enhanced scheme of LDPKmeans, even
though the user does not directly submit the real cluster
information to the server, the perturbed data and indicator
vectors submitted during each iteration can still implicitly
reveal user information. As a result, the attacker can infer
the cluster information of the real data by analyzing the
density of different position segments of the submitted
perturbed data. Indeed, the LDPKmeans scheme exhibits
serious privacy vulnerabilities, resulting in the leakage of user
privacy.
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III. OUR PROPOSED ATTACK SCHEMES TO LDPKmeans
A. ATTACKS TO THE BASIC LDPKMEANS
We consider the attack on the Basic Proposal of the
LDPKmeans [5]. Intrinsically, we assume that there are two
attack states for server. On the one hand, the server might
be honest but curious, truthfully recording all relevant data
information submitted by each user. This information can be
easily exploited by third-party attackers. On the other hand,
the server might be malicious, possessing a high degree of
knowledge about user background information, and using this
knowledge to efficiently infer user information. For these two
cases, we propose different attack strategies respectively. The
attack goal of these methods is to infer the user’s true value vi
as accurately as possible during the iteration process of the
LDPKmeans basic scheme.

1) ATTACKS BY HONEST-BUT-CURIOUS SERVICE
PROVIDERS
In basic proposal of LDPKmeans, the server send K initial
cluster centroids (the current iteration number is 1) C (1)

=

{C1,C2, · · · ,CK } to all users on the local side. Each
user calculates the distance between the raw data vi =
(xi1, xi2, · · · , xim), i ∈ {1, · · · , n} and the centroid Ck =
(ck1, ck2, · · · , ckm), k ∈ {1, · · · ,K } on the local side, and
returns the cluster index with the smallest distance, which is
the cluster to which the current user data belongs.

Subsequently, all users on the local side send all cluster
indexes to the server, and the server will faithfully record
the information submitted by users during each round of
iteration. Assuming that the cluster to which vi belongs
is the 1st cluster, we give an attack example of applying
LDPKmeans basic proposal to user data. As shown in Fig. 2,
we show the basic process of 2D data points inferring the
original data based on cluster information and centroid values
on the planar graph. Specifically, it is assumed that the basic
scheme of LDPKmeans requires T rounds of iterations. Also,
we draw a circle with radius R taking the distance from a
certain cluster centroid to the farthest user. When T = 1,
the attacker knows that vi belongs to the 1st cluster C(1)

1 .
We take the center of mass C (1)

1 as the center, and draw a
circle with the distance from C (1)

1 to the farthest user point
in the cluster as the radius (subsequent iterations form a
circle in the same way). When T = 2, the cluster to which
vi belongs is still the 1st cluster C (2)

1 , the cluster centroid
is denoted as C (2)

1 . At this time, two consecutive rounds
of iterations lead to an intersecting region between clusters
C (1)
1 and C (2)

1 that contains vi. We determine the center point
O1 of the intersection area through the intersection point
between the line connecting the two centroids and the line
connecting the intersection points of the two circles. Then
we take O1 as the center and the distance from O1 to the
intersection of the two circular areas as the radius to find a
new circular area. The circular area here greatly reduces the
range to which the actual value vi belongs.

Similarly, when T = 3, we can shrink vi to a smaller
circular area with O2 as the center. In summary, Fig. 2 shows
how to reduce the specific range of the true value in each
round of iteration. As the number of iterations T increases, the
k-means clustering gradually converges, and at the same time,
the feasible solution in the small range gradually approaches
the original value.

Additionally, according to the basic characteristics of
k-means clustering, when the number of iterations reaches
a certain value, the change of the centroid is actually very
small. Therefore, our attack method can construct a distance
optimization equation to estimate the true value of the original
user according to the centroid data of multiple iterations and
the existing cluster information before k-means converges.

From the above example of two-dimensional data points,
the true value vi can be limited to a very small area
through the centroid of multiple rounds of iterations and
known cluster information. Finally, we find the point v̄i
closest to each round of centroid C (t)

i in this area, and v̄i
is the estimated value of the real data. Here, we generalize
2D planar points to multidimensional data points to make
it more practical. We take the point v̄i with the shortest
distance to the cluster centroid C (i)

k of each iteration as
the target estimate. Let v̄i = (x̄i1, x̄i2, · · · , x̄im), the
cluster centroid vector to which the true value vi belongs
in each iteration is C (t)

k = (c(t)k1, c
(t)
k2, · · · , c

(t)
km), k =

1, · · · ,K ; t = 1, · · · ,T . We denote the Euclidean distance
between vectors by E(·), E(v̄i,C

(t)
k ) = ∥v̄i − C (t)

k ∥ =√
(x̄i1 − c

(t)
k1)

2 + (x̄i2 − c
(t)
k2)

2 + · · · + (x̄im − c
(t)
km)

2 represents
the Euclidean distance between v̄i and the cluster centroid
of the iteration t . Therefore, we can construct the objective
function, the optimization process is as follows

min
∑T

t=1 E
2(v̄i,C

(t)
k )

s.t.
∑m

j=1(x̄ij − c
(t)
kj ) ≤ R

2
t ; t = 1, · · · ,T

xij ∈ [min(Aj),max(Aj)]; i = 1, · · · , n; j = 1, · · · ,m.

(7)

According to the optimization formula (7), we can calculate
the feasible solution v̄i satisfying the objective function and
constraints. Then, we can judge whether our inference attack
is successful by comparing the gap between the estimated
value v̄i and the original value vi.

As Algorithm 1 below, we give an attack scheme against
the LDPKmeans basic proposal, which describes in detail the
specific steps of the general attack to calculate the estimated
value with the smallest error from the true value. In Line 5,
the user calculates the Euclidean distance of a data point from
all centroids and selects the cluster index k ∈ {1, · · · ,K }
with the smallest distance. The user then sends the cluster
information to which each data point belongs to the server.
Line 7 saves cluster information about real users on the
server. Line 8 is the server re-updates each cluster centroid
by calculating the mean value of each cluster, and then sends
the new centroid to the user. The server in Line 11 estimates
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FIGURE 2. The attacker infers the user’s true value vi based on the cluster information of multiple
rounds of iterations.

Algorithm 1 General Attack Scheme on LDPKmeans
Input: ui, ṽi = (x̃i1, x̃i2, · · · , x̃im)
Output: Estimated value v̄i = (x̄i1, x̄i2, · · · , x̄im)
1: Cluster information Z = ∅;
2: repeat
3: for t = 1, 2, · · · do
4: for i = 1, · · · , n do
5: User-side ← K centroids C (t)

= {C (t)
1 ,

C (t)
2 , · · · ,C (t)

K } selected by the server;
6: Server-side← the user calculates Clusterindex =

argminkDist(vi,C
(t)
k ), k = 1, · · · ,K ;

7: Z = Z
⋃
{Clusterindex}, and the server groups the

perturbed data ṽi;
8: User-side← update each cluster center C (t)

k ;
9: end for
10: The server stores every cluster center C (t)

k and Z ;
11: Use the constraints of formula (7) to calculate

the optimal estimate vi based on the existing
information C (t)

k and Z ;
12: end for
13: until The centroid of each cluster no longer changes.
14: return v̄i

the real value vi by using the constraints of formula (7), so that
the distance between the estimated value vi and the centroid
of each iteration is the smallest.

2) ATTACKS BY MALICIOUS SERVICE PROVIDER
In the above basic scheme, the server is honest and curious,
and only faithfully records the cluster information of each

round of real data in the clustering process. Then, we make a
simple inference within the number of convergence rounds
based on the existing information. This kind of inference
often takes a long time to run and the accuracy rate is
relatively average. In this section we discuss the case where
the service provider is malicious, it is very intelligent.
Assume that the attacker has more background knowledge of
users, and can carefully design some specific points based on
the information he has, so as to infer the real value vi more
accurately and efficiently.

Similarly, we give a simple example to introduce how
smart malicious service providers can carefully design points
to conduct inference attacks more efficiently. As shown in
Fig. 3, let the total iterative round type be T , when the
distributed clustering algorithm undergoes t − 1(t − 1 < T )
rounds of iterations, the malicious service provider finds
that data points v1, v5, v8 and vi always maintain the same
cluster index according to the saved clustering information.
Therefore, they believe that the range of true values can be
determined more quickly based on these points. In Fig. 3, the
four points v1, v5, v8, and vi are connected to each other to
construct a quadrilateral shadow area smaller than the original
circular area. Then the area of the shaded part is continuously
reduced, and the real value vi can be estimated more quickly
and accurately in a smaller range.

At present, we construct the attack ideas of malicious
service providers in detail. During the clustering process, the
malicious attacker finds that the cluster information of some
points is always consistent with vi according to the cluster
information of the previous L(L < T ) rounds of data recorded
by the aggregator. According to the estimated value v̄i
obtained in T = L rounds in the basic scheme, the malicious
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FIGURE 3. Malicious servers carefully design some specific points for
reasoning attacks.

attacker carefully designs three points that are very close
to v̄i. Let coordinate value vp = (xp1, xp2, . . . , xpm), vq =
(xq1, xq2, · · · , xqm), vr = (xr1, xr2, · · · , xrm), we can infer
the real value according to the following optimization
formula.

min [3 ·
∑L

t=1 E
2(v̄i,C

(t)
k )−

∑
a∈p,q,r

L∑
t=1

E2(va, c
(t)
k )]

s.t.
∑m

j=1(x̄ij − c
(t)
kj ) ≤ R

2
t ; t = 1, · · · ,L

vp, vq, vr ∈ {C(1)
k ∩ C(2)

k ∩ · · · ∩ C(L)
k }; k = 1, · · · ,K

xij ∈ [min(Aj),max(Aj)]; i = 1, · · · , n; j = 1, · · · ,m.

(8)

From formula (8), we carefully design the coordinates of
three points to get the estimated value of the true value, and it
is more efficient and faster. We demonstrate this conclusion
experimentally in Section IV.

B. ATTACKS ON THE PRIVACY ENHANCED SCHEME OF
LDPKmeans
In the privacy enhanced scheme of LDPKmeans, each
iteration user ui generate a binary string s(|s| = K ) and a
vector S = z, z, · · · , vi, · · · , z related to the real data vi. s
acts as an indicator vector of information about the cluster to
which a user belongs. When ui is calculated to belong to the
k-th cluster, the k-th (k ∈ {1, · · · ,K }) bit in s is set to 1, and
the remaining K − 1 bits are set to 0. z in S is an all-zero
string and has the same length as vi, and the position of vi in
S represents its real cluster information. Then, each user ui
randomly perturbs each bit in the vectors S and s according
to formula (4), and sends the perturbed results S ′ and s′ to
the service provider, denoted as Ri = {S ′, s′}. Different from
the basic scheme in [5], the privacy enhanced scheme does
not need to directly submit the real cluster information to
the server in each iteration, but only needs to submit the set
perturbed vector {S ′, s′} to update the cluster information on

FIGURE 4. An example of inferring cluster information of user ui in
LDPKmeans privacy enhancement scheme.

the server. The sum of the bits of each position of s′ is the
estimated value numkof each cluster number. The sum of bits
at each position of S ′ is the estimated value s̃umk of the sum
of data vectors in each cluster. The service provider can then
group the perturbed data and iteratively update the cluster
centroids.

From the above steps, it can be seen that in each
iteration, the user ui does not directly submit the real cluster
information of the data, but submits Ri = S ′, s′. S ′ contains
the zero vector z and the perturbed data vector vi, and
the position of the perturbed data vector is the real cluster
information. Since the length of each component vector is
lj = |Bij|, we use lj as the unit to count the number of ‘‘1’’ in
each lj segment in S ′. Then we add the number of ‘‘1’’ in each
unit of S ′ to the value (0 or 1) at the corresponding position in
s′ to get a sum(1). Finally, we compare the index of the largest
component position of sum(1) to be the cluster index of vi.
As shown in Fig.4, let the binary representation of vi be

(1111), lj = |vi| = 4. After user ui generates vectors S and
s to obtain S’ and s’, random perturbation is performed on
each bit to obtain S ′ and s′. Then we take every 4 bits as a
group, count the number of ‘‘1’’ in each group in S ′ and add
the value at the position corresponding to s′. Finally, the group
index with the largest number of ‘‘1’’ returned is the real
cluster information to which the current user data belongs.
After obtaining the cluster index of the user, we can use the
attack method in Section III-A to conduct inference attacks
on the original data, and finally obtain the exact value of the
original data.

Algorithm 2 is a further attack step for LDPKmeans
with privacy enhancement. We first deduce the user’s real
cluster information according to the known conditions in the
LDPKmeans enhancement scheme, and then call Algorithm 1
to achieve the attack. Line 5 counts the number of ‘‘1’’s in
each |vi| segment in S ′. Line 6 Add the j-th segment count(1)
of S ′ and the corresponding j-th element in s′ to obtain the
total number of ‘‘1’’ in each segment. These two lines are a
reasoning process for the cluster information to which the real
data belongs. Line 8 find the index value that makes count(1)
the largest in each group, that is, the corresponding cluster
information of the user. After obtaining the true cluster index,
Line 10 calls the general attack scheme of Algorithm 1 to
infer the optimal estimate of the true value.
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Algorithm 2 Enhanced Attack Scheme on LDPKmeansWith
Privacy Enhancement
Input: User ui, S = {z, z, · · · , vi, · · · , z}, s(|s| = K ) is a

binary string, z = (0, 0, · · · , 0)
Output: Estimated value v̄i = (x̄i1, x̄i2, · · · , x̄im);
1: Num = ∅;
2: for i = 1, 2, · · · , n do
3: Ri = S ′, s′← the user perturbs S, s;
4: for j = 1, 2, · · · ,K do
5: count(1)← take the length of |vi| as a group in S ′,

count the number of ‘‘1’’
6: Num = Num

⋃
{count(1)+ s′[j]};

7: end for
8: Clusterindex = argmaxj(Num(j));
9: end for

10: v̄i ← Call Algorithm 1 with cluster information
Clusterindex of ui

11: return v̄i

There are two reasons for successful attacks on privacy-
enhancing schemes of improved LDPKmeans. On the one
hand, in the enhancement scheme of LDPKmeans, each bit
in the S ′ and s′ vectors are required to satisfy ε-LDP, and
then Ri = S ′, s′ of each user satisfies 2(

∑
lj + 1)-LDP. The

scheme satisfies 2T (
∑
lj+1)-LDP for T iterations. From the

value of ε and the binary length lj of the data value selected
in the experiment in [5], the privacy budget of each round is
very large, and the overall privacy protection ability is weak.
On the other hand, according to the bit flipping probability
of the random response in formula (4), each bit remains
unchanged with a larger probability, and flips to the opposite
value with a smaller probability. We can speculate that only
the vector segment after the perturbation of the original data
in S ′ contains the most number of ‘‘1’’. Therefore, as long as
we find out the index of the vector segment with the largest
number of ‘‘1’’, it is the real cluster information of the current
data. In short, it can be seen that the privacy enhanced scheme
in [5] still leaks user privacy.

IV. EXPERIMENT EVALUATION AND DISCUSSION
Following the description of the attack method in Section III,
we demonstrate the effectiveness of our inference attack
through experimental evaluation. We want to know: 1) How
accurate are honest but curious service providers inferring
estimates before the LDPKmeans algorithm converges;
2) How efficiently and quickly malicious service providers
can infer estimates by carefully crafting a few data points.

A. EXPERIMENT SETTINGS
Data Sets: We conduct an attack experiment of K -means
clustering under local differential privacy on two real data
sets: The first dataset is 3D Road Network,1 it contains

1http://archive.ics.uci.edu/dataset/246/3d+road+network+north+jutland+
denmark

TABLE 2. The datasets used in our experiments.

434,874 pieces of location information, 4 featuresID,

longitude, latitude, altitude. The second dataset is Shuttle,2

it contains a total of 58,000 numerical data records and
9 features. Among them, the training set is 43,500 and the test
set is 14,500. We select the data records of the entire test set
and the top 5 features for experiments. To present the dataset
more intuitively, Table 2 gives the basic information of the
real dataset used in this paper.
Metrics: In this experiment, we evaluate our attack scheme

using two commonly used metric, relative error (RE) and
root mean square error (RMSE). Both RE and RMSE can be
used to measure the difference between the estimated value
vector and the real value vector. The smaller the RE and
RMSE, the smaller the error between the real value and the
predicted value. The calculation formula of RE and RMSE
are as follows:

RE =
1
n

∑
i

∥v̄i − vi∥
∥vi∥

(9)

RMSE =

√√√√1
n

n∑
i=1

(∥v̄i − vi∥)2 (10)

Comparison Method: There is an attack idea in [5], where
the server still knows the precise cluster information to which
each user belongs because each iteration is highly correlated
with the user data. We implement this attack method and
name it LDPK_Attack. We use the LDPK_Attack method as
a baseline to compare with our method. The attack method
in this paper is similar to the LDPK_Attack method in
that both use the clustering information saved in multiple
rounds of distributed k-means iterations to determine the
range of true values. The novelty of our attack method lies in
using optimization functions to build a suitable mathematical
model and then calculating feasible solutions that satisfy the
objective function and constraints.

B. EXPERIMENTAL RESULTS
This experiment considers the RE and RMSE between the
estimated value and the real value of our attack scheme under
different iteration times T and different clustering K values
(K=5, 10, 15, and 20). The abscissa in the figure represents
the current number of iterations T , and the ordinate represents
the error(RE or RMSE) between the estimated value and the
real value under a certain number of iterations.

Fig. 5 and Fig. 6 depict the RE and RMSE results after
our basic attack method and the LDPK_Attack method attack
distributed k-means clustering. Among them, LDPK_Attack

2http://archive.ics.uci.edu/dataset/148/statlog+shuttle
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FIGURE 5. The RE of the honest service provider attack under different cluster numbers K on (a) 3D Road Network.
(b) Shuttle.

FIGURE 6. The RMSE of the honest service provider attack under different cluster numbers K on (a) 3D Road Network.
(b) Shuttle.

is a solution we implemented based on an attack idea
in [5]. Fig.7 and Fig.8 are the RE and RMSE results of the
malicious service provider’s attack on the LDPKmeans basic
scheme. We evaluate on the real dataset 3D Road Network
and Shuttle, and randomly select the estimated values of
1000 user points and average them to get the final error result.
In Fig. 5 (a) and (b), the RE obtained by our method when
the LDPKmeans algorithm converges is less than 0.1, while
the lowest RE of the LDPK_Attack method is greater than
0.2. As the number of iterations T increases, the value of RE
tends to decrease. When K=20, the overall error drops the
fastest and the error is the smallest. It can be seen that our
attack scheme can almost successfully infer the original data
value. It can be seen that the RE of our attack method is much
smaller than that of LDPK_Attack. The smaller the error, the
higher the accuracy of the attack.

Similarly, we compare the RMSE results of our attack
method and the LDPK_Attack method in Fig. 6(a) and (b).
In Fig.6(a), when K = 15, the RMSE value achieved
by our attack method when the algorithm converges is
0.27 × 107, while the RMSE of the LDPK_Attack method

is approximately 1.2 × 107. In addition, on the Shut-
tle dataset, our attack method and LDPK-Attack achieve
RMSE of approximately 6.4 and 16.3 respectively when
K = 20 and the algorithm achieves convergence. In con-
clusion, RE and RMSE are relatively small, indicating
that our basic scheme attack method can infer the real
value.

Fig. 7 and Fig. 8 show the RE and RMSE of our enhanced
attack algorithm on themalicious server on the 3D and Shuttle
datasets respectively. Here, we carefully design three points
on the basis of the basic attack scheme to more precisely
speculate on the conditions of the true value. The enhanced
attack algorithms in Fig. 7 and Fig. 8 can converge at a faster
speed with different rounds of iterations, and can achieve
lower errors when converging. For example, when K=5 in
Fig. 7(b), the attack has been successful in T=7 rounds,
and the RE is about 0.097. For K=10, there will be a short
jump in RE when T=8 rounds, which means it is due to the
randomness of the algorithm. In Fig. 8(a), when K=5, the
total number of iterations T is the same as the basic scheme,
but the RMSE value at convergence is about 0.15, which is
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FIGURE 7. The RE of the malicious service provider attack under different cluster numbers K on (a) 3D Road Network.
(b) Shuttle.

FIGURE 8. The RMSE of the malicious service provider attack under different cluster numbers K on (a) 3D Road Network.
(b) Shuttle.

TABLE 3. Comparison of the average relative errors of attack schemes
under K on 3D Spatial Network.

about 0.43 lower than the RMSE in Fig.6(a). It shows that
the well-planned attack scheme is stronger andmore effective
than the basic scheme.

Fig. 9 shows the relative error of the attack results of
our enhanced attack scheme and the LDPK_Attack scheme
against the LDPKmeans privacy enhancement scheme.
We use the real cluster information inference idea in
Section III-B and the basic attack in Section III-A to achieve
the attack on the privacy enhancement scheme. Likewise,
as the number of iterations increases, RE decreases gradually.

TABLE 4. Comparison of the average relative errors of attack schemes
under K on Shuttle.

When the algorithm is close to convergence, the error is
almost the smallest, indicating that our attack method is more
accurate. Compared with the basic attack scheme, the RE
and RMSE values in the privacy-enhanced attack scheme are
larger, which is caused by the DP random perturbation in the
privacy-enhanced scheme. In Fig.9(a), the RE generated by
our enhanced attack scheme is about 0.14 when K = 5,
while the RE generated by LDPK_Attack is about 0.24.
Similarly, on the Shuttle data set (shown in Fig. 9(b)), when
K = 20 and the algorithm converges, the RE of our enhanced
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FIGURE 9. The RE of attacks on privacy-enhancing schemes with different numbers of K clusters on (a) 3D Road Network.
(b) Shuttle.

attack scheme and LDPK_Attack are approximately 0.09 and
0.41 respectively.

To make the comparison clearer, Tables 3 and 4 compare
the average relative errors of different attack methods
on the 3D Spatial Network and Shuttle datasets, respectively.
The results show that the average relative error of the
true value estimated by our attack method is much smaller
than that of LDPK_Attack. In addition, when the value of
cluster K increases, the relative error gradually decreases.
Therefore, the value of K has a certain influence on the
inference of the true value. The larger the K , the more
accurate the attack scheme is in deducing the true value.
From a global perspective, these error values are not very
large, indicating that the gap between the real value and the
estimated value is not large. This further demonstrates that
our attack on the privacy-enhancing clustering algorithm is
successful.

In short, judging from the experimental comparison results,
the attack errors (RE and RMSE) of our basic attack scheme
and enhanced attack scheme are much smaller than those of
the LDPK_Attack scheme. That is, our scheme can achieve
higher attack accuracy than the LDPK_Attack scheme,
thereby inferring more accurate original data. It further
illustrates that our scheme can successfully attack distributed
LDPK_means.

C. COUNTERMEASURE DISCUSSION
Our attack method fully demonstrates that distributed LDP
k-means clustering can leak information through the inter-
mediate results of its interactions, even if the real data itself
is not disclosed. Therefore, a distributed clustering method
with high security and efficiency is what we are looking
forward to.

According to our knowledge, existing cryptographic
techniques such as homomorphic encryption [11], [33] and
multi-party secure computation [26] demonstrate superiority
in this security performance. Homomorphic encryption
is an encryption algorithm that allows non-decryption

calculations on encrypted data, and the results obtained after
decryption are consistent with the results of operations in
plaintext. This algorithm enables k-means clustering to be
implemented on untrusted third-party servers without leaking
user data. Secure multi-party computation allows parties
to collaboratively perform computations on their combined
datasets without revealing to each other the data they possess.
Therefore, we propose to use homomorphic encryption and
secure multi-party computation to realize the distributed
k-means clustering between the client and the service
provider without revealing the real cluster information of the
user.

V. RELATED WORK
Recently, the privacy-preserving problem [5], [6], [9], [11],
[19], [24], [34], [35] for clustering algorithms in multi-
agent systems [4], [13], [16] has been extensively studied.
Reference [16] introduced encryption solutions to deal with
privacy issues inmulti-agent systems. Reference [6] proposed
a privacy-preserving protocol for k-means clustering with
arbitrary partition data distributed between two parties, which
is efficient and can provide encrypted privacy protection
for the data. Reference [10] created a privacy-guaranteed
two-party k-means clustering protocol, an efficient way to
compute multiple iterations of k-means clustering without
revealing intermediate values. Themethod performs two-way
partitioning and random uniform sampling from unknown
domain sizes, and the resulting division protocol and random
value protocol can be used in any protocol that requires secure
computation or random sampling. Zhang et al. [11] adopted
multi-key Fully Homomorphic Encryption(FHE) [33] as
the main encryption primitive to securely execute multi-
party k-means clustering schemes, and the entire calculation
process is completely outsourced to cloud servers without
leaking user data. Biswas et al. [36] proposed PPK-
means, an improved k-means algorithm respecting privacy-
preserving constraints. This constraint calls for devising
an efficient method for estimating centroid vectors during
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k-means iterations using incomplete information on binary-
coded input data vectors.

Additionally, Blum et al. [37] proposed a well-known
DPLloyd deployment method, which was the first to combine
DP and k-means algorithm. The difference between DPLloyd
and standard Lloyd is that it adds Laplacian noise in each
iteration, and needs to determine the number of rounds of
algorithm iterations in order to determine the noise that needs
to be added in each round. However, the privacy budget of
each round decreases as the number of iterations increases,
resulting in severely distorted data. Su et al. [19] proposed an
improved version of DPLloyd, which improved the selection
of initial points for k-means clustering and designed a
general framework to limit the number of iterations of the
algorithm. Nevertheless, [23] pointed out that the DPLloyd
has non-convergence problems, that is, it cannot guarantee
to terminate at Lloyd’s solution within a limited number of
iterations, which will seriously affect their clustering quality
and execution efficiency. To guarantee the convergence, they
always keep the perturbed centroid of the previous iteration
t − 1, calculate a convergence region for each cluster in the
current iteration t , and inject differentially private noise in this
region. However, these algorithms all rely on trusted third-
party servers. Therefore, the differential privacy clustering
algorithm for untrusted servers has attracted great attention
of researchers. Xia et al. [5] proposed distributed k-means
clustering under the guarantee of LDP. In this scheme, the
client and the server cooperate interactively. The server is
responsible for data perturbation and the calculation of the
cluster information to which the user belongs, and the server
performs cluster centroid selection, data grouping, and cluster
centroid update. However, these k-means methods with DP
guarantees, while more efficient than encryptionmethods, are
usually not as secure or accurate.

VI. CONCLUSION
In this paper, we proposed an efficient attack method which
shows LDPKmeans in [5] would seriously leak user privacy.
In our proposed attack, we first proved that the real value
of user agents is revealed in the interactive iteration of
LDPKmeans even if the untrusted server agent only obtains
the cluster information submitted by the user agents and the
cluster centroid of each iteration. Then, we assumed that the
untrusted server agent is malicious and can infer the real user
information of the data point more efficiently and quickly
through some well-designed coordinate points. Additionally,
we pointed out the insecurity of improved LDPKmeans
with privacy enhancement, and given an enhanced inference
attack to recover the real cluster information of user agent.
Theoretical analysis and experimental evaluation show that
compared with existing attack methods, our attack method
for distributed LDPKmeans is more efficient and can
accurately infer the real data information before the algorithm
converges.

In the future, we will focus on preventing information
about real data from untrusted third-party servers and

designing data clustering mechanism with strong security for
each value.
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