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ABSTRACT In Pakistan, agriculture is one of the most common and least lucrative professions. It provides
between 18% and 25% of Pakistan’s overall gross domestic product (GDP). The majority of Pakistan’s
crops, like cotton, are completely weather-dependent. Regarding this, farmers are constantly attempting
to implement new techniques and technology to boost crop yields. Technology-based approaches to crop
yield analysis, such as machine learning (ML) and data mining, are causing a boom in the agricultural
sector by altering the revenue scenario through the growth of the best crop. By utilizing ML algorithms
to analyze agriculture climatic data, it is possible to increase crop yields. The proposed research was carried
out in two dimensions. Initially, field observations were made to determine the effects of daily variations
in meteorological parameters, such as rainfall, temperature, and wind, on plant growth and development
at each phonological stage of cotton crop production. Throughout the Kharif Seasons 2005-2020, various
phonological stages of the cotton crop grown in the fields of the Ayyub Agriculture Research Institute in
Faisalabad (Central Punjab) were monitored using meteorological and phonological observations, as well as
soil data. Finally, the cotton prediction framework as Random Forest Extreme Gradient (RFXG) has been
proposed to predict cotton production based on observed data. RFXG concentrates on the quantification of
machine learning algorithms and their practical application. The workings of RFXG have been divided into
two phases. In the very first phase of data collection, preprocessing, attribute selection, and data splitting have
been presented. In the following phase, prediction and evaluation were developed. The comparative results
show that the prediction results of the proposed RFXG using the optimization algorithm are significantly
improved by 0.05 RMSE (Root Mean Square Error) in comparison to the traditional Extreme Gradient
Boost (XGB) model, which has a RMSE of 0.07. Proposed technique also compared with some baseline
approaches of cotton predication. Comparison shows that proposed technique achieves better results as
compared to baseline approaches. The proposed RFXGmodel (ensemble-based method) can bag, stack, and
boost, making it fast and efficient predications as compared with existing approaches. Bagging averages,
the results of numerous decision tree fit to different subsets of the same dataset to increase accuracy. The
proposed study will be very useful in the future to close the gap between the current yield obtained and the
potential yield of this cultivar, which is grown in Pakistan and other cotton-growing locations.

INDEX TERMS Cotton, machine learning, climatic change, yield, weather.
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I. INTRODUCTION
Agriculture is one of the most popular occupations in
Pakistan, but also being one of the least paid. It contributes
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between 18% and 25% of Pakistan’s total Gross Domestic
Product [1]. The vast bulk of Pakistan’s agricultural prod-
ucts, such as cotton, rely entirely on the weather. Farmers
are constantly looking for new methods and technology to
increase the number of crops they harvest, especially cotton.
Technology-based approaches to crop yield analysis, such as
machine learning and data mining, are causing a boom in
the agricultural sector by modifying the revenue scenario by
cultivating the most profitable crop. This led to an increase in
the number of people working in the agricultural industry [2].
It is thus conceivable to improve crop yields by using algo-
rithms for machine learning to analyze agricultural climate
data.

Cotton, an essential raw material for numerous textile
mills and ginning plants nationwide, underpins the liveli-
hoods of many farmers and individuals throughout the cotton
value chain. Nevertheless, cotton production encounters hur-
dles owing to seasonal shifts, extreme weather events such
as floods and droughts, and fluctuations in meteorological
parameters, including temperature, rainfall, and soil mois-
ture [3]. These variations precipitate a decline in crop yields,
introducing substantial challenges to several economic sec-
tors. Notably, the agricultural sector is highly susceptible
to these alterations, with atmospheric conditions impacting
approximately 60% of its productivity. Researchers are dili-
gently exploring the repercussions of climate change on agri-
culture and investigating potential adaptive strategies. While
acclimating to temperature alterations is perceived as a viable
mitigationmethod, low-income countries—particularly those
with a pronounced dependence on agriculture—are antici-
pated to confront escalated challenges in adapting to these
shifts moving forward [4].

Climate change poses the greatest threat to humanity and
wildlife, escalating global food insecurity as temperatures
rise. Vulnerable crops like cotton and wheat face substan-
tial risks due to these temperature increases, potentially
causing a significant reduction in agricultural production,
particularly in underdeveloped nations, according to the
Intergovernmental Panel on Climate Change (IPCC) [5].
Pakistan’s agricultural sector may suffer adverse effects from
increased temperatures, precipitation changes, and rising
sea levels, exacerbated by global warming and drought [6].
The country is prone to climate-related disasters [7], with
biological responses to climate change, particularly higher
temperatures, being highly impactful, as highlighted in
the IPCC’s Special Report on limiting global warming to
1.5 degrees Celsius. Climate-induced shifts in temperature
and rainfall patterns could detrimentally affect the growth,
development, timing, and yields of various crops, including
cotton. Pakistan’s cotton production faces the risk of neg-
ative impacts, and extreme weather events globally reduce
agronomic agriculture production by 50% [5]. Although
several climate change studies have focused on Pakistan’s
wheat, rice, and maize crops, cotton’s vulnerability remains
less understood, emphasizing the urgency of addressing its

potential detrimental effects. Agriculture plays a pivotal role
in Pakistan’s economy, heavily reliant on rainfall patterns that
vary from arid to semi-arid, making farmers highly sensi-
tive to changes in the social and economic climate. Pakistan
has experienced intense rainfall, tornadoes, severe droughts,
earthquakes, and recurring floods, as reported by the Task
Force on Climate Change (TFCC) [8]. Weather parame-
ters such as temperature, wind speed, wind direction, and
rainfall significantly impact agriculture and various aspects
of life.

The significance of research on cotton production predic-
tion using machine learning techniques cannot be overstated.
Farmers, politicians, and other stakeholders engaged in the
cotton production process must have an accurate and timely
forecast of cotton output. Accurate yield forecasts enable
farmers to make educated choices on planting, harvesting,
and selling of crops. Precise estimates may also help them
manage the risks associated with weather occurrences and
other variables that might affect agricultural output. For poli-
cymakers, precise projections of cotton output may help them
make educated judgements concerning agricultural policies,
such as subsidies and price support programs. Precise fore-
casts also enable them to identify regions of the nation that are
likely to face cotton crop shortfalls and to take the necessary
steps to alleviate the effects of such shortages. Accurate
forecasts of cotton output may assist textile businesses in
scheduling their production and ensuring a sufficient supply
of raw materials. Consumers may plan their purchases and
guarantee they have access to the things they need if cotton
crop projections are correct.

In addition to the practical advantages of precise estimates
of cotton output, there is tremendous intellectual value in this
field of study. Usingmachine learningmethods in agricultural
research is an interesting new area in the world of agriculture.
The creation and enhancement of machine learning models
for cotton yield prediction may aid in the comprehension of
the intricate interactions between weather patterns, soil con-
ditions, and other variables that affect crop yields. Overall,
research on cotton output prediction using machine learning
approaches is of high importance and has the potential to
generate large advantages for a broad variety of stakehold-
ers. By enhancing our capacity to properly anticipate cotton
yields, we can assist farmers, policymakers, textile producers,
and consumers in making better informed choices, mitigating
risks associated with weather events, and ensuring a consis-
tent supply of raw materials for the textile sector.

A. RESEARCH CONTRIBUTIONS
The contributions of this study encompass several key chal-
lenges associated with the utilization of machine learning
methods, such as Random Forest and XGBoost, for pre-
dicting cotton yield based on weather parameters. This
research contributes by tackling the formidable challenge of
obtaining reliable and comprehensive datasets that encom-
pass historical weather data and corresponding cotton yield

124046 VOLUME 12, 2024



S. T. Haider et al.: Ensemble ML Framework for Cotton Crop Yield Prediction Using Weather Parameters

information for various cities in Pakistan. The dedicated
effort and resources invested in data collection and quality
assurance enhance the foundation of this predictive model.

Another significant contribution lies in the identification of
the most relevant weather parameters that exert a substantial
influence on cotton yield. This study offers valuable insights
into feature selection, drawing upon domain knowledge and
agricultural expertise to pinpoint the appropriate weather
variables, thereby ensuring the accuracy of yield predictions.
This research acknowledges and addresses the issue of imbal-
anced datasets, where the distribution of samples among
different yield classes (high yield, moderate yield, low yield)
significantly varies. By devising strategies to mitigate this
imbalance, the study contributes to developing a model that
does not exhibit bias towards the majority class, thus enhanc-
ing the overall performance and fairness of the predictive
model.

This paper will discuss the following section. The literature
review is covered in section II, the methodology is covered
in section III, the experiment and findings are covered in
section IV, and the conclusion and future work are included
in section V.

II. LITERATURE REVIEW
This section provides a comprehensive overview of the back-
ground and the work done in the proposed research. This
work also discussed Cotton Production, the Cotton Grow-
ing process in Pakistan, and Strategies for increasing cotton
yield; machine learning and predictive analysis on the cotton
production process have also been elaborated. The effects of
the basics of climate change and weather parameters are also
defined briefly.

Crop yields [9] and wheat yields have been modelled with
remarkable success, surpassing traditional statistical meth-
ods. In a study conducted in Australia, machine-learning
approaches were employed to identify increasing episodes
of heat as a primary driver of yield losses. Based on these
findings, the author concludes that machine learning can
facilitate enhanced analysis and the identification of corre-
lations between various predictors and climate conditions,
even under challenging circumstances [10]. Moreover, it can
generate high-resolution data and enable investigations into
the drivers of climate change. Weather conditions are linked
to the prevalence of cotton pests and diseases. Cotton pests
and diseases are more likely to occur during autumn and
winter when temperatures are favorable, humidity is low,
rainfall is scarce, wind speed is low, sunlight duration is long,
and evaporation is low [11]. Moreover, the factors impacting
cotton pests and diseases differ by region. Cotton grown in
different locations may be subject to more complex develop-
mental factors.

Pest and disease incidence in cotton is not solely deter-
mined by climatic variables but also by other factors such
as cotton growth, pest life cycles, and so forth, with climate
playing only a partial role. The model developed by Qing

Xin Xiao took a different approach by excluding the pest
value feature while training various models. In a study con-
ducted by the author [12], it was noted that understanding
the patterns of pest and disease occurrence plays a crucial
role inmodel learning. However, Xiao’s model focused solely
on evaluating meteorological elements and past pest data
without considering the law of pest and disease incidence.
Surprisingly, this model could still train different models
successfully.

On the other hand, in [13] model showed reasonable pre-
dictions across various datasets. However, it was observed
that incorporating historical data on pests and diseases could
significantly enhance the model’s performance, particularly
for Whitefly pests, as evidenced by its higher AUC (Area
under the Curve) score of 0.9257. Therefore, including histor-
ical pest and disease data in the model could greatly improve
its accuracy and effectiveness in predicting pest incidents.
This study aims to identify the most effective model for
crop prediction with the ultimate aim of assisting farmers in
selecting crops based on meteorological conditions and exist-
ing soil nutrients. This study evaluates several well-known
algorithms based on Gini and Entropy, two distinct criteria.
According to the findings, RandomForest delivers the highest
level of accuracy among the three.

In the research [14], a comparison between the DT (deci-
sion tree) model and the SVM (Support vector machine)
models revealed that the SVM model surrenders the cor-
relation coefficient between the actual and forecast cotton
yield of the DT model, as the DT model was much higher.
This was discovered due to the comparison between the
DT model and the SVM (Support vector machine) models.
Furthermore, the RMSE (Root Mean Square Error) value was
discovered to be significantly lower than the value obtained
from SVM estimation. Cotton yield can be predicted with
84% accuracy using the DT model. In a similar study for
wheat production, it was calculated as 91%. Because there
are weak relationships between the data, the model created
with SVM has a very low accuracy. The author discovered
that even with such data, high-accuracy predictions could be
made using DT modeling [15]. Using a DT and SVM model,
the author believes that more precise results can be acquired
by performing a study among Diyarbakir cotton producers
and all adjacent producers.

The impact of climate change on crops, characterized by
an increase in air temperature and alterations in precipita-
tion patterns, has disrupted Brazil’s current crop forecasting
methods [16]. However, the low accuracy of these forecasts
can be attributed to the approach’s failure to account for
climate change. Considering this, modeling techniques such
as machine learning have been proposed as an alternative to
yield forecasting. Agro-meteorological models and machine
learning algorithms have proven reliable in reproducing the
interactions between climatic components and agricultural
yield variability [17]. Machine learning, a technology for data
analysis, seeks to automate the development of analytical

VOLUME 12, 2024 124047



S. T. Haider et al.: Ensemble ML Framework for Cotton Crop Yield Prediction Using Weather Parameters

models. It can potentially make data processing faster, more
efficient, and more precise [18]. Machine learning algorithms
have become the standard approach for predicting agricul-
tural yields. For instance, studies have utilized random forests
for the accurate forecasting of sugarcane yield, RF for the
forecasting of maize yield, and the integration of machine
learning and climatic data in the forecasting of soybean yield
using a satellite in Southern Brazil [19]. However, there is
a lack of research on applying machine learning methods in
predicting cotton production.

This comprehensive review of agricultural yield prediction
models examines the application of machine learning tech-
niques in forecasting crop yields, particularly for cotton and
wheat. The study highlights the successful implementation
of machine learning in surpassing traditional statistical meth-
ods, focusing on identifying climate-related drivers of yield
losses. Notably, various models are compared, emphasizing
the importance of incorporating historical pest and disease
data for enhanced accuracy, and Random Forest emerges as
a leading performer in crop prediction. The research also
underscores the impact of climate change on crop forecasting.
It suggests that machine learning, with its data analysis and
automation capacity, is becoming the standard for predicting
agricultural yields. The investigation extends its contribu-
tions by developing a user-friendly smartphone application,
a GPS-based location identifier for rainfall estimates, and a
program recommending optimal fertilizer application times.
Ultimately, the findings demonstrate that machine learning,
particularly the Decision Treemethod, can achieve high accu-
racy in crop yield predictions, offering valuable insights for
assisting farmers in crop selection based on meteorologi-
cal conditions and soil nutrients. The study addresses the
challenges posed by the increasing number of parallel flow
requests in Data Center Networks (DCNs). The knapsack
model treats link bandwidth as the knapsack capacity and
incoming flows as items, with the PSO algorithm optimizing
which flows to forward first based on their size and value.
This approach is designed to improve performance metrics
such as flow completion time, packet loss rate, and over-
all good put, particularly under conditions of high parallel
flow detection [28] Auto-encoders are particularly advanta-
geous over other models like Restricted BoltzmannMachines
(RBMs) due to their ability to learn more complex data
representations. Unlike RBMs, which are generative mod-
els designed to learn probability distributions, auto-encoders
consist of an encoder and a decoder that facilitate the recon-
struction of input data, making themmore tractable and easier
to train for various applications [29].
The growth of applications and flow demands in Data

Center Networks presents challenges for efficient flow man-
agement. Each flow is defined by size and value, determined
by flow extraction and type of service (ToS) values. Flow
sizes are categorized by ToS decimal values, prioritizing
higher values. Particle Swarm Optimization (PSO) opti-
mizes flow management by addressing dense parallel flow

scenarios, keeping network links below a 70% load. Exper-
imental results demonstrate the method’s superiority for
varied flow sizes [30]. Autoencoders are a pivotal focus in
unsupervised learning, prized for their capacity in feature
learning and dimensionality reduction. This paper offers a
comprehensive survey, beginning with the fundamentals of
conventional autoencoders and their evolution. It categorizes
autoencoders by structure and principle, analyzing various
models and their applications across domains like machine
vision. The study concludes with insights into current lim-
itations and future directions for advancing autoencoder
algorithms [31].

III. PROPOSED CONCEPTUAL MODEL
The proposed ensemble model is called RFXG (Random For-
est Extreme Gradient) Ensemble, in which Random forests
consist of several decision trees. It uses a bagging approach,
which includes partitioning the dataset into parallel homoge-
neous subsets (trees). When constructing each tree, RF uses
a random subset of features and a random training data
sample to develop a predictive model. The initial level
predictions are derived by merging all models/trees and aver-
aging the projected outcomes. The RF method was further
improved by assembling it with the GBM. However, the
values at each split were examined using all variables, and
200, 350, 500, 750, 1,000, and 2,000 trees were used to
test. Figure 1 and 2 shows the working of the proposed
RFXG model.

Alternatively, GBM employs boots instead of bags.
In boosting, model predictions are enhanced by succes-
sively transforming weakly correlated learners (variables)
into well-correlated strong learners. Maximum tree depth
(interaction depth), number of boosting rounds (or trees),
shrinkage, and minimum terminal node size are only some
of the aspects of the GBM method that have been modified.
RFE, or recursive feature elimination, was the method that
was used to determine how important each variable was in
the context of themachine-learning algorithms [20]. The RFE
makes use of a method called backward selection removal
on variables. During this process, a model is fitted using
all variables, and the variables that provide the least rele-
vant information are removed after each iteration. They are
rebuilding the model and sorting each variable according to
its relevance. When applying the RF method to all the data
layers in each model included in the training dataset, the
RFE performed a 10-fold cross-validation. Following that,
the models were sorted according to the normalized RMSE
value.

A. DATA COLLECTION
Considering the significance of the proposed research,
a parametric dataset comprising primarily year, month, tem-
perature, wind, clouds, and cotton output parameters has
been employed for model analysis. Data collection focused
on key parameters such as cotton output, year, and land
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area, resulting in a dataset containing seven columns and
612 rows. These records were sourced from various cities
in Pakistan, as previously discussed in the Cotton Produc-
tion Cities in Pakistan Section 1.5. The Computerized Data
Processing Center, the Pakistan Meteorological Department
(PMD), and the Crop Reporting Service (CRS) collabora-
tively designed the dataset with a reference to cotton output.
The PMD, an autonomous organization based in Islamabad,
Pakistan, is responsible for issuing weather forecasts and
warnings for public safety and providing general meteoro-
logical information. Beyondmeteorology, PMD is engaged in
various activities, including crop yield monitoring, astronom-
ical observations, hydrology studies, astrophysics research,
climate analysis, and exploration of aeronautical engineering
and renewable energy sources across Pakistan. Accessing
PMD’s data for research purposes involved submitting a
signed application from my university supervisor outlining
the research’s purpose and data importance. After review-
ing the application and negotiating terms and conditions,
the PMD granted permission to access their data. Table 1
provides an in-depth dataset description, emphasizing its key
characteristics and parameters.

Numerous weather parameters are independent and are
vital in predicting cotton yield. These parameters signifi-
cantly impact the production of crops, particularly cotton,
because Pakistan has four seasons and, in some areas, cold
weather and, in others, warm weather, so research on cot-
ton using weather parameters is crucial. Suppose we can
determine which factor influences cotton output most so
that we can overcome it, alter the location, or make another
production-related choice. In that case, we can boost our
productionwith the help of research. The descriptive statistics
of data are shown in Table 2.

B. DATA PREPROCESSING
Data preprocessing plays a crucial role in the generalization
performance of supervised algorithms. One significant chal-
lenge is noise removal, often involving eliminating instances
with excessive null feature values and outliers. Dealing with
large datasets often requires selecting representative samples.
Managing missing data is another common problem in data
preparation, where various uncertainties arise from the rea-
sons behind missing values.
Data Profiling: This initial step involves understanding the

dataset’s structure and content, identifying the key attributes,
and assessing data quality.
Data Reduction:Reducing the volume of data by removing

irrelevant or redundant features to streamline analysis without
losing significant information.
Data Enrichment: Enhancing the dataset with additional

relevant information, possibly by integrating external data
sources or creating new derived features.
Data Cleansing: Handling missing values, correcting

errors, and removing duplicates to ensure data accuracy and
consistency.

Data Transformation:Converting data into suitable formats
for analysis, such as normalizing scales or encoding categor-
ical variables.
Data Validation: Verifying the processed data’s accuracy

and completeness to ensure it meets the required quality
standards.

Discretization is essential to reduce the number of contin-
uous feature values, but determining interval boundaries and
arity for numerical values remains challenging. Discretiza-
tion methods can be categorized as unsupervised (ignoring
class labels) or supervised (considering class labels). Unsu-
pervised methods like equal size and equal frequency aim to
simplify feature values without supervision. The process is
shown in Figure 3.

The research examined eight factors, including cotton out-
put, wind speed, month, cloud cover, rainfall, and cotton
cropland area, with three variables having a climate-related
connection. These climate factors influenced cotton produc-
tion; the dependent variable was measured in bales. Rainfall
was recorded in millimeters, temperatures in Celsius, land
area in thousands of hectares, wind speed in knots, and cloud
cover in oktas. The study utilized two unique datasets without
data gaps or duplicates. Still, it adjusted rainfall values below
0.001 millimeters to that threshold for modelling purposes
and indicated this change in the dataset. Additionally, data
from two different departments were merged, encompassing
numerical data spanning from 2005 to 2020, with one dataset
focusing on cotton production and area and the other on
meteorological characteristics.

C. ATTRIBUTE AND FEATURE SELECTION
Attributes and Feature selection is the technique of deleting
as many unnecessary or duplicate features as feasible from a
collection of features, known as subset selection. The feature
selection process is shown in Figure 4. The dimensionality
of the data is reduced as a result, making it possible for
learning algorithms to work in a timelier and more effective
manner. In general, these are the kind of features that are
described as:

• Relevant: These qualities influence the output and can-
not be substituted for others because of their importance.

• Irrelevant: Irrelevant characteristics are characteristics
that have no effect on the result and whose values are
created randomly for each sample.

Redundant: Redundancy arises when one feature can fulfil
the function of another.

FS (Feature Subset) algorithms are divided into two parts:
a selection algorithm that generates proposed subsets of fea-
tures and searches for the optimal subset and an evaluation
algorithm that evaluates how ‘good’ a proposed feature subset
is and returns a measure of its goodness to the selection
process. The selection algorithm is responsible for creating
proposed subsets of features, and the evaluation algorithm
is responsible for finding the optimal subset. On the other
hand, in the absence of an adequate stopping condition, the
FS process has the potential to explore the space of subsets
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FIGURE 1. Proposed RFXG, including data processing and attribute scaling.

FIGURE 2. Proposed RFXG including prediction and evaluation.

exhaustively or endlessly. The criteria for stopping might
include:

(i) If the addition of any characteristic does not result in a
more desirable subset
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TABLE 1. Dataset description obtained from PMD and CRS.

TABLE 2. Descriptive statistics of data.

(ii) Whether or not a subset that is optimum according to
some evaluation function is produced.

In an ideal world, feature selection algorithms would
search through the various subsets of features to find the
contending 2N candidate subsets and then try, based on some

evaluation function, to pick the subset that best meets the
requirements of the problem at hand. This method is com-
prehensive since it searches for the best candidate. Even for
a feature set of a moderate size, it could be difficult and
prohibitively costly to do so (N). Othermethods, such as those
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FIGURE 3. Discretizing process adopted from [21].

FIGURE 4. Feature subset selection.

based on heuristic or random search strategies, try to reduce
computational complexity while maintaining as high a level
of performance as possible.

D. ATTRIBUTE AND FEATURE SCALING
With the construction of the feature set, it was noted that var-
ious features would not contribute evenly to the model fitting

and learning functions, which could result in skewed results.
This was one of the factors that led to the formation of the
feature set. Before the model fitting step of this study, feature-
wise normalization using Min Max Scaling was performed
to solve this possible problem. This was done before the
model fitting step. No of the unit of measurement, a machine
learning algorithm will typically give more weight to higher
values and consider smaller values to have less significance.
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FIGURE 5. Random forests for cotton yield prediction.

This is because conventional approaches do not include any
feature scaling.

The issue of various features and attributes may also be
solved by utilizing Min-Max Normalization to scale these
characteristics [55]. The objective of the min-max normal-
ization is to bring all the numerical values that make up
an attribute with numerical values, represented by v, within
a predetermined range, denoted by [new − minA, new −

maxA]. To acquire the new value v, the following equation
(equation 1) is applied to the value v to receive the converted
value:

v =
v−minA

maxA + minA
(new− maxA − new− minA)

+ new− minA (1)

The term ‘‘normalization’’ most often refers to a specific
instance of the min-max normalization in which the ultimate
interval is [1, 0], but there are exceptions to this rule. that is,
new −minA = 0 and new –minA = 1. When normalizing the
data, it is common practice to use the interval [1, 1].

E. RFXG MODEL-BASED PREDICTION
RFXG model is a hybrid technique consisting of two algo-
rithms named Random Forest and XG-Boost approach. For
themore general tasks of classification and regression, RFXG
is a machine learning approach that performs very well,
can be easily scaled, and is pleasant to users. Specifically,

by combining their strengths, RFXG enhances the prediction
performance of both Random Forest and XG-Boost. It allows
for processing in parallel, which is essential for scalability.
Handles missing data by design and adopts the Scikit-Learn
API for its user-friendliness. Maintains compatibility with
scikit-learn pipelines and model selection tools by adhering
to the norms established by scikit-learn.

The RF is based on correlation analysis between the
monthly metrology spectral variables and the yearly yield to
predict initial level factors that had the greatest impact on
yield (see, Figure 6). Here, NDVI is the Normalized Differ-
ence Vegetation Index, SPI is the Standardized precipitation
index, VCI is the Vegetation condition index, GDD is the
Growing degree days, and LST is the Local standard time.

The primary objective of this work was to develop initial
level yield estimate models for cotton based on Random
Forest (RF)-based modelling inside the R environment with
the help of the R package for random Forest. The pro-
posed RF comprises several classification and regression
trees (CARTs) that are combined to provide accurate results
and prevent the model from being overfitting. Both char-
acteristics are significant in the Mtry and Ntree. Mtry is the
point at which the number of variables that need to be picked
and divided at each node equals that number, and Ntree is
the number of trees that will be planted randomly. A default
selection of 500 trees was made; however, the size of the
Ntree may be increased to any extent conceivable since it
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does not overfit the model. In most cases, the Mtry value for
regression will be calculated by dividing the total number of
observations by three. However, key functionality has been
elaborated in the subsequent sections.

• Normalized Difference Vegetation Index (NDVI) and
Vegetation Citation Index (VCI)

The Landsat Normalized Difference Vegetation Index
(NDVI) is a tool for quantifying vegetation greenness and
assessing changes in plant health. The Vegetation Condition
Index (VCI) evaluates the current NDVI concerning the range
of values seen during the same period in preceding years.
The VCI, presented in percentages, provides a sense of where
the observed value falls about the extreme values (minimum
and maximum) from prior years. Lower and higher numbers
represent poor and good vegetative state conditions.

• Standardized precipitation index (SPI)
The SPI has seen considerable usage as a probability indi-

cator that generally identifies the scenario of extreme dryness
and wetness. It has been used across the world to describe
weather conditions of drought. The SPI is usually calculated
after a substantial amount of time has passed in a particu-
lar area. It was discovered that the gamma distribution was
extremely appropriate for the SPI precipitation. One would
require long-term precipitation data to calculate SPI in a
perfect world. This study determined the SPI using CHIRPS
from 1981 to 2017 (at 0.05◦ precision). The average amount
of precipitation falling throughout the growing season was
calculated for five districts. Because using a formula to calcu-
late SPI is not a realistic option, an SPEI package constructed
in the R environment was used to do the computation [56].
The SPI for one month has been computed, and its results
have been included in the model. Since the 1-month SPI is
a short-term indicator that reflects the crop moisture index
over the whole crop growth season, its primary purpose is to
investigate crop stress and soil moisture levels.

• Growing degree days (GDD)
Increasing degree days, known as GDD, are frequently

referred to as heat units. GDD is a measurement that tracks
the accumulation of heat units as the crop progresses through
its many phenological stages. The flower opens its petals,
and the crop matures at this significant unit. The GDD varies
depending on the crop. To calculate GDD, the ECMWF
provided the lowest and maximum temperatures for each day
in NETCDF format (European Center for Medium Weather
Forecast) [22].

Alternatively, at the final level, Gradient tree boosting
(GTB) has achieved an accurate result in several conventional
regression and classification methods. This has been the case
in several instances. A regression tree comprises a selected
scaled feature one after the other. When applied to a data
point, the feature values determine the outcome value, which
is determined by the scaled features. Regression trees are built
using training data to locate the best possible prediction. The
obtained ensemble trees are a family of K regression trees in
which the end prediction is the total of the predictions made
by the individual trees. The optimal tree ensemble is found

by XG boost by repeatedly adding new trees to the existing
ensemble in such a way as to maximize the prediction per-
formance of the trees already present in the ensemble as well
as the performance of the new tree that is being added. The
training data is used to discover the optimal tree ensemble.
This is called the ‘‘enhanced’’ version of the traditional XG
boost. The functionality of enhanced XG boost is expected
to significantly improve over traditional XG boost. It carries
out this procedure iteratively until the residuals have been
reduced to the utmost degree [23]. Therefore, the gradients
of the performance assessment functions are employed in
building the new tree to identify the ideal prediction.

IV. EXPERIMENTAL RESULTS
This section presents experimental findings, comparisons,
and analyses within the conceptual framework. It assesses
the growth phases of cotton plants. It examines the impact
of factors such as rainfall, wind, and insect attacks based
on field observations and experiments conducted on cotton
fields. The results of these experiments and comparisons
show that the proposed conceptual framework’s performance
is comparable to existing approaches. Multiple experiments
use diverse datasets to evaluate the suggested framework’s
effectiveness.

A. PERFORMANCE EVALUATION
The selection of evaluationmetrics is contingent on the nature
of the issue at hand and the metrics that work well for that
problem type. After training the model using the disclosed
dataset, we will assess our approach using the test dataset.
For the validation of models, hidden values that were not used
during training are provided.

1) ROOT MEAN SQUARED ERROR (RMSE)
The root-mean-square error, or RMSE, is a loss function often
used in regression applications.

RMSE =

√
1
n

∑n

i=1
(yi− y˜i)2 (2)

2) MEAN SQUARED ERROR (MSE)
Finding the squared difference between the actual value and
the projected value is what is meant by the term ‘‘mean
squared error.’’ It is the square of the difference between the
observed and predicted values.

MSE =
1
n

∑
(yi− y˜i) 2 (3)

3) MEAN ABSOLUTE ERROR (MAE)
The mean absolute error measures errors in paired observa-
tions of the same phenomenon (MAE). The mean absolute
error (MAE) is the sum of all absolute errors divided by the
number of samples.

MAE =
1
n

∑
(yi− x˜i) (4)
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4) MEAN ABSOLUTE PERCENTAGE ERROR (MAPE)
The mean absolute % error (MAPE), or the mean absolute
percentage deviation, is a metric that evaluates how well a
forecasting approach predicts future outcomes. Another name
for the MAPE is the mean absolute percentage deviation
(MAPD).

MAPE =
100%
n

∑
(yi− y˜i) /yi (5)

B. BASELINE MODELS
The baseline approaches used for comparisons are given
below:

• SVM [24]: A machine learning-based data pipeline
accurately predicts cotton breeding field yields from
aerial photos, achieving an RMSE of 0.29 compared to
ground truth counts.

• RF [25]: Machine learning models effectively predict
within-field cotton lint output at critical development
phases using publicly available data, with RMSE at 0.63.

• DCNN [26]: a modified DCNN model that outperforms
Seg-Net, SVM, and RF in predicting cotton yield from
aerial images.

• ANN [27]: The model combines various data, including
precipitation, heat units, and vegetation indices, to fore-
cast cotton production four months in advance with an
RMSE of 0.52, showing potential for yield prediction in
data-limited regions.

C. RESULTS
A training dataset and a testing dataset were created from
the available data. Approximately 70% of the datasets were
used to train the model, and the remaining 30% of the
datasets, which were not utilized to train the model, were
used for validation. Utilizing the variable significance graph
from RF, the most influential factors on cotton yield were
chosen, and the least influential ones were eliminated. The
decision was made based on the percentage increase in
the value of the mean square error of predicted outcomes
of variables being permuted, as well as the loss of node
purity for a particular variable across all trees, represented
as Inc-Node-Purity. The model would be more accurate and
quicker in predicting outcomes if the most influential fac-
tors were appropriately selected. In conjunction with internal
cross-validation, recursive feature elimination (RFE) was
used to minimize the number of variables. The selected
set of variables was employed in developing the RF-based
model for estimating cotton yield based on the predictor
variable significance graph created from the data. The cre-
ated models were checked for accuracy using the left-behind
data.

1) INDIVIDUAL MODELS EVALUATION
This section discusses the performance of the existing cot-
ton prediction models on prescribed datasets. The results of
actual prediction that has already been identified by field

AARI, WMO and Food and Agriculture Organization (FAO)
have been compared with the prediction of existing models
and are elaborated in the below subsections.

Figure 6 shows a considerable disparity between the antic-
ipated output of the model and the actual output, thereby
inferring that the model’s prognostication on measurement
accuracy is subpar. It is noteworthy that decision tree regres-
sion models tend to overfit when dealing with datasets
featuring many features; hence, in the present scenario, the
data spans sixteen years, and the decision tree model fails
to provide an accurate outcome. Notably, the pliability of
the decision tree method renders its outcomes far supe-
rior to those obtained via linear regression. The researchers
meticulously assessed various factors, including air tem-
perature, precipitation, and evapotranspiration, among other
variables. During their investigation, they employed a range
of diverse algorithms; nevertheless, the decision tree model
yielded an 8.2 RMSE, indicative of a relatively low degree of
accuracy.

Determining a dependent variable’s value can be achieved
using a statistical technique called linear regression. This
method considers the relationship between the above depen-
dent and independent variables. The correlation between two
variables can be established using linear regression. It is a
modelling approach that forecasts the dependent variable’s
value based on one or more independent variables. The
present study used multiple independent variables to predict
favorable outcomes. However, as indicated by Figure 7, there
exists a disparity between the actual and predicted values,
thereby highlighting the limited efficacy of linear regres-
sion in accurately forecasting outcomes. The model’s root
mean squared error was calculated to be 9.71, while the
mean squared error was 94.28. The inflexibility of linear
regression can lead to underfitting, which may contribute to
the elevated error score. These findings are elaborated upon
in Figure 7.
Choice trees and linear regression models demonstrate

superior accuracy by minimizing the disparity between
expected and actual outputs. Random forests, while capable
of managing large datasets and providing reliable, easily
interpretable forecasts, outperform decision tree method-
ologies regarding outcome perception. This robustness in
random forests stems from its ability to determine outcomes
by calculating the average of predictions from multiple deci-
sion trees, with potential accuracy improvements achievable
by increasing the number of trees. Although it demonstrates
a root mean squared error of 0.66 and a mean squared error
of 0.43, a random forest analysis study yielded a notably
higher RMSE of 10.2 with fewer variables and 4.2 when
examining Brazilian air temperature, precipitation, and evap-
otranspiration. The introduction of supplementary variables
and the bagging approach notably enhanced the model’s
effectiveness.

XGB uses criteria like maximum tree depth to improve.
XGB Boosting improves accuracy. Once each model is fitted,
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FIGURE 6. Percentage comparison of actual and forecast production using decision tree.

FIGURE 7. Percentage comparison of actual and forecast production using regression.

it is added to the ensemble and attempts to correct the pre-
dictions of the previous model. Ensemble learning combines
numerous purpose-built weak learners to create a strong
learner. Noise, variance, and bias are the three forms of
errors that are likely to occur most often in learning models.
The ensemble techniques used in machine learning lessen
the influence of these error-causing factors, contributing to
the accuracy and stability of the machine learning (ML)
algorithms. After automatically attempting various parameter
combinations, I use cross-validation to choose the best choice
to go on to the next step. This takes a longer process, resulting

in an accuracy of 0.07 on the tested sample (MSE). In XGB,
weight is an extremely essential factor. The temperature, wind
speed, cloud cover, and rainfall are the four independent
variables that have weights given to them before input into the
decision tree that forecasts the outcomes. The XGB model,
which has an RMSE of 0.27 and an MSE of 0.07, achieves
the greatest results across all climatic factors, as shown in
Figure 9.

Compared to other models, an efficient one will be able to
makemore accurate predictions of the testing data and, hence,
will be the one that is ultimately implemented effectively.
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FIGURE 8. Percentage comparison of actual and forecast production using random forest.

Figure 10 shows the performance of the proposed RFXGwith
the observed data. The yearly prediction and its numerical
values depicted the performance of the proposed work on the
same dataset as tremendous.

2) PROPOSED MODEL RESULTS OF FIVE DIFFERENT CITIES
Accurately monitoring and assessing crop yields is of utmost
significance for various cities in Pakistan. This critical
task holds tremendous importance because crop yield, par-
ticularly cotton, is the most influential agricultural factor
for sustainable development. Determining crop yield holds
immense value in formulating policies that cater to the
nation’s economic interests. Consequently, evaluating the
potential crop yields at an early stage becomes essential for
making informed agricultural decisions and directly impacts
the financial outcomes for farmers. Figure 11 presents
the recorded outcomes for five cities that have consis-
tently produced substantial cotton yields over 15 years,
from 2005 to 2019.

D. COMPARISON OF RFXG WITH BASELINES
APPROACHES
The indices of the proposed RFXG approach and the baseline
method are shown in Table 3. It has been shown that the
RFXG is an innovative model that yields very good outcomes
compared to the approaches used in the baselines. The base-
line approaches are:

The random forest technique combines the outputs of mul-
tiple decision trees to arrive at a final prediction, which helps
to increase the accuracy of the forecast. Adjusting the training
data is yet another technique that can be used to enhance
the trained models. In ensemble-based approaches, each

TABLE 3. Comparisons of proposed RFXG with baselines approaches.

consecutive model strives to rectify the predictions provided
by the previousmodel. This iterative process helps to improve
the accuracy of the model over time. Machine learning mod-
els are susceptible to errors caused by noise, volatility, and
bias. Ensemble-based approaches effectively mitigate these
errors by aggregating the predictions of multiple models,
thereby reducing the variance of the model and improv-
ing its reliability. In summary, the proposed ensemble-based
RFXG model is a powerful tool that can help to improve
the accuracy and reliability of machine learning models used
in various applications. Random Forest Extreme Gradient
Boosting (RFXG) combines the strengths of Random Forests
and gradient boosting, offering a robust approach to feature
selection and model performance. Random Forests excel in
feature selection by evaluating feature importance across
numerous trees, thereby reducing overfitting and enhancing
generalization. This robustness is enhanced by optimization
that adapts to the needs of each iteration, leading to optimal
use of the. The flexibility of the function allows RFXG to
continuously improve useful features, even in the presence of
high-dimensional or noisy data. In contrast, XGBoost builds
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FIGURE 9. Percentage comparison of actual and forecast production using random forest.

FIGURE 10. Percentage comparison of actual and forecast production using RXFG.

trees sequentially, which can sometimes be less effective in
identifying and leveraging relevant features due to its sin-
gle tree-building approach. While XGBoost provides feature
importance metrics through gain, cover, and frequency, these
metrics may not capture the holistic importance of features

as effectively as RFXG’s ensemble method. RFXG’s ability
to combine robust feature selection with iterative refinement
results in superior model performance and generalization.
This makes RFXG particularly advantageous in scenarios
with complex feature interactions and noisy datasets, offering
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FIGURE 11. Percentage comparison of proposed techniques of multiple cities.

a more balanced and effective approach compared to tradi-
tional XGBoost.

V. CONCLUSION
The study underscores the critical importance of employ-
ing machine learning techniques for accurate and timely
predictions of cotton production, benefiting farmers, policy-
makers, and various stakeholders in the cotton production
process. For farmers, precise yield projections inform plant-
ing, harvesting, marketing, and risk management decisions.
Policymakers can make informed choices regarding agri-
cultural policies and regional interventions, while textile
manufacturers and consumers benefit from better planning
and product availability. The research introduces an innova-
tive RFXG model, informed by extensive weather parameter
analysis and field observations, demonstrating its superiority
to existing methods. The study’s focus on Pakistan’s diverse
climate underscores the model’s significance. The subse-
quent chapters detail the model’s conceptual framework, data
processing phases, and experimental results, showcasing its
outperformance of traditional methods. Combining random
forest and XGBoost models through the ensemble based
RFXG model offers speed, efficiency, and enhanced accu-
racy by leveraging techniques like bagging, stacking, and
boosting. Through iterative model refinement, this approach
effectively mitigates noise, volatility, and bias, making the
proposed ensemble-based RFXG model a powerful tool for
improving the precision and reliability of machine-learning
models across various applications.

The implementation of advanced predictive models like
RFXG can significantly enhance cotton production prac-
tices and policy-making in Pakistan. The model’s ability to

provide accurate and reliable yield predictions empowers
both policymakers and farmers to make more informed, data-
driven decisions. This leads to improved resource allocation,
(ensuring that areas with higher predicted yields receive the
necessary support to maximize output) risk management,
financial planning, and market strategies, ultimately enhanc-
ing productivity, sustainability, and economic outcomes in the
agricultural sector.

In future work, a vast array of alternative methods can
be explored for improvement, including the application
of suggested approaches to daily weather factors used in
forecasting and weather-related health issues. Investigating
scalability solutions to adapt RFXG for big data applications.
This includes exploring cloud-based platforms, distributed
machine learning frameworks, and incremental learning
techniques to handle large-scale data more effectively Imple-
menting automated hyper parameter tuning methods such as
Bayesian optimization, genetic algorithms, or reinforcement
learning to streamline the process and find optimal configura-
tionsmore efficiently. it is anticipated that future researchwill
increasingly consider the influence of various meteorological
indices such as soil temperature, CO2 levels, humidity, radi-
ation levels, and more. Additionally, factors like soil quality,
irrigation practices, and pest management could improve the
robustness of the predictive model. which are likely to have a
more pronounced impact on the outcomes.
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