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ABSTRACT The purpose of this paper is to classify from an unstained image whether it is available for
examination or not, and to exceed the accuracy of visual classification by specialist physicians by machine
learning. Currently, Vision Transformer(ViT) andMetaFormer based PoolFormer have shown high accuracy
in the image classification task. However, the pancreatic tissue fragment is a part of the image and has a
complex shape, so the Vision Transformer, which processes the entire image, and the PoolFormer, which
uses localized but fixed Convolution and Pooling, cannot classify it well. To address the problem, we require
localized and image-specific feature extraction depending on the shape of a target. Therefore, we propose
DeformableFormer, which enables local and dynamic feature extraction depending on the shape of the
classification target in each image. To evaluate our method, we classify two categories of pancreatic tissue
fragments; available and unavailable for examination. We demonstrated that our method outperformed the
accuracy by specialist physicians and conventional methods such as ViT, Poolformer and the method using
contrastive learning.

INDEX TERMS Deformable convolution, image classification, MetaFormer.

I. INTRODUCTION
Currently, Endoscopic Ultrasound-Fine Needle Aspiration
(EUS-FNA) is used to examine pancreatic cancer. It is an
examination using EUS to insert a thin needle into the
tumor and collect pancreatic tissue fragments. Then collected
pancreatic tissue fragments are then stained to classify
whether they are pancreatic cancer. However, staining and
visual inspection are time consuming. After staining, if it
is determined that the pancreatic tissue fragment cannot be
examined because it has not been acquired sufficiently, the
acquisition must be done on the other day. This is a big
problem that increases the burden on the patient. Therefore,
it is desirable to be able to classify them in the state before
staining, but it is difficult even for medical specialists to
classify them whether pancreatic tissue fragments have been
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acquired sufficiently before staining or not. Therefore, the
objective of this study is to exceed the classification accuracy
of medical specialists using machine learning on before
staining images.

In recent years, Transformer [4], [5], [21], [27] has
shown high accuracy in computer vision. Since Vision
Transformer (ViT) [6] which uses a simple Transformer for
image classification was introduced, various models [19],
[26], [33] have been developed to achieve higher accuracy
in image classification [24], [28], object detection [10],
[18], [22], [23], image generation [11], [13], [20], and
various other tasks [29], [30]. MetaFormer [31], a model
that generalizes ViT [8], has been proposed. The reason
why Transformer-based methods achieved high accuracy has
been attributed to mix the information among tokens called
TokenMixer as shown in Fig 1. However, the PoolFormer [31]
which changed the TokenMixer part to Pooling and
MLP-Mixer [25] which changed the TokenMixer part to
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FIGURE 1. (a)MetaFormer [31]: A model that generalizes Vision Transformer [8]. (b) Vision Transformer [8]: Token Mixing part is replaced by
Attention. (c) MLP-Mixer [25]: Token Mixing part is replaced by MLP. (d) PoolFormer: Token Mixing is replaced by Pooling. (e) The proposed
DeformableFormer: The Token Mixing part is replaced by Deformable Convolution [7].

FIGURE 2. Example images of pancreatic tissue fragments used in this
study.

MLP showed the similar performance. This suggests that the
Transformer structure itself, not the TokenMixer part, was
responsible for the performance.

As shown in Fig 2, the images used in this study have many
background areas and blood portions that are other than the
pancreatic tissue fragment which is the classification target.
In addition, the shape of the pancreatic tissue fragments

to be classified varies in each image and is complex.
When we use ViT [8] for this classification problem, there
is the problem that extra areas such as the background
and blood are affected, and the accuracy of ViT is not
so high because ViT uses attention over entire image.
In addition, when we use Poolformer [31], a fixed kernel
size does not extract good features due to complex shapes
of pancreatic tissue fragments while we extract local features
by local average pooling. Therefore, we need to extract
features effectively from pancreatic tissue fragments which
are different size and complex shape. To extract features
well, we propose DeformableFormer which incorporates
Deformable Convolution [7] into MetaFormer [31]. This
enables the successful learning of the pancreatic tissue
fragment to be classified. We realize the classification of
before staining images which has been difficult even for
medical specialists.

To validate the proposed method, we perform an image
classification of two classes of pancreatic tissue fragments;
available and unavailable for examination. When we com-
pared our method with the accuracy of a medical specialist,
the proposed method was improved 5.20% for the accuracy
rate, 2.25% for the precision rate, 4.13% for the recall
rate, and 10.72% for the specificity rate. Furthermore, our
method outperformed comparison methods such as ViT [8],
PoolFormer [31], Resnet [15], and Contrastive Learning
based method [14].
Our contributions are as follows:

• Dynamic and localized feature extraction which is
appropriate for pancreatic tissue fragment images.
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• Pre-stained images were used instead of post-stained
images, and classification accuracy was improved even
in this condition. Therefore, when our method will be
used in real world, it can save time for staining and
provide inspection support.

• Existingmethods could not outperform the classification
accuracy of visual inspection by specialists in the
unavailable class for examination. On the other hand,
our proposedmethod could outperform the classification
accuracy of visual inspection by specialists in the
unavailable class for examination.

The structure of this paper is as follows. Section II
describes the details of the proposed method. We show
experimental results in Section III. Finally, conclusion and
future works are described in Section IV.

II. RELATED WORKS
The previous study [16] using Contrastive Learning used
pancreatic tissue fragment images after staining. However,
despite the use of post-stained images, the classification
accuracy of the unavailable class has not improved compared
to the classification accuracy of the medical specialist.
Therefore, in this study, we use a Transformer-based method
instead of Contrastive Learning. By doing so, we aim to
improve the accuracy by using only pre-stained images
instead of post-stained pancreatic tissue fragment images.

This study is an image classification study, so the ViT [8]
could be used. This method decomposes images into patches
and treats them like words, and learns which patches are
important based on the relationship between each patch
through attention. Therefore, ViT learns global information
because it use attention over an entire image. However,
as shown in Fig 2, the pancreatic tissue fragment to be
classified is only a part of the entire image. Therefore, even
if the image is decomposed into patches and the relationship
between all patches is learned, it would be difficult to classify
the pancreatic tissue fragments that are the classification
target because there are too many patches that include
background and blood. In other words, local information also
needs to be learned.

As shown in Fig 1, MetaFormer [31] is a general
architecture that does not specify a Token Mixer and uses
the same other configuration as the ViT. Token Mixer is the
‘‘Attention’’ part of ViT, whichmixes tokens. First, the input x
is processed by an input embedding like the patch embedding
in ViT, as in the following equation (1).

X = InputEmb(x) (1)

where x is the input image. The embedded token X is then
fed into a MetaFormer block that contains two remaining
sub-blocks that are repeated. The first sub-block contains a
Token Mixer to convey information between tokens. This
subblock can be represented as in the following equation (2).

Y = TokenMixer(Norm(X )) + X (2)

where Norm() is the normalization such as Layer Normaliza-
tion [1], and TokenMixer() indicates a module that mainly
mixes token information. Finally, the second sub-block
consists of a two-layer MLP with mainly nonlinear activation
as shown in the following equation (3).

Z = ChannelMLP(Norm(Y )) + Y (3)

Therefore, Metaformer [31] is a generalized model of ViT,
and high accuracy was achieved for general image classifi-
cation problem. Thus, we consider that better classification
accuracy than specialist physicians should be obtained by
using effective Token Mixer for pancreatic tissue fragments
while maintaining the structure of the MetaFormer.

Local processing is considered important in this study
because of the small size of the pancreatic tissue fragments
to be classified. Therefore, PoolFormer is capable of local
processing by average pooling. PoolFormer [31] is a simple
Average Pooling version of Metaformer’s Token Mixer
shown in Fig 1. In average pooling, features are extracted
by sliding a fixed kernel size from the upper left to the
lower right of the image. Therefore, unlike ViT, it is possible
to learn local features. However, as shown in Fig 2, the
pancreatic tissue fragments to be classified have complex
shapes, so it is considered that the fixed kernel size cannot
extract good features for classification. Therefore, local
feature extraction alone is not sufficient, and dynamic feature
extraction depending on on the shape of target in each image
is required. In this paper, we propose DeformableFormer [16]
to extract effective features for classification from pancreatic
tissue fragments of small and complex shape.

III. PROPOSED METHOD
As shown in section II, the first problem is that methods using
the processing over the entire image such as ViT [8], are
unable to successfully extract features from pancreatic tissue
fragments, which are only a part of the image. The second
problem is that methods based on local feature extractionwith
a fixed kernel size such as PoolFormer [31] cannot extract
features from pancreatic tissue fragments with complex
shape. To address the above two problems, we require
localized and image-specific feature extraction depending on
the shape of a target. Therefore, the proposed method focuses
on Deformable Convolution to change the receptive field
according to the scale and shape of the classification target
in each image. Since the accuracy of image classification of
Metaformer is higher than conventional CNN, we propose
the DeformableFormer that we use Deformable convolution
as a token mixer in Metaformer in order to extract suitable
features for classifying pancreatic tissue fragment images.
The details of the DeformableFormer are presented in
Sections III-A and III-B.

A. DEFORMABLEFORMER
The architecture of the proposed DeformableFormer is shown
in Fig 3. In addition, Table 1 summarizes the image size,
patch size, number of channels, kernel size, MLP Ratio, and
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FIGURE 3. (a) Architecture of the DeformableFormer. (b) Architecture of Deformable Convolution [7] in the Token Mixing of DeformableFormer Block.

TABLE 1. Details of DeformableFormer architecture.

number of blocks at each stage in DeformableFormer. From
Fig 3 and Table 1, DeformableFormer has a hierarchical
structure in which the image size decreases from input to
output, similar to CNN [9].We use group normalization in the
normalization layer. DeformableFormer first decomposes the
image into patches and performs Deformable Convolution [7]
in the DeformableFormer Block at each stage. By using
Deformable Convolution [7] as a Token Mixer, it is expected
that we can extract features according to the location and
shape of a target. We believe that this allows for more
localized and dynamic feature extraction, and thus allows for

successful learning and classification of even small objects
such as pancreatic tissue fragments.

B. DETAILS OF DEFORMABLEFORMER BLOCK
DeformableFormer Block is based on the MetaFormer [31]
which is a generalized version of the ViT [8], and performs
Deformable Convolution [7] in a Token Mixer to extract
features according to the shape of a target. Deformable
Convolution in Token Mixer is shown in Equation (4).

y(p0) =

∑
pn∈R

ω(pn) · x(p0 + pn + 1pn) (4)

where x denotes the function to extract pixel values from the
coordinate positions. p0 denotes the pixel that is the center
of the kernel in the input image. The pn denotes the relative
position where the kernel is convolved with respect to the
input image. Therefore, from Figure 3 and Equation (4), the
pixel for convolution is changed dynamically using offset
Deltap with respect to the input feature. This allows the
input data to be cut out irregularly. Therefore, the convolution
position is x(p0 + pn + 1pn) because it is obtained from
the input image. The inner product of the cropped data
and the weight ω of convolution is taken. This enables
convolution according to the classification target. Therefore,
Deformable Convolution uses an additional convolution layer
to compute the offset field. This offset field is used to
add deformations to the standard filter. Therefore, additional
convolution operations are required, which increases the
computational complexity. However, the effectiveness of
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TABLE 2. Details of the images in the dataset.

FIGURE 4. (a) The number of available images for examination is
increased by a factor of two: the original image and the cropped image.
(b) The number of unavailable images for examination is increased by a
factor of nine: the original image and the cropped image, in addition, the
inverted image and the image rotated by 90 degrees.

Deformable Convolution is that, unlike standard fixed-size
convolution kernels, it can adaptively extract features for
different parts of the image.

IV. EXPERIMENTS
A. IMPLEMENTATION DETAILS AND EVALUATION
METHODS
We use a pancreatic tissue fragment dataset provided by
Nagoya University Graduate School of Medicine. The
dataset consists of images before staining. We have two
classes; 145 images available for examination and 28 images
unavailable for examination. The image datasets used in this
paper are the images of actual pancreatic disease patients,
taken by a specialist physician. Therefore, we believe that
the validation can be performed in a situation close to
the real environment. Since this is an imbalanced dataset
(especially, the number samples in unavailable class is small),
the number of images is increased by data augmentation. Data
augmentation for training images in two classes is shown
in Fig 4. By data augmentation shown in the Figure, the
number of available images for examination is increased by

a factor of two: the original image and the cropped image.
The number of images that are not available for examination
is increased by a factor of nine: the original image and the
cropped image, in addition, the inverted image and the image
rotated by 90 degrees.

We used cross validation because of the small number of
images. All images are divided into 28 sets, and 27 sets are
used for training and remaining 1 set is used for evaluation.
Thus, 28-fold cross-validation is used, in which one test data
is shifted and we trained a model 28 times. The reason for
using 28 sets is that there are only 28 unavailable images
for examination, so one unavailable image for examination is
always included in the test, and the remaining 27 images are
used for training to make the learning process more efficient.
In addition, since the pixel size of the original image is
4608× 3456 pixels, the original image is too big to compute
with GPU. Thus, the resized images of 1600 × 1600 pixels
are used. This experiment was conducted with a batch size
of 5, an epoch of 50, and a learning rate of 0.001. Table 2
summarizes the image details of the data sets presented
above.

Because this experiment is a binary classification of
available and unavailable for examination, a confusionmatrix
is used. A confusion matrix is a table that summarizes
the classification results and is used as a measure of the
performance of binary classification. We use four evaluation
measures computed from a confusion matrix; accuracy rate,
precision rate, recall rate, and specificity rate.

Accuracy rate is a measure of how well the overall
prediction result matches the true value. The higher value is
better. Therefore, the accuracy rate indicates the classification
accuracy of two classes; available and unavailable for
examination. The formula is shown in Equation (5).

Accuracy = (TP+ TN )/(TP+ FP+ FN + TN ) (5)

where TP is true positive, TN is true negative, FP is
false positive and FN is false negative. In this experiment,
positive class means available class and negative class means
unavailable class.

Precision rate indicates the percentage of true positive in
samples predicted as positive. Therefore, the precision rate
indicates the accuracy of available images for examination.
If there are many false positives, precision rate decreases. The
formula is shown in Equation (6).

Precision = TP/(TP+ FP) (6)

Recall rate is the percentage of true positive in positive
samples. Therefore, the recall rate also indicates the accuracy
of available images for examination. If there are false
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FIGURE 5. Images misclassified by the proposed method. (a) 10 images misclassified by our method in
available class. (b) 10 images misclassified by our method in unavailable class.

TABLE 3. Confusion matrices by medical specialties, existing methods,
and the proposed method. Available means images that are available for
examination, and Unavailable means images that are not available for
examination. The number means the number of images classified.

negatives, recall rate decreases. The formula is shown in
Equation (7).

Recall = TP/(TP+ FN ) (7)

Specificity rate is the percentage of true negative in
unavailable images for examination. In other words, the
specificity rate indicates whether unavailable class for
examination is correctly classified. If unavailable images for
examination are mis-classified as positive, then pancreatic
tissue fragment cannot be examined after staining, and
acquisition of tissue fragment must be done again on the
other day. Since this is the worse case, our primary goal is to
improve the value of specificity rate. The formula is shown
in Equation (8).

Specificity = TN/(FP+ TN ) (8)

In this experiment, it is difficult to classify whether a
pancreatic tissue fragment is available or unavailable for
examination when the amount of tissue fragment is small.
In particular, it was very difficult even for medical specialists
to classify the unavailable samples for examination before
staining images.

B. COMPARISON RESULTS
This section shows comparison results with medical
specialists and conventional methods. Note that ground truth
of each image is the classification result based on post-
staining inspection. The accuracy of the specialist is the
classification result based on visual inspection of the pre-
stained images. Thus, the accuracy of human specialist
is different from ground truth. We used two conventional
methods; Resnet34 [15] used in [12], the method using
contrastive learning [12] that brings the features between
pre-stained images and post-stained images with the same
class closer. We also evaluated MetaFormer(Attention) [31]
and PoolFormer [31] which are related methods to
our method. In addition, a comparison was made with
ConvFormer [32] and CAFormer [32], the latest methods
that utilize the MetaFormer structure. The Loss for each
method in this experiment uses Cross-entropy Loss with class
balancing weights [2] for imbalanced data. The class Weight
of the images available for examination is w0 and the class

122508 VOLUME 12, 2024



T. Kurami et al.: Classification of the Presence or Absence of Pancreatic Tissue Fragments

TABLE 4. Accuracy at four evaluation measures. Increase Rate is the degree of increase compared to the accuracy of medical specialists. Bold letters
indicate the best accuracy in all methods.

TABLE 5. Result of ablation study w/o ‘‘Deformable’’. Accuracy at four evaluation measures. Increase Rate is the degree of increase compared to the
accuracy of MetaFormer using simple convolution.

TABLE 6. our: DeformableFormer using only pancreatic tissue fragment images without pre-trained models. PoolFormer: A method that uses only
pancreatic tissue fragment images for training without prior training with ImageNet. Pre-Train (overall): A method that updates the entire model using
PoolFormer pre-trained in ImageNet. Pre-Train (final layer only): A method in which only the output layer is updated using PoolFormer pre-trained in
ImageNet and the rest of the layers are fixed.

Weight of the images unavailable for examination is w1 in
the following equation.

w0 = ((n0 + n1)/2)/n0 (9)

w1 = ((n0 + n1)/2)/n1 (10)

where n0 is the 145 images available for examination and n1
is the 28 images unavailable for examination.

Table 3 shows the confusion matrices of each method.
Available in Table indicates available images for exam-
ination, and Unavailable means unavailable images for
examination. The number in the Table indicates the number of
images classified. From Table 3, we see that the conventional
methods using contrastive learning [12], MetaFormer using
Attention [31], PoolFormer [31] and ConvFormer [32]
increased the accuracy of positive class compared to the
specialists. Conversely, the number of images that could
be correctly classified as unavailable for examination has
not increased. It is also clear that the latest method,
CAFormer [32], is biased toward unavailable for examination
classification and does not classify well. In contrast, the
proposed method increased in the number of correctly
classified images in both available and unavailable for
examination. Therefore, we believe that our method can
extract good features from pancreatic tissue fragments of
small and complex shape.

Table 4 shows the accuracy at four evaluation measures.
Accuracy shows the accuracy of each of four evaluation

measures, and Increase Rate shows the rate of increase in
the accuracy of each method compared to the accuracy of
the medical specialist. In addition, bold letters indicate the
best accuracy.

Table 4 shows that the method using contrastive learn-
ing [12] improved the accuracy in the three evaluation
measures in comparison with medical specialist. However,
the accuracy of the specificity rate were not improved.
This indicates that the method using constrastive learn-
ing [12] is not able to classify unavailable images for
examination well. In addition, MetaFormer(Attention) [31]
and PoolFormer [31] improved the accuracy in two evaluation
measures in comparison with medical specialist, but pecision
rate and specificity rate decreased. Because the contrastive
learning based method [12] and PoolFormer [31] perform
feature extraction at a fixed size such as convolution and
pooling, we considered that the accuracy is reduced when
the amount of pancreatic tissue fragments to be classified
is small. Similarly, the MetaFormer(Attention) [31] uses
global attention over the entire image, we considered that
the accuracy decreased when the amount of pancreatic tissue
fragments to be classified is small because the features can
not be extracted well. ConvFormer [32] and CAFormer [32],
the newest methods in the MetaFormer structure, also
showed reduced classification accuracy. ConvFormer [32]
uses Depthwise Separable Convolution to extract features
with a defined size, similar to Poolformer. Therefore, as with
PoolFormer, it can classify with accuracy not much different
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from that of specialists in the available for examination
class, but it cannot classify well in the unavailable class
for examination. CAFormer [32] uses Attention in the
latter block. It can be considered that the global feature
extraction with this was not suitable for the pancreatic
tissue fragment images and therefore could not classify them
correctly.

In contrast, the proposed method improved the accuracy
at all four evaluation measures in comparison with medical
specialists. Therefore, the proposed method shows overall
higher performance than other methods. In particular, the
best specificity rate by our method demonstrated that it
is highly effective for classifying images that are not
available for examination, which is the primary goal of the
study.

In addition, the images misclassified by the proposed
method are shown in Fig 5. Figure 5(a) are the 10 images
misclassified by the proposedmethod in the available classes.
The pancreatic tissue fragments were considered too small
to contain sufficient pancreatic tissue fragments. Figure 5(b)
are the 10 images misclassified by our method in unavailable
class. There were many blood portions that were not subject
to classification, and we considered the pancreatic tissue
fragments to be well contained by our method.

C. ABLATION STUDY
In this section, we conduct experiments to verify whether
Deformable Convolution was a factor for improving
the accuracy in DeformableFormer. The effectiveness of
‘‘Deformable’’ was evaluated by comparing the proposed
DeformableFormer with the method using a simple convo-
lution in a TokenMixer of MetaFormer.

The result of ablation study is shown in Table 5. The
table 5 shows that Deformable Convolution [7] improved the
accuracy in all four evaluation indices, with a accuracy rate
of 9.83%, a precision rate of 7.10%, a recall rate of 4.13%,
and a specificity rate of 39.29%. Therefore, ‘‘Deformable,’’
is considered to be effective for classifying pancreatic tissue
fragments of small and complex shape.

D. VISUALIZATION RESULTS
In this section, the visualization results of the offset in
Fig 3(b) are shown in Fig 6 in order to confirm that
Deformable Convolution [7] is functioning properly. Fig 6(a)
shows two images used for visualization. Fig 6(b) is to
check which part is used for convolution in the case of
the background area. The green point is the center point
of the convolution and the black point is the location used
for the convolution. Fig 6(c) shows which part of the blood
was used for convolution. Fig 6 (d) shows which part of
the pancreatic tissue fragment, which is the classification
target, is used for convolution. Fig 6 shows that Deformable
Convolution is functioning properly because the locations
used for feature extraction differ among the background,
blood, and pancreatic tissue fragments.

FIGURE 6. Visualized results of offset in Deformable convolution.
(a) Image used for visualization. (b) Visualization result for the
background area. (c) Visualization result for blood area. (b) Visualization
result for pancreatic tissue fragment.

E. COMPARISON WITH PRE-TRAINED MODELS
The pancreatic tissue fragment images used in this study
are actual images of people with pancreatic disease. There-
fore, the number of images for study is very small. Therefore,
we used our proposed method, DeformableFormer, to extract
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suitable features and to perform learning efficiently even with
a small number of images.

As one of the validations, we used a PoolFormer
pre-trained on ImageNet and compared the results. When we
use the pre-trained PoolFormer, two methods were used
to update the parameters: the first method updates the
entire model, while the second method updates only the
output layer, leaving the rest fixed. Therefore, we com-
pared the above two methods using trained models against
DeformableFormer and Poolformer. The following table 6 is
a comparison table of the two methods using the proposed
DeformableFormer, Poolformer and PoolFormer pre-trained
models. Table 6 shows that the use of pre-trained models
significantly decreases the accuracy. This may be due to the
fact that the images of the pancreatic tissue fragments used
in this study and ImageNet, a common image dataset used
in the pre-trained model, are too different. This indicates
that it is important to learn efficiently with the number of
pancreatic tissue fragment images that are available now, as in
the proposed method, DeformableFormer.

V. CONCLUSION
The proposed method improved the accuracy of both classes
compared to medical specialists and conventional methods.
In particular, when we pay attention to the specificity
rate which is the most important metric, Resnet and
MetaFormer(Attention), PoolFormer decreased the accuracy
by -21.43% and -17.86%, -3.57% in comparison with the
medical specialist. Conventional method using contrastive
learning did not improve the specificity rate. However, the
proposed DeformableFormer improved the specificity rate by
10.72% compared to medical specialists. An increase in the
specificity rate means an improvement in the classification
of images that are not available for examination. This is
because the DeformableFormer extracts features according to
the shape of pancreatic tissue fragments. Thus, our method
improved the classification accuracy even for images that are
not available for examination is scarce.

Although specificity rate of our method outperformed
medical specialist, the accuracy is not so high. This may be
due to the fact that the number of training images that are
unavailable for examination is extremely small. Therefore,
we believe that countermeasures against imbalanced image
data sets are needed. Therefore, we believe that the
accuracy of specificity rate could be further improved by
improving loss functions such as Class-Balanced Loss [6],
Focal Loss [17], and LDAM Loss [3]. Therefore, the future
challenge is to devise loss functions for imbalanced image
data sets.
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