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ABSTRACT In the current era of digital communication, image security is a top priority as sending
images, which often contain personal or confidential information, over the Internet poses security risks.
Many encryption algorithms have been proposed in the literature to address this issue. However, these
algorithms have limitations, such as low-key space, high computational overhead, and susceptibility to
differential attacks. To address these limitations, this paper proposes Z-Crypt, a novel image encryption
approach that combines a substitution-permutation network (SPN) and a chaotic logistic map (CLM) with
the Chirp Z-Transform (CZT) to enhance security and resist attacks. The CLM-generated matrices introduce
confusion and diffusion, while SPN creates a dissociation of the cipher from the plaintext. Finally, the CZT
strengthens the encryption by transforming the image into the frequency domain, creating multiple layers of
confusion and diffusion to produce a robust encryption algorithm.We have evaluated the proposed Z-Crypt’s
security using various metrics, including correlation coefficient, entropy, peak signal-to-noise ratio (PSNR),
and key sensitivity analysis. Experimental results verify that the proposed algorithm outperforms existing
methods, achieving high security while maintaining computational efficiency.

INDEX TERMS Chaotic logistic map, chirp Z-transform, efficiency, image decryption, image encryption,
robustness, security, substitution-permutation network.

I. INTRODUCTION
In recent times, users’ privacy has emerged as a crucial
security concern, particularly while dealing with data shared
over the Internet or other publicly accessible communication
channels [1]. These privacy issues hold equal significance for
digital images, as they often contain sensitive information that
must be protected from leakage, such as military, medical,
and private online images. Encryption is key for maintaining
information security, and numerous encryption algorithms
have been discussed in the literature.

The associate editor coordinating the review of this manuscript and

approving it for publication was Mohamed Elhoseny .

The foundational work by Robert Matthews [2] introduced
the chaotic encryption method [3], which revolutionized the
approach to secure image transmission. Chaotic systems
provide an ideal foundation for cryptosystems designed to
protect digital images. Chaotic systems are characterized by
their ergodic nature and sensitivity to initial conditions and
parameters, contributing to their inherent unpredictability.
As a result, chaotic systems are suitable for building cryp-
tographic algorithms [4]. However, if an observer knows the
initial conditions of a chaotic system, its behavior becomes
predictable, thereby posing a security concern that needs
to be addressed. Digital images consist of two-dimensional
arrays that contain pixel values and exhibit significant
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redundancy because of the correlated nature of adjacent
pixels [5], [6], [7]. Depending on whether they are grayscale
or color images, they have one, three, or four channels,
including a transparency channel. To enhance security, two
key techniques are employed in image encryption: confusion
and diffusion. Confusion involves substituting pixel values
using a cryptographic key. Diffusion, conversely, ensures
that modifying a single pixel in the plaintext image affects
approximately half of the total pixels in the cipher image,
thereby significantly diminishing the correlation between the
pixels in the plaintext image and the pixels in the cipher
image [8]. Employing confusion and diffusion techniques
enhances security significantly and is integral to image
encryption algorithms [9].

Among various cryptographic techniques, the substitution-
permutation network (SPN) is a widely adopted technique
for image encryption across multiple applications, including
digital rights management, medical imaging, and military
communications [10], [11]. The SPN technique is an integral
part ofmany block cipher algorithms, including theAdvanced
Encryption Standard (AES), and it uses a combination of
substitution and permutation operations. These operations are
performed on blocks of pixels, and the encrypted blocks are
then reassembled to create the final encrypted image. The
security of SPN is further enhanced by using complex and
unpredictable S-boxes and P-boxes [4], [12].

In addition to SPN, the Chirp Z-Transform (CZT) is
another encryption tool that offers several advantages over
the conventional Discrete Fourier Transform (DFT). CZT
provides higher resolution frequency analysis and the ability
to multiplex image patches [13]. The CZT operates by
sampling the Z-plane along a logarithmic spiral contour
instead of the equally-spaced points around the unit circle
used by the DFT. This makes the CZT well-suited for image
processing and encryption applications, where it can be used
to achieve high-resolution frequency analysis, interpolation,
and dynamic multiplexing of images [14].
Despite significant advancements, existing image encryp-

tionmethods face challenges such as vulnerability to differen-
tial attacks, computational overhead, and limited key space.
Addressing these limitations, a novel SPN-CLM technique
Z-Crypt based on CZT has been developed in this research.
The proposed encryption technique employs SHA-2 256 for
hashing a key from the plaintext image and also incorporates
a pre-shared secret key. Chaotic matrices are utilized for
confusion and diffusion, and the technique employs both
SPN for substitution and CZT for high-resolution frequency-
domain conversion and encryption. These measures in the
proposed algorithm enhance the security and resistance to
attacks significantly.

This paper presents the following novel contributions:

1) A highly secure encryption scheme, Z-Crypt, is pre-
sented based on CLM and SPN. The CLM algorithm
serves as a pseudorandom generator, which helps
add a high diffusion level to the encrypted image.

Conversely, the SPN algorithm adds non-linearity to
the image encryption process, creating a high level of
confusion. As a result, the encrypted image exhibits
negligible similarity to the original plaintext image (as
verified through our experimental results). Through
analysis, it has been observed that the proposed image
encryption algorithm Z-Crypt satisfies a stringent
avalanche condition, wherein even a single bit change
in the plaintext image can create an avalanche effect
(AE), causing approximately 50% of the bits to change
in the cipher image. Thismakes our proposed algorithm
highly resistant to advanced attacks.

2) In addition to CLM and SPN, we introduce CZT,
which allows for the conversion of plaintext data
into the frequency domain. The conversion to the
frequency domain can help in modifying the spectral
characteristics of the cipher. Furthermore, the use
of CZT increases the complexity of the association
between the cipher and the plaintext data, enhancing
resistance to differential statistical attacks.

3) The performance of our proposed Z-Crypt has been
evaluated by benchmarking it against multiple state-of-
the-art schemes available in the literature. The results
demonstrate that Z-Crypt is superior in terms of both
encryption efficiency and security.

The rest of the paper is structured as follows. In Section II,
we introduce image encryption schemes and related work.
We then elaborate on the steps involved in our proposed Z-
Crypt in Section III, followed by an analysis of its security
in Section IV. Results are presented in Section V. Finally,
we conclude the paper in Section VI.

II. BACKGROUND AND RELATED WORK
This section first discusses two different image encryption
foundational techniques: SPN and CLM. Afterwards, this
section introduces CZT. Finally, this section reviews the
current state of research on image encryption.

A. THE SUBSTITUTION-PERMUTATION NETWORK
The creation of a round function in a block cipher relies
heavily on two key properties: diffusion and confusion.
Typically, SPN enables layers of diffusion and confusion
to develop secure and efficient block ciphers [15]. The
SPN architecture comprises of two fundamental operations:
substitution, which entails the effective use of S-boxes, and
permutation, represented by P, which rearranges individual
bits or groups of bits [16]. The substitution layer is
responsible for a non-linearity of the SPN that executes a one-
to-one transformation on the Galois field represented as Fm2n .
This field F is essentially a Galois field modulo 2, with n
representing the number of bits and m the number of pixels
to be transformed. This transformation is achieved by using
m parallel S-boxes, each of which operates on F2n . In other
words, the input S(x0, x1, . . . , xm−1) maps to an output of the
form (s0(x0), s1(x1), . . . , sm−1(xm−1)).
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Conversely, the diffusion layer entails a reversible linear
transformationP, defined overFm×m2n , wherem×m represents
a square patch of m pixels. This linear operation mixes the
connections between sub-blocks, thereby making a single
pixel in the plaintext to have a large influence over the entire
ciphertext. Mathematically, SPN can be represented as:

Xi+1 = Ki ⊕ P(S(Xi)), (1)

where Xi represents the current state, S(Xi) is the substitution
operation using S-boxes, P represents the permutation
operation, and Ki is the key used for the bitwise XOR
operation (⊕). This equation describes how the state Xi is
transformed to Xi+1 in the SPN. The flowchart in Figure 1
shows the steps of our SPN diagram.

FIGURE 1. The Substitution-Permutation Network (SPN) Flowchart.

B. THE LOGISTIC CHAOTIC MAP
The logistic chaotic map is a mathematical model of
population growth that was initially introduced by Robert
May in 1975 [4]. It is described as a one-dimensional discrete
dynamical system defined by the following equation:

xn+1 = αxn(1− xn), (2)

where xn represents the population at time step n, and α is
a parameter that controls the growth rate of the population.
Despite its simplicity, the logistic chaotic map exhibits
many complex behaviors, including chaos. Chaos refers to a
dynamic behavior known for its extreme sensitivity to initial
conditions and unpredictability over the long term behavior.

The logistic chaotic map operates as a discrete dynamical
system that describes a system’s evolution over time in
discrete steps. It can be analyzed using various mathematical
tools, including bifurcation theory, chaos theory, and ergodic
theory [17]. The Hopf bifurcation diagram, as shown in
Figure 2, can be used to analyze the logistic map for the

range [3.57, 4] having x0 ∈ [0, 1] as the initial condition
and α ∈ [0, 4] control parameter. In this range, the map is
observed to be chaotic for α, and little changes in the initial
value result in significant variations in the randomly produced
values, which follow a sequence that is neither periodic nor
converging.

FIGURE 2. Logistic map bifurcation diagram.

C. THE CHIRP Z-TRANSFORM
The CZT is a mathematical technique related to the DFT.
Unlike the DFT, which samples the Z-plane along a unit
circle, the CZT samples along a logarithmic spiral contour
in the Z-plane. This allows for more efficient computation
of the Z-transform for signals that are concentrated in a
narrow frequency band. The term CZT is named due to
its basis in a process similar to the ‘chirp’ signal used in
radar systems, where a frequency-modulated signal sweeps
through a range of frequencies. The CZT uses high-speed
convolution techniques, making it more flexible than the
fast Fourier transform (FFT) and allowing for arbitrary
contour shapes and spacing. This flexibility in evaluating the
Z-transform at equiangular points is central to its naming and
functionality [21].

The mathematical operation for Z-transform for a finite
sequence x(n) (0 ≤ n ≤ N − 1) can be represented as [19]
and [21]:

X (z) =
N−1∑
n=0

x(n)z−n, (3)

To compute Z-transform, we can choose a trajectory within
the Z-plane and then extract a portion of the spiral within
the Z-plane using equally spaced angles for sampling. The
sampled points are represented as zk and can be represented
as follows:

zk = AW k (k = 0, 1, . . . ,M − 1), (4)

where A = A0ejθ0 , W = W0e−jϕ0 , and M denotes the total
number of sampling points. A establishes the starting position
of the sampling trajectory, characterized by its radius A0 and
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phase angle θ0. Typically, A0 should be less than or equal
to 1 to ensure that z0 remains within the unit circle. The
parameters A and W determine the shape of the logarithmic
spiral path and the positioning of samples along it, as shown
in Figure 3 [18]. W serves as the spiral parameter, with W0
indicating the spiral’s extension or contraction rate. WhenW0
is greater than 1, the spiral contracts inward as k increases,
while if W0 is less than 1, the spiral extends outward as
k increases. ϕ0 represents the angular spacing between the
sampling points. Given the flexibility in picking ϕ0, a limited
number of parameters can enhance the frequency resolution
as the value of ϕ0 can directly impact the values of A0 andW0.
If A0 andW0 are properly selected, it can be seen that ω0 will
have a large impact on the contour spacing. This is because,
as it is exponential, a large value will significantly reduce the
value of W . Raising the power of k , AW k , will also reduce
it further. The spiral contracting inward has the impact of
reducing the frequency resolution. Therefore, a large sample
point will cause a large error, rendering the ICZT impossible
to compute. With the expression zk = AW k , the Z-transform
values at these sampling points are given as follows:

X (zk ) =
N−1∑
n=0

x(n)A−nW−nk (k = 0, 1, . . . ,M − 1), (5)

Ultimately, W−(k−n)
2/2 corresponds to an M -by-N

Toeplitz matrix represented as W−(k−)
2/2 [18]. Given that

W = PŴQ, the CZT algorithm can be seen as an efficient
way to compute the following matrix equation:

X (zk ) = PŴQAx, (6)

where Ŵ is an M × N Toeplitz matrix, and P, Q, and A
are diagonal matrices. A formula for the inverse Chirp Z-
transform (ICZT) is only applicable when M equals N , and
it can be obtained by reversing the matrices in Equation (6),
which means:

x = A−1Q−1Ŵ−1P−1X , (7)

D. RELATED WORK
Several techniques are available in the literature for
image encryption based on chaos. However, each design
has its own advantages and disadvantages. For instance,
Alanezi et al. [20] have introduced an image encryption
method based on two logistic maps, a common approach
reflecting a standard practice in chaotic cryptography.
Nonetheless, this encryption scheme requires enhancements
in its security features. Similarly, Arif et al. [22] provide
further insights into the effectiveness of various encryption
techniques. However, it is still unknown how Josephus’s
traversing and the chaotic system improve the security and
performance of the algorithm and resist more advanced
attacks.

Lu et al. [23] have introduced a method utilizing a
compound chaotic system and a single S-Box to achieve

FIGURE 3. Chirp contour in (a) M = 32 points and (b) M = 64 points.

confusion and diffusion in encryption, which demonstrates
resistance to chosen-plaintext attacks and provides notable
efficiency advantages. Specifically, the use of the CZT to
perform the XOR operation between the chaotic key stream
and the plaintext image enhances the encryption process,
making it more efficient and faster. XOR operations are
inherently fast due to their simple bitwise nature, which
contributes to the overall efficiency of the encryption process.
Building upon this work, Niu and Zhang [24] have proposed a
novel encryption scheme that combines Josephus traversing,
a chaotic system, bitwise XOR, crossover, and cipher
feedback to achieve confusion and diffusion. This method is
key-sensitive and can withstand common attacks. However,
it remains unclear how the integration of Josephus traversing
and the chaotic system specifically enhances the security
and performance of the algorithm, particularly in resisting
more advanced attacks. Further investigation is needed to
understand the impact of these techniques on the robustness
and efficiency of the encryption scheme.

In an effort to enhance speed, Alghamdi et al. [25] have
proposed a new image encryption algorithm based on
logistic map that exhibited performance (execution time)
improvement of up to 15× as compared to other contempo-
rary encryption methods. Similarly, Alenezi et al. [26] have
proposed the Z-Transformation Encryption (ZTE) technique
based on Z-transform and XOR function. While the scheme
exhibits promising throughput compared to other symmet-
ric algorithms. However, the algorithm’s complexity and
determining the optimal Z-value for the transformation for
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different applications still pose a challenge. Recently,Mondal
and Singh [27] proposed a lightweight encryption scheme
merging chaotic maps with diffusion circuits, allowing for
efficient permutation and substitution within a single image
scan, though questions about its security remain.

Javeed et al. [28] have further explored and proposed a
new approach for securing plaintext images. They used a
chaotic oscillator that relies on a second-order differential
equation to generate a sequence of random numbers, which
introduces confusion and diffusion in the image. They have
used this sequence to scramble the pixels of the original
image. Muhammad and Özkaynak [29] have further explored
and developed a scheme that utilizes chaotic systems and
cryptographic primitives to enhance resistance to application-
specific attacks, demonstrating notable efficiency in securing
digital images.

Despite the advantages of the presented encryption
algorithms, including their resilience against some specific
attacks, there is a pressing need for improvements to
ensure robust security capable of withstanding advanced
threats. Additionally, the new encryption schemes should
maintain a balance between security and performance. While
efficiency is crucial, neglecting security can lead to potential
vulnerabilities and data breaches. Therefore, there is an
increasing demand for new encryption schemes that strike
a balance between performance and security. This can be
achieved by utilizing SPNs and the CZT, which are more
resistant to advanced attacks while maintaining performance
efficiency.

III. METHODOLOGY
This section provides details of the workflow of the proposed
CZT-based image encryption algorithm Z-Crypt utilizing
SPN-CLM technique based on CZT. It also explains how
image encryption and decryption are performed using our
proposed algorithm.

A. PROPOSED IMAGE ENCRYPTION ALGORITHM
The proposed Z-Crypt is designed to achieve high security
and attack resistance levels by combining SPN, CLM,
and CZT. The algorithm requires a plaintext image and a
pre-shared secret key as input and produces a cipher image
as output. The flowchart of Figure 4 provides an overview of
the encryption process of Z-Crypt.

First, Z-Crypt generates a hash from the plaintext image
using SHA-256. The cryptographic hash function SHA-256
is utilized in many security applications owing to its efficient
computation and resilience against several known attacks.
It is a suitable option for protecting sensitive image data [30].

The generated hash from the plaintext image is then
XORed with the pre-shared secret key to produce a derived
key. A random 256-bit keystream is produced and used as
the initialization vector (IV ), which is then XORed with
the derived key to generate the unique key. The unique key
is divided into two halves: key1 and key2, each containing
128 bits, which are passed through mod 0.9999 to make them

suitable for use as initial values in the chaotic map later on.
The resulting keys are then used to generate two matrices,
M1 and M2, using the chaotic map given in Equation (2).
M1 contains r + c elements where r is the number of rows of
the image and c is the number of columns of the image.

A chaotic permutation of rows is applied to the plaintext
image, afterwards, using the first r elements of M1, where
r is the number of rows of the plaintext image. The
substitution-permutation network (SPN) transformation is
then applied to obscure the pixels and add another layer of
encryption to further increase the security. The SPN consists
of a substitution and permutation box, where the substitution
box replaces each pixel value in the image with a new
value based on the corresponding entry in the box, and the
permutation box rearranges the outputs of the substitution
box. The SPN box is used to transform the image C by
computing the output of each pixel value in C using the
following expression:

D =
{
SSPN(cij) | cij ∈ C

}
, (8)

where D is the resulting image after applying the SPN box,
and Cij is the (i, j)-th pixel value in image C .

After SPN transformation, the chaotic column permutation
is applied to the image pixels using the remaining elements
of the matrixM1 corresponding to the number of columns in
the image by iteratively applying the following formula:

Pk =
n−1∑
i=0

MikPk−1, (9)

where Pk is the (k)-th iterate of the image pixels, Mik is
the (i, k)-th element of the transition matrix M , and n is the
number of pixels in the image. This process improves the
obfuscation, confusing the attackers’ ability to distinguish the
original plaintext image. Following this, an XOR operation
subjects the obscured image to a chaotic column permutation
using M2. The XOR operation is applied to the resulting
permuted image D by computing the bitwise XOR of each
pixel value in D with a random binary mask A.

F = D⊕ A, (10)

where F is the resulting image after applying the XOR
operation, and A is a random binary mask M2 generated.
Finally, the CZT is applied to introduce non-linearity and
enhance the encryption. The CZT is a complex function that
generates a pseudo-random sequence of integers, which are
then used to modify the image’s pixel values. The CZT is
performed by transforming samples of 256× 256 pixels at a
time. This is done to reduce the transformation error involved
in the operation [18]. For color images, the same process
is applied; however, CZT is performed on each channel
separately for the color images. This transform is difficult to
invert without the correct key as a single digit difference will
generate a random sequence of data that has no similarity
with the plaintext image. The CZT is applied to the image

VOLUME 12, 2024 123405



A. Alaklabi et al.: Z-Crypt: Chirp Z-Transform-Based Image Encryption Leveraging CLMs and SPN

FIGURE 4. Flowchart of the proposed image encryption algorithm Z-Crypt.
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F using the formula given in Equation (11) to produce the
output image G.

E = {X (dij) | dij ∈ G}, (11)

In the cipher image, the CZT creates a new pattern that
is completely different from the plaintext image yet still
undesirable. To remove this pattern, matrixM1 scrambles the
image again by performing the row and column permutations,
which produces the final cipher image C .
To decrypt the cipher image encrypted by Z-Crypt, the

first step is to perform reverse column and row permutation.
This will yield the Z-transformed image. Then, an inverse
Z-transform operation is performed using the inverse CZT
given in Equation (7). As in the encryption process, the key
initialization is performed using the matrices M1 and M2.
After the inverse Z-transform, the resulting image is XORed
with the matrix M2. The XORed output is then subjected
to the inverse column permutation, and the result is passed
through the reverse SPN transformation. Finally, reverse
row permutation is performed, and the resulting image is
decrypted.

1) STEPS TO PERFORM ENCRYPTION
The encryption steps of Z-Crypt are discussed below:

1) Start by reading the plaintext image P.
2) Compute a hash of the plaintext image P using the

SHA-2 256 algorithm (Algorithm 1, line 2).
3) Generate a 256-bit keystream to act as an initialization

vector IV .
4) Create a 256-bit key by XORing the image hash with a

pre-shared secret key kp.
5) XOR the key generated in the previous step with

the initialization vector IV to create a unique key
(Algorithm 1, line 4).

6) Partition the result obtained in the previous step into
two halves, each 128-bit.

7) Map the two halves to the range [0, 0.9999] by using
modulus operations to convert to hexadecimal to 0-
0.9999. The two values are stored as Key 1 and Key 2,
respectively. Also, generate the kA by taking the first
8-bits of the hexadecimal numbers, applying modulus
with 0.2, and then adding 0.9. This process results in a
range of values from 0.9 to 1.1.

8) Use Key1 and Key2 as the initial parameters for the
chaotic system’s chaoticmap to generateMatrix 1 (M1)
andMatrix 2 (M2). The number of rows inM1 is r , and
the number of columns inM1 is r + c. Matrix 2 (M2),
on the other hand, has (r ∗ c) elements (Algorithm 1,
line 9-11).

9) Use the first r elements of M1 to perform chaotic row
permutation on the plaintext image P Algorithm 1,
line 12).

10) Run the SPN on the shuffled result from Step 9 using
Key 2 (kSPN) as the key to the SPN module (Algo-
rithm 1, line 13).

11) Use the remaining c elements of M1 to perform
column permutation on the result obtained in Step 10
(Algorithm 1, line 14).

12) XORMatrix 2 (M2) with the resulting permuted image
(Algorithm 1, line 15).

13) Use the Z-transform to transform the resulting image to
produce the transformed cipher (Algorithm 1, line 16).

14) Perform row and column permutations using Matrix
1 to scramble the transformed image to remove corre-
lation and produce the cipher image C (Algorithm 1,
line 17-18).

2) STEPS TO PERFORM DECRYPTION
The decryption process steps for the proposed algorithm are
detailed as follows:

1) Receive the cipher image C and the SHA-2 256 hash.
2) Reconstruct Key1, Key2 and kA by repeating Steps 3 to

7 of the encryption process.
3) Recover the transformed cipher by performing a

reverse row and column shuffle usingM1.
4) Recover the untransformed cipher by executing an

inverse Z-transform.
5) Execute an XOR operation between the matrixM2 and

the resulting cipher.
6) Perform a chaotic reverse column permutation on the

cipher from Step 5.
7) Use the reverse SPN to replace the pixel values in the

permuted cipher.
8) Finally, utilize M1 for the reverse chaotic row permu-

tation on the resulting substituted cipher to produce the
decrypted image I .

B. THE MATRIX GENERATION PROCESS
Matrix (M1) values are generated using the logistic map in
the proposed algorithm 1. Let’s assume thatKey1 serves as the
initial value, which is 0.45678. The generation of the matrix
follows a recursive method of using the previous value to
compute the new value. The first value ofX is computed using
Key1 as 0.45678×3.99876×(1−0.45678) = 0.99222 where
3.99876 is α as described in Equation (2). In the second
iteration, the generated value of X from the previous iteration
is used in the logistic map to compute the next value of X
as 0.99222 × 3.99876 × (1 − 0.99222) = 0.03087. The
next value of X is calculated using the last computed value
as 0.03087×3.99876× (1−0.03087) = 0.11963. Similarly,
other values of X are calculated following the methodological
steps.

To obtain the values ofM1, the value of X is multiplied by
106 and amod operation is performed. The first value ofM1 is
computed as 0.99222 × 106mod256, where 256 is assumed
to be the number of rows and columns in the plaintext image.
Table 1 shows the first 15 iterations of the matrix generation
process.

From Table 1, it can be seen that the values of X change
rapidly over time because of the chaotic nature of the logistic
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FIGURE 5. 4 × 4 sample is processed using the proposed algorithm.

TABLE 1. The process of matrix generation (M1) from the logistic map.

map. However, the values of M1 remain within the range 0–
255 because we apply the modulus operation to the values of
X before using them to generate M1. For instance, Figure 5
shows an example where we apply the proposed encryption
process to a 4× 4 image.

IV. SECURITY ANALYSIS OF THE PROPOSED ALGORITHM
This section provides an analysis of the security components
employed in the algorithm, including key scheduling, row
and column permutation, SPN, CLM, XOR, and CZT. The
purpose of this analysis is to assess the effectiveness of each
component in ensuring the proposed encryption algorithm’s
security.

1) KEY SCHEDULE
Two main steps are performed in the key schedule to
ensure the image is securely encrypted. The plaintext image
undergoes a 256-bit hash function operation. An XOR
operation is then performed between the bits of the pre-shared
key and the hashed image. The resulting output is further
XORed with an initialization vector to increase the likelihood
of generating a unique final key and also so that the
encryption of the same plaintext image multiple times gives
a completely different cipher image each time. The goal is
to make it extremely challenging for an attacker to guess
the key in encrypting the image through brute force or side-
channel attack. Since the initial key is generated using an
XOR operation, the key space for the proposed algorithm
is 2n = 2256. This indicates that a key of n bits provides a
security level of 256 bits for the proposed image encryption
algorithm.

2) CHAOTIC LOGISTIC MAP
The chaotic logistic map has shown high security due
to its ability to generate highly pseudorandom numbers.

In addition, it generates changes in completely different
patterns with little change in its initial condition. Due to these
robust security features, it has been used to generate the keys
(matrices) for the row and column permutation of the image
pixels.

3) PIXEL-BASED PERMUTATION
A robust security system will have some level of confusion
that ensures the resulting data bits are highly uncorrelated
with the initial values, which can help resist differential
attacks and chosen plaintext attacks. These permutation
operations work by altering the pixel positions of the input
data based on the permutation matrix. In our proposed
algorithm, this matrix is generated using the CLM. Due to
the randomness of the permutation matrix, there are (H ×
W )! possible results for the row and column permutation
operations when performed together. Considering that the
security level of m bits is impacted by the permutation is
2m = (H ×W )! expresses the impact of the permutation on
the affected bits, which shows that m = log2(H ×W )! is the
security level of the pixel-based permutation [31].

4) THE XOR OPERATION OF THE PLAINTEXT
The algorithm’s security is further strengthened by incorpo-
rating the bitwise XOR operation with a matrix generated
by CLM. A significant advantage of using XOR is that
the operation is nonlinear and cannot be expressed as a
combination of its input bits. This assists mitigate linear
attacks and ensures that the output bit depends on all the
input bits, which makes it difficult for an attacker to gain
information by observing only parts of the input bits. If the
image size is (H × W ) and all pixels are equally impacted,
then the security level is (H ×W × b), where b is the number
of bits in a pixel.

5) SUBSTITUTION-PERMUTATION NETWORK (SPN)
The substitution and permutation network helps add confu-
sion and diffusion properties to the system. The pixel-based
permutation itself does not guarantee confusion, as the
resulting cipher still has some statistical similarities with the
input data. As an example, for a 4 × 4 image, if the only
operations performed on it are row and column permutations,
it is expected that the pixels that make up the image
are the same, but their ordering is different. Adding a
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Algorithm 1 Proposed Image Encryption Algorithm
Input: Plaintext image P, pre-shared key kp, Initializa-
tion Vector IV
Output: Cipher image C

1: [H ,W , nc]← size(P)
// Reshape image into H ×W × nc, nc is
number of channels

2: H ← hash(P)
3: Key← H ⊕ kp
4: Key← Key⊕ IV
5: halfLen← length(Key)/2
6: kSPN ← Key(1 : halfLen)
7: Key1← Key(1 : halfLen) mod m

// where m is 0.9999
8: Key2← Key(halfLen : end) mod m
9: kA← Key(1 : 8) mod 0.2+ 0.9
10: for n← 1 to H do
11: x1(n+ 1)← r × x1(n)× (1− x1(n))

// where x1(1) is Key1, r is 3.99879
12: M1(n)← x1(n+ 1)× 106 mod H
13: end for
14: for n← H + 1 to H +W do

// For width
15: x1(n+ 1)← r × x1(n)× (1− x1(n))
16: M1(n)← x1(n+ 1)× 106 mod H
17: end for
18: for n← 1 to H ×W do
19: x2(n+ 1)← r × x2(n)× (1− x2(n))

// where x2(1) is Key2
20: M2(n)← x2(n+ 1)× 106 mod 256
21: end for
22: Encrypt ← rowShuffle(P,M1(1 : H ))
23: Encrypt ← SPN(Encrypt, kSPN)
24: Encrypt ← columnShuffle(Encrypt,M1(H + 1 : H +

W ))
25: Encrypt ← Encrypt ⊕M2
26: Encrypt ← CZT(Encrypt, kA)

// where kA is from 0.9 to 1.1
27: Encrypt ← rowShuffle(Encrypt,M1(1 : H ))
28: C ← columnShuffle(Encrypt,M1(H + 1 : H +W ))
29: return C

form of substitution operation between the row and column
permutation can help ensure a statistical difference between
the input and the output data. Also, the substitution and
permutation operations in the SPN network introduce an
apparent effect of randomness.

The SPN contains three primary operations applied to
the data. These are the substitution, permutation, and XOR
operations. The substitution, much like the XOR, operates on
the individual bits by changing the value of bits in a pixel of
data. All the bits are likely to be changed, and the changes are
limited to the number of possible combinations. The security
for the substitution cipher is (H ×W )× 256n, where n is the
key size used. The P-box involves replacing the order of the

pixels in the image by changing their spatial positions. For a
permutation involving all bits, the security level imparted is
given as 2m = (H×W )!. For the P-box,m/2 bits are impacted
such that the security level becomes 2m/2

= (H ×W )!.
Thus, it indicates that m = 2 log2[(H × W )!] for the P-

box operation. The security level for the XOR operation is as
previously described. Hence, the security level of the SPN is
estimated as (H×W )×256n+2 log2[(H×W )!]+(H×W×b).

6) THE CHIRP Z-TRANSFORM (CZT)
The use of the CZT transformation helps fully transform
the input data from the original time domain into the
frequency domain. This makes the resulting cipher become
random to any statistical tool as it has no relationship with
the plaintext. The transformation to the frequency domain
establishes an entirely different relationship between the
pixels of the data. This, coupled with the Strict Avalanche
Criterion (SAC) established by the previous operations, helps
resist differential attacks. The CZT operates on individual
pixels in sequential order of H ×W . The frequency domain
transformation for a 2D image with encryption creates a
complexity of m = log2

[
(H ×W )× e(q·B)

]
, where q is the

number of patches to be transformed and B is the number of
bits of transformation key. In our case, each patch has a size
of 256× 256. Therefore, only one transformation is required
for an image of size 256×256. Similarly, for an image of size
1024 × 1024, four transformations are required. In the case
of a color image, the number of transformations required is
3× Is/(256× 256), where Is denotes image size.

7) COMPLETE SECURITY ANALYSIS OF OUR PROPOSED
IMAGE ENCRYPTION ALGORITHM
To conduct a thorough security assessment of our proposed
encryption algorithm, the security evaluations of the Z-Crypt
algorithm operations are aggregated. The comprehensive
security analysis, represented by L , of the proposed
algorithm is detailed as follows:

L = n+ 256n × (H ×W )

+ 2 log2 [(H ×W )!]

+ 2× (H ×W × b)

+ log2
[
(H ×W )× e(q·B)

]
bits, (12)

where n = 256 is the length of the key, H is the height of
the image, W is the width, b is the number of bits in a pixel,
q is the number of individual transformations made and l is
the number of pixels transformed at a time. In this case, q
corresponds to the row of a 2D matrix, and l corresponds to
the column.

V. EXPERIMENTAL RESULTS AND PERFORMANCE
ANALYSIS
In this section, we discuss the experimental results of the
proposed Z-Crypt encryption algorithm using a number of
grayscale and color images obtained from the USC-SIPI
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Image Database [32]. These images have been utilized as
plaintext inputs, with dimensions of 256 × 256, 512 × 512,
and 1024 × 1024 pixels, and encompassing both grayscale
(8-bit) and color formats (24-bit). To create permutation
matrices, we have used specific parameters for the logistic
maps (r = 3.99876, m = 0.9999). Figure 6 showcases all
the original plaintext images alongside their corresponding
encrypted images.

Moreover, we have evaluated and compared our proposed
Z-Crypt algorithm with methods found in literature using
different metrics. Furthermore, we have assessed the random-
ness characteristics of Z-Crypt using the NIST SP 800-22 test
suite. We have conducted experiments on a computer with
an Intel(R) Xeon(R) CPU E5-1620 v4 running at 3.50 GHz
outfitted with 32.0 GB of random access memory (RAM)
and running Windows 10 Pro, Version 22H2. We have used
MATLAB R2023b for obtaining and analyzing results.

A. ENCRYPTION PERFORMANCE
The computational efficiency of Z-Crypt depends on the
operations involved in the CZT and the SPN. For an image
of size H × W , the CZT requires O(H × W × log(H ×
W )) operations, primarily due to the frequency domain
transformation. Similarly, the SPN adds an additional O(H ×
W ) operations for each encryption round.

The space and computational complexity of the algorithm
is proportional to the size of the input image, with added
overhead for storing intermediate transformation results and
encryption keys. As an image resolution increases, both
time and space complexities scale accordingly, potentially
presenting challenges in resource-constrained environments.
For instance, encrypting a 1024 × 1024 image will demand
significantly more computational power and memory com-
pared to a 256 × 256 image. As detailed in Section III-A,
if the image size is 1024 × 1024, our solution involves
partitioning the image into 4 patches of 256 × 256 size to
efficiently manage memory and enhance scalability while
ensuring security.

Table 2 depicts Z-Crypt’s encryption time. We have
analyzed the algorithm using images of various sizes, such
as 256 × 256, 512 × 512, and 1024 × 1024. Table 3
compares the performance of Z-Crypt with other existing
methods. However, as the code of the existing methods are
not publicly available, we used the scale method to predict
the estimated speed of their algorithms on our machine [20].
The results show that Z-Crypt performs better than most of
the other encryption algorithms in the literature. Furthermore,
the performance (execution time) of Z-Crypt is very close to
lightweight encryption schemes.

B. KEY SPACE AND SENSITIVITY ANALYSES
The security of a cryptographic system depends on the size of
its key space. A large key space, with a minimum threshold
of 2100 is needed to prevent brute force attacks [33]. Z-Crypt
uses a 256-bit hash function (SHA-2 256) to process the input

TABLE 2. Z-Crypt’s average encryption time, measured in seconds,
is assessed across various image dimensions.

TABLE 3. Comparison of average encryption time in ( seconds) for a
256 × 256 grayscale image using our proposed Z-Crypt algorithm and
other methods.

Methods Time (sec)

Proposed 0.0597
[25] 0.0235
[20] 0.0494
[23] 0.3820
[56] 0.7091
[46] 0.7360
[24] 1.2680

image, along with a 256-bit pre-shared secret key. These two
components are combined using a bitwise XOR operation,
resulting in a 256-bit derived security key that serves as an
input for the logistic map. The key space of Z-Crypt spans
2256 possibilities, providing a breadth sufficient to withstand
brute force attacks. Table 4 shows the key space of Z-Crypt
compared to those of other methods.

TABLE 4. Z-Crypt’s key space comparison with other methods.

Cryptosystem Key space

Z-Crypt 2256

[25] 2256

[23] 2124

[44] 294

[42] 2219

[43] 2187

Z-Crypt is highly sensitive to even the slightest change in
the secret key. As shown in Figure 7, the algorithm generates
distinct cipher images even if the key differences are only one
bit. To assess key sensitivity, we use two keys, K1 and K2,
that differ by just one bit to encrypt the 256 × 256 image
‘Female’. This produces twowholly dissimilar cipher images,
C1 and C2. Deciphering C1 with K2 or C2 with K1 did not
yield the plaintext image. These results demonstrate that it is
impossible to reverse the cipher image to obtain the plaintext
image using a key that has been altered by a single bit, thus
ensuring that Z-Crypt generates unique cipher images when a
plaintext image is encrypted with two keys that differ by only
one bit.

C. STATISTICAL ANALYSIS – HISTOGRAM ANALYSIS
A histogram displays the distribution of pixel values in an
image by dividing the range into bins and counting the
number of pixels in each bin. By analyzing the histogram,
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FIGURE 6. The plaintext images and their corresponding encrypted ciphers: (a) Peppers (b) Female (c) Male (d) Cameraman
(e) Peppers cipher (f) Female cipher (g) Male cipher (h) Cameraman cipher (i) Baboon (j) Boat (k) Baboon cipher (l) Boat cipher.

we can gain insights into the image’s characteristics, such
as the range of pixel values, light and dark areas, and
anomalies. The chi-square χ2 test quantitatively assesses the
homogeneity of histograms. The mathematical expression of
χ2 is given in Equation (13).

χ2
=

1
µ

255∑
i=0

(fi − µ)2, (13)

µ =
H ×W
256

, (14)

where f denotes the histogram of the cipher image and
fi represents the specific histogram value corresponding to
index i. The symbol µ denotes the anticipated mean value of
the cipher image, with H andW denoting the image’s height
and width, respectively.

The distribution of an encrypted image that closely
approximates a uniform distribution is desirable as it implies
higher security against statistical attacks. A smaller value of
χ2 corresponds to a distribution that approximates a uniform
distribution. A perfectly uniform histogram would result in a
value of 0 for χ2. In Figure 8, histograms of the plaintext
images (Baboon, Boat, and Female) and corresponding
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FIGURE 7. Results from the key sensitivity test conducted on a 256 × 256 color image Female: (a) plaintext image, (b) C1 encrypted
with Key K1, (c) C2 encrypted with Key K2, (d) images difference |(b) − (c)|, (e) C1 decrypted with Key K1, (f) C1 decrypted with
Key K2, (g) C2 decrypted with Key K1, and (h) images difference |(f ) − (g)|..

cipher images using Z-Crypt are showcased. The cipher
images exhibit histograms that follow a uniform distribution
pattern, indicating the effectiveness of the proposed algorithm
in concealing the information within the plaintext images
and its robustness against analytical attacks based on
histograms.

The results of the chi-square analysis for the plaintext and
the ciphertext generated by Z-Crypt are presented in Table 5.
The cipher images produced by Z-Crypt appear to be similar
to uniformly distributed data. This, therefore, shows that
Z-Crypt is capable of concealing the relationship information
present in the plaintext image. This also shows its robustness
against histogram attacks.

TABLE 5. Result of a chi-square test for plaintext and cipher images using
Z-Crypt.

D. CORRELATION COEFFICIENT ANALYSIS
In an image, the correlation coefficient measures the extent
to which two neighboring pixels are related to each other.

The value of correlation ranges from −1 to 1 of which −1
indicated the perfect negative correlation, 0 indicates there
is no correlation and 1 represents the perfect positive coeffi-
cient. The aim of encryption is to remove any correlation that
may be present in a data so that the ciphertext is uncorrelated.
This means that a perfect encryption algorithm will have
0 correlation coefficient. Two methods are used to analyze
the correlation coefficient, which provides insights into the
security of encryption algorithms [34], [35]. The correlation
coefficient is measured in three-pixel directions, which are
the horizontal, vertical, and diagonal directions.

1) CORRELATION COEFFICIENT BETWEEN ADJACENT PIXELS
OF THE CIPHER IMAGE
The correlation coefficient gives a measure of how much
adjacent pixels in an image are correlated. Pixels can be
correlated between the adjacent, horizontal, and diagonal
pixels, which can be computed using a correlation coefficient.
It determines how much an encryption algorithm obfuscates
information in an image. This leads to the determination of
the effectiveness of the encryption algorithm. The vertical
and horizontal correlation can be calculated by using the
Equations (15) and (16), respectively.

CCv

=

H−1∑
i=1

W∑
j=1

(Ci,j − C̄)(Ci+1,j − C̄)√
H−1∑
i=1

W∑
j=1

(Ci,j − C̄)2
H−1∑
i=1

W∑
j=1

(Ci+1,j − C̄)2
, (15)
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FIGURE 8. Histograms of images and their corresponding cipher images using Z-Crypt: (a) Baboon histogram,
(b) Boat histogram, (c) Female histogram, (d) Baboon cipher histogram, (e) Boat cipher histogram, and (f) Female
cipher histogram.

CCh

=

∑H
i=1

∑W−1
j=1 (Ci,j − C̄)(Ci,j+1 − C̄)√∑H

i=1
∑W−1

j=1 (Ci,j − C̄)2
√∑H

i=1
∑W−1

j=1 (Ci,j+1 − C̄)2
,

(16)

where H , W , C(i,j) and C(i+1,j) respectively are the height,
width, pixel at position (i, j) and the adjacent pixel at
position C(i+1,j) of the image of interest. C̄ is the mean
pixel value of the image. Table 6 presents the results for
the horizontal, vertical, and diagonal correlation between
the adjacent pixels in the cipher images produced by
our proposed algorithm. Table 7 compares the results of
horizontal, vertical, and diagonal correlation for the proposed
encryption algorithmwith that of other encryption techniques
present in the literature. The results indicate that Z-Crypt
generates lower correlation coefficient values in comparison
to other algorithms.

2) PIXEL CORRELATION COEFFICIENT BETWEEN PLAINTEXT
AND CIPHER IMAGES
The pixel correlation coefficient between the plaintext image
and the cipher image is another method used to assess
the effectiveness of an encryption algorithm in protecting
confidential information. It is computed by calculating the
correlation between each pixel in the plaintext image and
its corresponding pixel in the cipher image. Equation 17 is
used for computing the correlation coefficient between the
plaintext image and the cipher image to evaluate the degree

of correlation between the two images.

CCP,C =

H∑
i=1

W∑
j=1

(Pi,j − P̄) · (Ci,j − C̄)√
H∑
i=1

W∑
j=1

(Pi,j − P̄)2 ·

√
H∑
i=1

W∑
j=1

(Ci,j − C̄)2
, (17)

where H and W represent the height and width of the
images, respectively. P(i,j) and C(i,j) stand for the pixel values
at position i, j in the plaintext image and cipher image,
respectively. P̄ and C̄ denote the means of the pixel values
within the plaintext and cipher images, respectively. The
correlation coefficients obtained from the proposed algorithm
are presented in Table 6. The obtained results indicate
that Z-Crypt engenders low correlation values between the
plaintext and cipher images.

E. ENTROPY ANALYSIS
Entropy [36] is a statistical measure used to determine
the level of unpredictability and randomness in a system.
It is used to calculate the uncertainty in the cipher image,
which is a measure of how well the plaintext is obscured.
Mathematically, entropy is represented as:

H (x) = −
2n−1∑
j=0

q(xj) log2 q(xj), (18)

where n signifies the number of bits allocated to represent the
symbol xj, and q(xj) denotes the probability associated with
symbol xj. This probability corresponds to the likelihood of
intensity j occurring within a pixel in the image.
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TABLE 6. Correlation coefficients of adjacent pixels in the vertical, horizontal, and diagonal directions for encrypted images along with correlation
coefficients for plaintext and cipher images.

TABLE 7. Comparison of correlation coefficients (horizontal, vertical, and
diagonal) using Z-Crypt with other methods for Boat image.

Methods Correlation Coefficient

Horizontal Vertical Diagonal

Proposed 0.0001 0.0007 -0.0001
[20] -0.0011 0.0004 -0.0005
[24] -0.0038 0.0035 0.0023
[49] 0.0043 0.0031 0.0017
[57] 0.0021 0.0045 -0.0015

When it comes to image encryption, a cipher image
with high entropy is more effective at hiding the plaintext
than a cipher image with low entropy. This is because
a high-entropy cipher image has a more random and
unpredictable distribution of pixel values, making it harder to
guess the plaintext. Conversely, a low-entropy cipher image
has a more predictable distribution of pixel values, which
attackers can exploit to reveal the plaintext.

The entropy of an image is calculated based on Equa-
tion (18), which uses q(xj) to represent the normalized
histogram counts for each intensity value within the image.
With 256 possible intensity values for an 8-bit pixel
representation, it is possible to calculate the ideal entropy for
an image using Equation (19).

Hmax = −

255∑
i=0

(
1
256

)
× log2

(
1
256

)
= 8, (19)

The entropy of a cipher image that is generated through
an encryption algorithm should ideally approach a value
of 8. The entropy in Equation (19) is referred to as
Shannon entropy. The Shannon entropy is categorized as
global entropy since it assesses the pixel information across
the entire image. However, local entropy is determined
by calculating the mean Shannon entropy within randomly
selected, non-overlapping blocks. According to previous
studies, local entropy provides superior accuracy, consis-
tency, and efficiency compared to global Shannon entropy.
The calculation of local entropy can be expressed as follows:

Hk,TB (X ) =
N∑
j=1

H (Xj)
N

, (20)

where Hk,TB (X ) represents the local entropy of the signal X
in non-overlapping blocks of size TB, N is the total number
of random blocks, and H (Xj) signifies the entropy of the j-th
block Xj within the signal X .
The results of the entropy assessment for Z-Crypt are

presented in Table 8. From the analysis, it can be seen that
both the global and local entropy of Z-Crypt averages close
to 8. Furthermore, Table 9 provides a comparative analysis
where the global entropy of Z-Crypt is measured against
other encryption algorithms. The computed entropy values
obtained from Z-Crypt are closely aligned with the ideal
entropy and outperform the state-of-the-art methods.

TABLE 8. A global and local analysis of Shannon entropy values for
images encrypted with Z-Crypt.

TABLE 9. Analysis of global entropy in the Baboon image using Z-Crypt
and other methods.

Entropy Methods

Proposed [20] [22] [23] [24] [48] [54]

Global 7.99955 7.99918 7.99923 7.99710 7.99690 7.99520 7.70033

F. ENCRYPTION QUALITY
Image encryption quality is critical in protecting the confi-
dentiality and integrity of encrypted images. It must resist
attacks like brute-force, side-channel, and differential attacks.
Several tests are conducted on plaintext and encrypted images
to assess encryption quality and effectiveness. These tests
include MSE, PSNR, and different deviation measurements.
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In the following discussion, we will delve into the specifics
of each test and its respective results.

1) MEAN SQUARE ERROR (MSE)
The MSE calculates the average of the squared differences
between the pixels in the plaintext and cipher images. The
MSE can be calculated using the following formula:

MSE =
H∑
i=1

W∑
j=1

[P(i, j)− C(i, j)]2 ×
1

H ×W
, (21)

where H and W represent the image height and width,
respectively; P(i, j) and C(i, j) denote the pixel values of the
plaintext image and the encrypted cipher image, respectively,
at the position (i, j).

When assessing the security of an algorithm, it is ideal for
the algorithm to produce high MSE values, typically ≥ 30
as given in [37]. Table 10 depicts Z-Crypt’s MSE values
calculated between the plaintext and cipher images. Our
method produces an average MSE value of 46.4768, which
is significantly higher than the required minimum value.
Furthermore, Table 11 provides a comparison of Z-Crypt with
other state-of-the-art methods, demonstrating that Z-Crypt
outperforms others in terms of quality, as measured by the
MSE metric.

2) MEAN ABSOLUTE ERROR (MAE)
The MAE quantifies the dissimilarity existing within the
pixel values of two images. The mathematical formulation
for computing the MAE between the plaintext image and
its corresponding cipher image is calculated by using
Equation (22).

MAE =
H∑
i=1

W∑
j=1

1
H ×W

× |P(i, j)− C(i, j)|, (22)

where H andW represent the height and width of the image,
respectively. P(i, j) and C(i, j) refer to the pixel values found
in the plaintext image and the encrypted cipher image at the
(i, j) position.
Table 10 presents the MAE values computed for Z-Crypt

using different images and attain an average of 78.1802.
Table 11 conducts a comparative analysis assessing our
proposed algorithm alongside other image encryption algo-
rithms. From Table 11, it is observed that our MAE value
is average compared to the other methods. A deeper study
shows that this may have been caused by the application
of Chirp Z-Transform (CZT) as choices for the value A of
the CZT, which specifies the contour location, is limited.
To further evaluate the security of the proposed algorithm,
an experiment is conducted to evaluate the similarity of pixels
between the plaintext image and the ciphertext image. A value
of 0% shows that there is 0 similarity between them. The pixel
similarity equation is given below:

Sp =

∑H
i=1

∑W
j=1(Pij == Cij)

numel(P)
× 100%, (23)

where Sp is pixel similarity and P, and C are the plaintext
and ciphertext, respectively. The result obtained for the
pixel similarity Sp is 0.048%, which indicates no similarity
between the pixels of the plaintext image and the ciphertext
image. The result shows that although the MAE is low,
it does not imply any weakness in the proposed encryption
algorithm.

TABLE 10. Performance evaluation of images encrypted by Z-Crypt using
MSE, MAE, and PSNR metrics.

TABLE 11. Comparison of Z-Crypt with other methods using MSE, MAE,
and PSNR values.

Metric Methods

Z-Crypt [25] [22] [37] [50] [51] [52] [46] [20]

MSE 46.476 45.399 39.679 40.340 - - - - -
MAE 78.180 91.580 - - 73.530 78.100 90.000 - -
PSNR 7.011 8.513 8.989 - 8.136 - - 7.124 8.214

3) PEAK SIGNAL-TO-NOISE RATIO (PSNR)
The PNSR metric is used to measure the similarity between
two images, typically the plaintext image and the cipher
image. This metric quantifies the signal-to-noise ratio
existing between the plaintext and encrypted images. The
mathematical formulation for calculating the PSNR between
the plaintext image and its corresponding cipher image is
given by Equation (24):

PSNR = 40 log10

(√
MAXp

MSE

)
, (24)

where MAXp represents the highest possible pixel value,
typically 255 in the case of 8-bit pixels, while MSE
corresponds to the mean squared error value calculated using
Equation (21). A higher PSNR value signifies enhanced
image quality and a greater resemblance of the cipher image
to the plaintext image. Conversely, a lower PSNR value
indicates superior encryption quality.

Table 10 provides an analysis of PSNR values for
encrypted images generated by Z-Crypt. Table 11 depicts
a comparative analysis of PSNR values of Z-Crypt against
other image encryption algorithms. The comparative results
reveal that images encrypted using Z-Crypt exhibit lower
PSNR values, indicative of superior encryption quality
compared to other encryption methods.
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TABLE 12. Comparison of maximum deviation, irregular deviation, and uniform histogram deviation measurements of Z-Crypt compared to related
methods.

Methods Images [25] [22] [54] [4] [47] [53] Z-Crypt

Maximum Deviation Baboon 363,121 199,158 232,790 - - - 393,216
Cameraman 64,382 64,998 77,074 18,007 24,978 - 50,152

Irregular Deviation Baboon 59,921 80,203 - - - - 156,672
Cameraman 32,165 32,706 - 39,244 45,031 - 39,438

Uniform Histogram Deviation
Baboon 0.02560 0.99902 0.99904 - - 0.04960 0.02013

Cameraman 0.03050 0.99609 0.99610 0.09420 - 0.05020 0.07040
Peppers 0.03150 0.99902 0.99904 0.09170 - - 0.02100

4) DEVIATION MEASUREMENTS
1) MaximumDeviation: The maximum deviation metric

is used to measure the maximum deviation between
the histograms of plaintext and cipher images. It is
calculated using the following equations:

h = histogram(|(P− C)|), (25)

DM =

254∑
i=1

hi +
(h0 + h255)

2
, (26)

where DM denotes the maximum deviation metric, h
represents the histogram accounting for the absolute
differences between the plaintext and cipher images,
hi signifies the histogram value of h at position i, and
h0 and h255 stand for the histogram values at positions
0 and 255, respectively.
The maximum deviation values of the encrypted
images using Z-Crypt have been benchmarked against
those of other encryption methods, and the results have
been tabulated in Table 12. The findings indicate that
Z-Crypt produces cipher images that demonstrate sig-
nificant deviations from the original plaintext images
compared to the other methods.

2) Irregular Deviation: The irregular deviation metric is
used tomeasure the deviation of each pixel of the cipher
image from the corresponding pixel of the plaintext
image. The irregular deviation (DI ) metric is calculated
as follows:

DI =
255∑
i=0

∣∣hi − Davg
∣∣ , (27)

where:

Davg =

255∑
i=0

(
hi
256

)
, (28)

In Equations (27) and (28), hi denotes the histogram
value of h at position i where the histogram h is
calculated using Equation (25), and Davg signifies the
mean value of pixels that exhibit deviations at each
deviation level.
Table 12 presents the outcomes of ID for Baboon and
Cameraman images after undergoing the encryption
process with Z-Crypt. Z-Crypt is observed to deliver

remarkable results, especially in the case of the Baboon
image, surpassing other techniques.

3) Uniform Histogram Deviation Measurement: The
uniform histogram deviation (Duh) metric measures the
difference between the histogram of the cipher image
and a uniform histogram. A lower deviation indicates
better encryption quality. It is calculated by comparing
the cipher image’s histogram with a uniform histogram
given in Equation (29).

Duh =
1

H ×W

255∑
i=0

|hci − hui| , (29)

where:

hui =


M × N
256

if 0 ≤ i ≤ 255,

0 if 0 > i > 255,

whereM andN represent the image’s height and width,
respectively. The uniform histogram value associated
with the i-th index is denoted by hui. These hui values
are calculated exclusively for pixel values within the
range of 0 to 255, and any values outside this range
are considered zero. The histogram value of the cipher
image at the i-th index is represented by hci .
Table 12 illustrates the deviations from the uniform
histogram of a range of images, including Baboon,
Cameraman, and Peppers. A comparative analysis of
Z-Crypt against other encryption methods reveals that
Z-Crypt achieves superior deviations from the uniform
histogram in comparison to all other methods for the
Baboon and Peppers images, while also achieving
decent results for the Cameraman image.

G. RESISTANCE TO DIFFERENT SECURITY ATTACKS
1) DIFFERENTIAL ATTACKS
In order to ensure the security of an image encryption
algorithm, it is essential that it is made completely resistant
to differential attacks. These attacks involve the attacker
attempting to predict the relationship between the plaintext
and its cipher image [38] in order to break the encryption
algorithm. To ensure that the algorithm is strong enough to
withstand such attacks, it is imperative to conduct a series of
widely accepted assessments, including examining the AE,
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pixel change rate, and the unified and averaged intensity
of changes (UACI). These tests are crucial to determine
the algorithm’s resistance against differential attacks and the
outcomes of these tests for our proposed encryption algorithm
are given in Table 13. In the following, we elaborate on these
tests.

1) Avalanche Effect is a property of cryptographic
algorithms where a small input change can cause a
significant change in the output. The MSE metric can
be used to measure this effect. A small change in the
plaintext image results in a corresponding change in the
ciphertext image, and if the latter changes significantly,
the avalanche effect is present. The MSE is calculated
by finding the average squared difference between
pixel values of two cipher images encrypted from the
same plaintext image but with a 1-bit alteration. The
avalanche effect MSE can be calculated as follows:

MSEav =
H∑
i=1

W∑
j=1

1
H ×W

× [C1(i, j)− C2(i, j)]2,

(30)

where H and W correspond to the height and width,
respectively, of the images under consideration, while
MSEav represents the avalanche effect MSE. C1 and
C2 represent the two cipher images produced from the
same plaintext image with one bit altered.
Figure 9 displays the Baboon plaintext image alongside
the two cipher images, where one cipher image is
produced by encrypting the original plaintext image
and the other cipher image is obtained by encrypting the
plaintext image altered in 1-bit only from the original
plaintext image. Secure encryption algorithms should
produce cipher image changes exceeding 50% when
modifying a single bit in the plaintext image [39].
Table 13 shows computed MSEav values for various
images encrypted using Z-Crypt.

2) Number of Pixels ChangeRate (NPCR)metric is also
used to evaluate encryption algorithm security against
differential attacks. It calculates the difference between
two cipher images created from the same plaintext
image but with a change of 1 bit in the plaintext.
If the NPCR value is high, the encryption algorithm is
resilient against differential attacks. Conversely, if the
NPCR value is low, it’s vulnerable to differential
attacks. The NPCR metric can be calculated using the
Equation (31):

NPCR =
H∑
i=1

W∑
j=1

D(i, j), (31)

where:

D(i, j) =

{
0, for identical pixels C1(i, j) and C2(i, j),
1, for differing pixels C1(i, j) and C2(i, j).

FIGURE 9. Visualization of the avalanche effect through two images, both
encrypted from the identical plaintext image, with a 1-bit alteration:
(a) Baboon plaintext, (b) Baboon cipher, (c) Baboon cipher image with a
1-bit change in the original plaintext image.

where H and W correspond to the image’s height and
width, respectively, while C1 and C2 represent two
cipher images, both derived from the same plaintext
image but with a 1-bit modification.
Table 13 provides the NPCR values for different
images using Z-Crypt. A higher NPCR value implies
resilience against differential attacks with the ideal
average NPCR value being≥ 99.609 [40]. In Table 14,
we compare the average NPCR values achieved
by Z-Crypt with other state-of-the-art methods. The
results indicate that Z-Crypt has a high average NPCR
value, which is similar to other algorithms, and very
close to the ideal NPCR value.

3) Unified Average Changing Intensity (UACI) mea-
sures the average intensity difference between two
encrypted images generated from the same plaintext
image with a 1-bit change. A higher UACI indicates
greater robustness, as even a small change in the
plaintext image results in a significant change in the
ciphertext image. Conversely, a lower UACI indicates
less robustness, as a small change in the plaintext image
results in a relatively small change in the ciphertext
image. It is calculated using the Equation (32).

UACI =

[∑H
i=1

∑W
j=1 |C1(i, j)− C2(i, j)|

2b − 1

]
×

1
H ×W

× 100%, (32)

where, H and W denote the height and width of the
image, respectively. Furthermore, C1(i, j) and C2(i, j)
represent the pixel values present in the first and second
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cipher images at position (i, j), and b signifies the
number of bits used for pixel representation. Table 13
provides an overview of the UACI values computed
for various images, such as Baboon, Cameraman,
Male, Peppers, Boat, and Female, encrypted using our
proposed algorithm. The UACI values indicate how
responsive an algorithm is to changes in the plaintext.
It is important to note that a higher UACI value is
favorable, with the ideal average UACI value set at ≥
33.4635 [40]. Table 14 presents comparative analysis,
contrasting the UACI values obtained from Z-Crypt
with those derived from other encryption algorithms.
The results reveal that Z-Crypt outperforms most of the
others encryption algorithm in terms of UACI value.

TABLE 13. Avalanche effect, NPCR, and UACI values for images that have
undergone encryption using Z-Crypt.

TABLE 14. Comparison of NPCR and UACI values of Z-Crypt with other
encryption methods for Baboon image.

Methods NPCR UACI

Z-Crypt 99.6086 33.4570
[57] 99.6000 33.6500
[22] 99.6059 33.4375
[46] 99.6100 33.5200
[58] 99.5995 33.5101
[48] 99.1608 33.1975
[24] 99.6277 33.3148

2) NOISE AND DATA LOSS ATTACKS
During the transmission of digital images over a network,
there are commonly two types of attacks affecting encrypted
images, which are noise attacks and data loss attacks, also
known as occlusion attacks. Noise attacks refer to the
introduction of random or intentional errors/noise in the
cipher image, which can make it difficult or impossible to
decrypt the image. On the other hand, data loss attacks
involve the intentional or unintentional removal of parts of
the cipher image. Different tests can be performed to evaluate
the robustness of an image encryption algorithm against noise
and data loss attacks. However, the resistance of Z-Crypt can
be evaluated for noise attacks by adding salt and pepper noise
to the cipher image and assessing the decryption accuracy.
Data loss attacks are evaluated by cropping parts of the cipher
image and measuring the impact on decryption accuracy.

Figure 10 and 11 demonstrate the resilience of Z-Crypt
against data loss (occlusion) and noise attacks. Figure 11

shows cipher images subjected to salt and pepper noise with
different densities (0.15, 0.25, and 0.5). It is important to
note that a noise density of 0.15 affects approximately 15%
of the pixels, a noise density of 0.25 affects around 25% of
the pixels, and a noise density of 0.5 impacts approximately
50% of the pixels within the image. Z-Crypt successfully
decrypts cipher images even when affected by salt and pepper
noise densities as high as 0.5. Similarly, Figure 10 presents
the impact of data loss, occurring in varying degrees of
severity (10% cropping, 25% cropping, and 50% cropping),
on a cipher image. Figure 10 demonstrates the successful
recovery of the plaintext image encrypted by our proposed
encryption algorithm and then decrypting the resulting cipher
image by our proposed decryption algorithm even when the
cipher image is cropped by up to 50%. These results show the
tremendous resilience of our proposed encryption/decryption
Z-Crypt algorithm against data loss (noise) attacks.

H. HOMOGENEITY, CONTRAST AND ENERGY ANALYSIS
1) HOMOGENEITY ANALYSIS
Homogeneity analysis is amethod ofmeasuring the similarity
between elements in a gray-level co-occurrence matrix
(GLCM) to its diagonal distribution. The GLCM calculates
the frequency of a pixel with a gray-level value of i appearing
horizontally adjacent to a pixel with a gray-level value of
j. The homogeneity value ranges from 0 to 1, where a
lower value indicates a more efficient encryption algorithm.
Equation (33) can be used to calculate the homogeneity.

H =
∑
i,j

p(i, j)
|i− j| + 1

, (33)

where adjacent gray-level values are represented by i and j,
while term p(i, j) denotes the value of the element located at
position (i, j) within the normalized GLCM.
The homogeneity analysis results from both the plaintext

and cipher images are presented in Table 15. The results
indicate that Z-Crypt generates homogeneity values on the
lower end (0.38943) of the spectrum, which implies that it is
a more efficient encryption/decryption algorithm.

2) CONTRAST ANALYSIS
Contrast analysis is another method used to assess the
security of an encrypted image. It involves measuring the
variation in intensity between a pixel and its adjacent pixels
throughout the entire image. An encrypted image that has
high contrast values is considered more secure because it
indicates a higher degree of randomness. This makes it
challenging for attackers to identify patterns or features in the
image. Contrast can be determined by using Equation (34).

Contrast =
∑
i,j

|i− j|2 × p(i, j), (34)

Table 15 shows the results of the contrast analysis for
both plaintext and cipher images. The average contrast value
of the cipher image produced by our proposed encryption
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FIGURE 10. Results of data loss (occlusion) attacks on the color image Peppers 512 × 512: (a-c)
depict various degrees of occlusion attacks, (d-f) show decrypted images after recovery.

TABLE 15. Homogeneity, contrast, and energy analysis of the plaintext and cipher images.

TABLE 16. Comparative assessment of homogeneity, contrast, and energy
analysis for the cipher image produced by Z-Crypt and other relevant
methods.

Methods Size Type Homogeneity Contrast Energy

Z-Crypt 256× 256 Color 0.3887 10.5672 0.0156
[25] 256× 256 Color 0.3896 10.4893 0.0156
[50] 256× 256 Color 0.3901 10.4934 0.0156
[55] - Color 0.4110 8.6448 0.0156

algorithm is 10.463, which is 17× higher than the average
plaintext value. This implies that the algorithm has effectively
increased the randomness of the image, leading to an increase
in its overall security.

3) ENERGY ANALYSIS
Energy analysis is a technique that evaluates the evenness
of the gray-level distribution in an image. It is computed
by calculating the total sum of squared elements within the
GLCM. When the energy values of cipher images are lower,

it indicates that the encryption algorithm has successfully
randomized the gray levels. The calculation of energy can be
done using Equation (35):

Energy =
∑
i,j

p(i, j)2, (35)

The energy values of an image are represented by the
adjacent gray-level values i and j, with values ranging
from 0 to 1. Table 15 presents the results of the energy
evaluation for plaintext and cipher images generated by Z-
Crypt. The average value for the energy of ciphertext images
is 0.01563, which is closer to zero compared to the energy
level of the plaintext image, which is 0.12737.

4) COMPARISON WITH STATE OF THE ART
IMPLEMENTATIONS
Table 16 presents a comparative analysis of Z-Crypt with
other available methods in terms of homogeneity, contrast,
and energy. The results demonstrate that Z-Crypt outperforms
other encryption algorithms in all three metrics, namely,
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FIGURE 11. Results from salt and pepper noise attacks on the color image Peppers 512 × 512:
(a-c) show noise densities, and (d-f) show decrypted images after the attack.

homogeneity, contrast, and energy. In comparison to alter-
native techniques, Z-Crypt consistently achieves the lowest
homogeneity (0.3887), highest contrast (10.5672), and lowest
energy (0.0156) values. This provides compelling evidence of
Z-Crypt’s effectiveness and efficiency in securing image data
through encryption.

TABLE 17. NIST SP 800-22 assessments results for the Pepper’s image.

I. NIST SP 800-22 TEST
We have employed the NIST SP 800-22 test suite [41], ver-
sion 2.1.2 to thoroughly evaluate the randomness properties
and unpredictability of a given random sequence. This test
suite comprises a comprehensive collection of statistical
assessments and guidelines that are essential for assessing
the quality and randomness of cryptographic keys and pseu-
dorandom number generators (PRNGs). These assessments

are crucial in determining the security of cryptographic
algorithms and generators used in various cryptographic
applications such as encryption, digital signatures, and secure
communication.

The test suite consists of a collection of 15 statistical tests.
Each test generates its own p-value ranging from 0 to 1.
To pass the test, a sequence must have a p-value greater
than µ = 0.01 threshold. We evaluate the NIST tests by
performing the tests on encrypted Peppers image using Z-
Crypt, which is presented in Table 17. The table shows that
the sequence generated by Peppers cipher image has passed
all the NIST tests with flying colors, verifying its randomness
and robustness.

VI. CONCLUSION AND FUTURE WORK
This paper presents a novel image encryption algorithm
Z-Crypt that combines the strengths of SPN and CLM
based on CZT to achieve robust and secure encryption. The
proposed Z-Crypt excels in various security metrics, such as
key sensitivity, histogram uniformity, correlation coefficients,
entropy, MSE, MAE, and PSNR, demonstrating exceptional
performance. With a key space of length 2256 bits, Z-Crypt
renders brute-force attacks futile, generating distinct cipher
images for minor key variations, which further strengthens
security.

The synergistic action of SPN and CZT introduces
multiple diffusion layers, resulting in a statistically uniform
distribution of cipher image histograms and low correlation
coefficients between adjacent pixels, significantly hindering
attacker analysis and strengthening resistance to statistical
attacks. Z-Crypt excels in preserving image quality, show-
casing comparatively better MSE, MAE, and PSNR values
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compared to existing methods. Furthermore, it demonstrates
exceptional resilience against noise, successfully decrypting
cipher images even with significant noise densities. The
encrypted images using the proposed algorithm outperform
other contemporary encryption algorithms in terms of
homogeneity, contrast, and energy metrics.

In the future, it could be interesting to explore Z-Crypt
in combination with watermarking techniques for copyright
protection without compromising confidentiality, adapting
it for specific image types, optimizing performance, and
preserving critical features. Exploring the integration of
machine learning techniques for automated key generation
and encryption could also offer avenues for further strength-
ening of an encryption algorithm’s robustness to security
attacks.
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