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ABSTRACT Optical Mark Recognition (OMR) systems have been studied since the 1970s. Due to its
simplicity of use and efficiency in bulk operations, OMR technology has been gaining popularity over
time. They are used as an automated data input technique for surveys and multiple-choice question papers
in educational institutions for automatic evaluation and grading of student inputs. The requirement of
the conventional OMR systems comprises specialized OMR machines or optical scanners with automatic
document feeding capability. These machines and scanners are fixed-location devices and cannot be
moved easily. Their energy requirements are high, while they also require human efforts to operate. These
machines are expensive and, hence pose budget constraints for small educational institutions. Due to being
mechanical, their maintenance and operating cost is high. To overcome these limitations, alternate devices
are smartphone cameras, which though handy adversely lack the capability of scanning documents in a
controlled environment. An uncontrolled environment leads to inputs that existing OMR algorithms do not
recognize at large, while the accuracy rate and precision stay low to an undesirable extent. Due to this
shortcoming, the usage of smartphone cameras is still not feasible. In this experimental study, we have
proposed an OMR algorithm specifically for inputs taken from smartphones equipped with decent cameras
and running Android or iOS operating systems. Thus effectively, we have ported the OMR technology to
smartphones, offering more flexibility, easiness, and mobility of its usage in daily life. The key issue that
transpired in our experiments is the bad illumination in different lighting conditions. Our results are very
promising and comparable to those obtained from the usage of optical scanners.

INDEX TERMS Optical mark recognition, information extraction, grade marking system, smartphone
camera.

I. INTRODUCTION
Optical Mark Recognition (OMR) is an automatic ‘‘mark
sensing’’ computing technique for reading input from users.
It facilitates conducting surveys, interviews, examination
systems, and questionnaires. Users first mark answers on a
paper, which are optically sensed by counting the number of
black pixels of the expected input area. The input area for
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each answer is usually a circle. Due to automation, the system
is efficient and effective, thus enabling fast progress of an
organization. OMR systems leverage speed and accuracy for
relevant tasks to a greater extent than the staff performing the
same tasks [1]. In the implementation of the OMR system,
generally, the first step is to create a template of an OMR
document. Multiple copies of the OMR document are paper-
printed. The OMR documents are distributed among users
participating in the examination or questionnaire. Users fill
in the circles of their choices on the OMR document. The

VOLUME 12, 2024

 2024 The Authors. This work is licensed under a Creative Commons Attribution-NonCommercial-NoDerivatives 4.0 License.

For more information, see https://creativecommons.org/licenses/by-nc-nd/4.0/ 121305

https://orcid.org/0000-0002-6816-4808
https://orcid.org/0000-0002-8780-0240
https://orcid.org/0009-0002-8529-1662
https://orcid.org/0000-0002-5511-8909
https://orcid.org/0000-0002-1355-2168


Q. Hafeez et al.: Enhanced Fault Tolerance Algorithm for OMR Using Smartphone Cameras

OMR documents are then collected from users and sent for
scanning, which converts physical OMR documents in paper
form to digital images in the form of computer memory.
Once the image is in the computer memory, image processing
algorithms can be applied to extract the information of
interest. The main task of the image processing algorithm in
this system is to clean noise, remove unwanted artifacts and
extract information from theOMRdocument.The accuracy of
the image processing algorithms used in an OMR system is
very important. A small mishandling by the image processing
algorithms can produce false results that an organization
does not accept. Hence, a fault tolerant OMR system is
required so that it can be trusted and adapted widely by
organizations.

The decade of the 1950s was the first era when scientists
tried to implement mark recognition technology. In those
days, graphite pencils were used by the users for filling
the circles. Specialized sensing brushes were used to sense
the graphite material on the paper. The document is placed
below those sensing brushes so that each brush touches
the circle in a row. In this way, the only brushes touching
the graphite material sent signals to the system. As time
passed, improvement in the form of optical mark recognition
technology was designed in the 1970s. In this era, the
technology was shifted from sensing brushes to optical
sensors. In this mechanism, the light was projected on the
OMR documents [2]. In the OMR systems, when light was
projected on circles, only partial light was allowed to pass
through the filled circle whereas light with greater intensity
passed from the empty circles. Optical sensors were placed
at the bottom of the circles. The positions of sensors are
aligned so that one sensor exists directly below each circle.
These sensors detected light intensity threshold values, which
were turned on them. If a sensor received less intensity of
light than its threshold value, it sent a signal of a filled
circle back to the system [3]. There were some limitations
to this type of system. One of the major limitations was
the need to change the hardware whenever there was a
change in the template/layout of the OMR document. One
may need to add or reduce the number of optical sensors
used in the OMR document, such as the position of the
sensors. Hence changing the design of the OMR document
resulted in costly changes. Due to the limited ability of mass-
scale production, the cost of those OMR systems was high
and proportional to the cost of expensive sensors. Similarly,
the running and maintenance costs are also very high
accordingly.

After optical sensor-based systems, optical mark recog-
nition scanners were designed. They could convert the
physical OMR documents to digital OMR documents, which
were fed to image processing algorithms for extracting
required information [4]. This technology was cost-effective
and hence got adopted widely worldwide as is the case
today. These OMR systems overcome the limitations of the
older technologies, especially due to hardware limitations.

Changing the design of the OMR document was a time-
consuming task. Now the system has evolved enough so
that OMR documents can be changed without any change
of hardware or software. Also, the running and maintenance
costs of the OMR systems are much less.

In the current OMR systems, the digital OMR documents
are passed through multiple passes to remove unwanted
artifacts and noise. Next, they are analyzed by the OMR
algorithms to track user choices. OMR documents can be
created using any designing software such as Pages (Mac
OS X), Microsoft Word (Windows) LibreOffice (Linux),
or any other word processing software. OMR documents
can also be created by using image manipulation programs
like GNU Gimp, Photoshop by Adobe, etc. This method of
OMR system implementation is dynamic and the process of
extracting information does not need any change in hardware
or software. It is flexible enough to accommodate any design
of an OMR document. However, optical scanners introduce
challenges that have to be addressed. For instance, the
introduction of skew errors in the OMR document by optical
scanners is inherent to the OMR systems. Even printers can
introduce skew angles. Similarly, another challenge arises
due to the translation (skidding) of the printer roller [5].
Both scanners and printers introduce unwanted artifacts in
the OMR documents, thus leading to inaccurate results. Such
issues need primary consideration by the image processing
algorithms.

A digital image consists of pixels arranged on the X and
Y axes. The algorithm used to detect OMR information by
processing the pixels on the 2D plane is also called the
pixel projection method, introduced in 1999. This method
was used to identify the position of the circle on OMR
documents [4]. The earlier version of the pixel projection
method was not dynamically handled by the implementation
software (discussed in Subsection II-A). This software needs
to be based on algorithms that can dynamically adjust
to the changing OMR documents so that the majority of
OMR designs can be processed [6]. Improvement in the
skew detection and correction mechanisms was achieved
using horizontal and vertical projection [7]. In another
variant, instead of the fiducial markers, bold vertical line
borders, called ‘‘pattern finders’’, were added to the OMR
documents [7], [8], [9], [10], [11], [12]. Another substitute
for the fiducial markers was the addition of pattern boxes
on three sides of the OMR documents [9]. Yet another
method was to use flag points on horizontal and vertical
axes on the OMR document at the time of OMR document
design. Those flag points were placed at regular distances
on the OMR document and used to calculate the reference
point just like the function of fiducial markers. Similarly,
four filled squares were used [10]. Extraction of the OMR
information using multimode operations was also used in
OMR systems [4]. In this method, there were two modes
added to process the OMR document. Learning mode was the
first mode, which was used to learn where the horizontal and
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the vertical lines exist on the OMR document and calculate
their crossing points so that areaswithin the Region of Interest
(ROI) could be determined. Then the second mode called
the operation mode, calculated the number of black pixels in
circles.

In a novel approach, the image is extracted from the
OMR document using a base image, which contains all the
correct answers [13]. Both the base image and the marked
OMR document are scanned by the optical scanner. Both
images are aligned at the same angle using image processing
algorithms. The images are then cropped and multiplied,
resulting in a new image with only correctly marked circles.
Multiplication operation is used to skip the incorrect answers.
By using multi-core processing systems to parallelize tasks,
the performance of the OMR system was boosted [14].
Preprocessing tasks on the OMR system included circle
detection, border detection, and feature extraction. One
approach was to use the thick border on the OMR document.
The purpose of adding a thick border was to detect the skew
angle on the OMR document [15]. After each hundred pixels,
vertical scan lines are dropped until the thick border is found.
The algorithm looks for the first block of black pixels and
when found, it stops and records the length of the scan line
dropped from the top. In this way, the algorithm can calculates
the skew angle and corrects this skew angle. A framework
written in Python was created for the OMR system [16]. The
framework was called the Gamera Framework. In another
approach, during the process of OMR, flag points are added to
the OMR document at the OMR design time. Improvements
in the alignment of the OMR document, scale correction,
and skew correction of the OMR document have also been
made [17]. In their method, the regions of interest on the
OMR document are searched using a neighborhood rule and
pattern recognition technique. To improve the accuracy of
the scanner-based OMR system, training and classification
methods have been used [18]. One open source Java-based
project called ‘‘FormScanner’’ is also available [19].
Another approach in the OMR system is to calculate

regions of interest using OpenCV [20]. Calculated regions
of interest are then cropped. In the end, the cropped regions
are passed to the algorithm that is responsible for extracting
information from the OMR document. In the United States,
ballotingwas donewith the help of OMR systems during their
elections [21]. Another two-phase system was introduced,
based on the training phase and the recognition phase.
These two phases were used with Modified Multi Connect
Architecture [22].

To increase the processing speed of the OMR system,
Field Programmable Gate Array (FPGA) was introduced in
the OMR system [23]. The maximum speed achieved was
up to 50,000 OMR documents per hour. They have used
a high-resolution CCD linear image sensor to achieve high
speed. To fix the skew angle error introduced in the handwrit-
ten documents, the Radon Transform method was used [24].
Another study using the comparison of OMR documents was

done at the stage of prepossessing of OMR documents, while
in the next step, AND operation was performed between the
original OMR document and the captured OMR document to
identify the marked positions [25].

With the advancements of PC webcams, experiments are
done for their use in OMR systems. Using the Hough
transform algorithm, initial work is done [26]. The Octave
script was used for the creation of a framework for the OMR
system [27]. In the field of OMR, the Canny edge detection
method was introduced. The purpose of canny edge detection
was to detect lines as well as the position of circles [28].
The usage of artificial vision improved the accuracy by
correcting the deformed circles [29]. The Skewness of the
paper was addressed using marks on four corners of the OMR
document. A study was done in the field of OMR using
a webcam [30]. In this approach, a shape-based matching
training phase was added to process of the OMR system. The
issues coming at the stage of scanning of OMR documents
are discussed [31]. Another OMR system using a conveyor
belt was implemented using an ordinary webcam and a
microcontroller [32]. A system based on a dynamic template
mechanism was also introduced that does need a template
design [33]. A real-time OMR system was introduced which
was based on a web camera [34]. An important phase was the
identification of the OMR document that was added during
the process of OMR [35]. An important work on the detection
of tampered OMR documents is discussed in their work [36].
An in-depth literature review on the OMR systems compares
their performances [37].

As technology evolved, phone cameras have become
powerful and rich enough to capture detailed images. Another
major development in the field of OMR systems was to
perform the OMR process using smartphone cameras instead
of optical scanners [14], [38], [39]. The performance of phone
cameras as a substitute for optical scanning in OMR systems
is affected by new challenges. One such study is reported in
the literature [40]. In such phone camera-based tests, a bold
vertical line was used for skew detection and correction of the
OMRdocument [41]. Perspective correction of images results
in the improved accuracy of the OMR system [42], [43]. They
also used black squares as fiducial markers to find the four
corners of the region of interest in the OMR document.

Smartphones have been widely used by an ever-increasing
population since 2010. Many people already have smart-
phones, making it possible to perform OMR by phone
cameras, thus allowing a cheaper and more affordable
solution for the low-budget class of people. Other benefits
include their mobility, ubiquitousness, and high energy
efficiency as compared to optical scanners and desktop
PCs. These advantages motivated us to design a reliable
OMR algorithm that is robust enough to meet the relevant
challenges of OMR documents captured by smartphone
cameras.

A robust OMR system should consider issues that arise
due to noise and introduced artifacts, resulting in increased
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accuracy [36]. These reported issues stay even when phone
cameras are used as a substitute to optical scanners. Addi-
tionally, phone camera-specific issues appear, thus there is a
need to propose an algorithm for a smartphone camera case.
For this purpose, three algorithms are tagged as candidates
for selection of an appropriate one that can be tuned for
requirements of our current case of a smartphone camera.
In our previous work [36], these algorithms are named as
Algorithm 1, Algorithm 2, and Algorithm 3. For preciseness,
we denote these three algorithms based on the approach used
therein [36]:

• Algorithm OMR_PP (Algorithm 1 [36] that uses pixel
projection, i.e. predetermined position of circles);

• AlgorithmOMR_HT (Algorithm 2 [36] that uses Hough
Transformation);

• Algorithm OMR_FT (Algorithm 3 [36] which is our
previous proposal and introduces fault tolerance in the
OMR system).

From now onwards, these algorithms will be referred to as
OMR_PP, OMR_HT and OMR_FT.

In AlgorithmOMR_FT, we deal with the detection of skew
angle even if the OMR document misses information like
fiducial markers or its damaged variants. Damages to the
fiducial markers are due to torn, folded, or badly printed
documents, and also due to artifacts induced during their
printing and scanning. This allows us to define four research
questions:

• RQ1: How to handle skew errors when fiducial markers
are undetectable?

• RQ2: How to detect marks on OMR documents with
distortion, or translation for improving the accuracy?

• RQ3: How to detect user input when the circles are
deshaped either due to any artifact on the OMR
document, or either due to overfilling by the users.

• RQ4: How to extract the user input if other areas on the
OMR document are damaged.

Smartphones are becoming more affordable, power effi-
cient, lightweight, and easy to use. These features motivated
us to make a reliable smartphone camera based OMR
systemwith acceptable and improved accuracy. Conventional
scanner based OMR_HT and OMR_FT are the state-of-the-
art solutions found in the literature but they suffer in poor
accuracy when OMR fiducial markers are damaged, OMR
documents are torned, OMR documents have a translation
of pixels, or the circles are deshaped by the users. In the
experiments section, these solutions are compared with our
proposed algorithm.

This paper is organized as follows. Related work is pre-
sented in Section II, which features two seminal approaches
in Subsections II-A and II-B. The process of OMR systems
is explained in Section IV. This section also includes our
classification of errors in Subsection IV-G. The proposed
methodology is discussed in Section V. The experimental
details, results, and discussions are given in Section VI. The
conclusion of the work is drawn in Section VII.

II. RELATED WORK
The majority of the work found in the literature is based
on two seminal approaches, which we discuss next. Minor
modifications of these approaches have been adopted to serve
specific purposes. These variations set the basis for successful
works.

A. OMR SYSTEMS BASED ON PREDETERMINED CIRCLE
POSITIONS
Predetermined positions of the circles are the predominantly
basis of early approaches [44], [45], [46]. At the time of
creating an OMR document, the positions of all circles with
respect to the anchor points / fiducial markers are stored in a
JSON/XML file or a database. Mostly, the left top anchor is
selected by the OMR designers for the relative positioning of
the circles. Flag points can also be added in place of anchor
points [44]. The search of the four fiducial markers is done
with the help of pattern-matching techniques. The top left
anchor point is considered to be the starting point of the
OMR calculation and is considered as the origin P(0, 0). The
locations of the anchor points have a significant impact on
the readability of the OMRmarkings on the OMR document.
Failure or inaccuracy in finding the position of the anchor
point fails to read the marks on that OMR document. Hence,
the accuracy of the fiducial markers has a key role in the
accuracy of theOMR system. For determining the response of
the user on circles, relative positions stored in the JSON/XML
file or the database are retrieved and the cursor scanning the
pixels is moved to that position. The process now traverses
n × n pixels counting the black ones in that circle, where
n is the diameter of the circles in pixels. If the number of
black pixels in the circle’s area exceeds the minimal threshold
value, it is considered to be marked by the user. The point to
be noted here is that if the position of the fiducial marker is not
accurate, the cursor will not move on top of the circle exactly,
and will scan the wrong area, whereas the user has marked in
a different place on that OMR document.

This method of OMR is suitable for OMR images acquired
by the scanners but still lacks accuracy. The reason why this
method is not suitable for smartphone cameras is that the
OMR pictures captured by it are not precise enough. Every
photograph takenmay differ largely from other images. There
is also variability of light conditions and angles at which the
user holds the phone each time acquiring a picture. Whereas,
when using a scanner, we don’t have to face the issue of
perspective correction and bad illumination. When using a
phone camera, we need to handle these two additional issues
as compared to the optical scanners. For the OMR images
acquired by the phone camera, we need a better approach to
achieve accuracy in the OMR system. A list of related works
with minor variations is listed in Table 1.

B. OMR SYSTEMS BASED ON DETECTION OF CIRCLE
POSITIONS
In this method, Hough Transformation is used to determine
the circle positions. Positions of all possible circles are
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TABLE 1. Existing approaches based on pixel projection method.

determined in the binary image using pattern matching [33],
[49], [50], [51], [52], [53], [54]. Circle positions are not
permanently stored, but rather kept in memory till the process
is complete. If the number of black pixels within each
determined circle exceeds the minimum threshold value, the
circle is considered marked. The major difference of this
method from the previous methods is that there is no need for
fiducial markers, nor do the circle positions need to be stored
in an XML/JSON file or a database. Hough Transformation
allows runtime calculation of circle positions.

Non-dependency on fiducial markers allows relief from the
relevant errors - also the printer wheel translation errors are
eliminated. Nevertheless, this method brings the challenge of
the inability of the Hough Transform algorithm to calculate
circle positions if any circle shape is distorted or the circle is
missing. Thus the accuracy of the OMR system is reduced.
A list of related work with minor variations is listed in
Table 2.

TABLE 2. Existing approaches based on detection of circles.

C. OTHER APPROACHES
Few other approaches have given promising results. The
canny edge detection algorithm is applied to the OMR
document to find the position of the region of interest [28],
[29], [49]. The bubble pattern matching method focuses
on minimizing the effect of issues that emerge during
the processing of OMR documents [56]. It is based on
determining the regions of interest [57]. In another method,
the images are classified before giving them differential
treatment [18]. There has been an experimental study of using
unsupervised learning of Machine Learning Pixel to cluster
pixel-based images [15]. Light sensors are also used to detect
user-filled marks on the OMR documents [2]. OMR data
extraction is also done using tensor flow neural networks [58].

III. GAP ANALYSIS
In Section II, we have discussed two commonly used
methods of OMR. One is the pixel projection method. The
pixel projection method fails if one of the fiducial markers
is damaged or missed during the handling of an OMR
document. In that case, most of the OMR systems fail to
calculate the skew angle of the OMR document. The OMR
system also fails to scan the correct area on the OMR
document. Translation introduced during the printing and
scanning of the OMR document is another cause of reduced
accuracy. The second method is based on the algorithms
that finds the positions of all circles on the OMR document.
Later these positions of circles are scanned for user input.
The circle detection algorithm may fail to identify a circle
on an OMR document if the circle is missed during the
printing or scanning process. A circle may be deshaped when
filled by the user. A circle may also be not detectable by
the algorithm if it is deshaped due to translation introduced
during the scanning or printing phase. A circle may also
be misinterpreted due to artifacts in its region. Both optical
scanners and smartphone cameras have inherent limitations
when used as input methods for OMR.

Our previous work [36] addresses the above challenges
for the OMR documents captured by optical scanners. Our
current proposed algorithm focuses on OMR documents that
are captured by smartphone cameras, duly addressing the
mentioned issues, hence improves the accuracy. It utilizes
a circle detection method to determine the position of the
circle on an OMR document. Our approach employs a
heuristic technique to identify potential circle locations,
thus optimizing accuracy in circle detection. The algorithm
identifies the position of circles within the potential areas
of the OMR document. If the circle detection method fails
to locate a circle in the circle regions, the relative position
is determined based on the adjacent circles. The skew angle
is corrected with the help of identified circles by the circle
detection algorithm and hence we get rid of unnecessary
fiducial markers on the corners of the OMR document.
Details of our proposed algorithm are given in Algorithm 1
(OMR_FTSC).
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IV. THE PROCESS OF OMR
This section explains the complete process of an OMR
system, discussing the steps involved.

A. CREATING THE OMR DESIGN AND PRINTING THE OMR
DOCUMENTS
The first step is the creation of an OMR document using
any word processing or image processing application. OMR
documents can be printed by any printing press or a laser
printer or an inkjet printer. As reported in the literature,
there is a basic requirement of adding special symbols or
patterns called fiducial markers, on the four corners of the
OMR document. Fiducial markers can be angle brackets,
solid squares, thick circles, or any shape of a special pattern,
which can be easily recognized by computer algorithms.
Another approach reported in the literature is printing a dotted
border or thick border in place of fiducial markers. In our
case, we have used the circles having a diameter of 30 pixels,
but this size can be changed according to the requirements.
A few key aspects of such OMR systems are listed
here.

i. When printing at a large scale, strict quality control
checkpoints need to be ensured to get accuracy from the
OMR system.

ii. A printer is a mechanical device, and as we know the
nature of mechanical devices is more likely to have
wear and tear as compared to non-mechanical devices.
Pixel-perfect printing of the OMRdocuments is required
to get good accuracy from the OMR system when
implemented with most of the methods found in the
literature.

iii. A printer’s drum may get dirty or can have minor
damage, due to which noise is induced in the printed
OMR document. This noise is highly undesirable and
results in low accuracy of the OMR system.

iv. Missing printing in some areas of the OMR document is
also noticed. It fails to achieve good accuracy from the
OMR system.

B. USER INPUT ON THE OMR DOCUMENTS
In this step, the circles on the printed OMR document are
filled by the user. The possible cases of mistakes while filling
the circles on the OMR document are:

i. More than one circle is filled, whereas only one filled
circle is expected by the OMR algorithm.

ii. Partially filled circles.
iii. Circles that are not filled carefully appear in non-circular

shapes, thus the OMR algorithm does not recognize
them.

iv. None of the circles is filled, whereas one filled circle is
expected.

C. SCANNING AND PREPROCESSING OF IMAGES
After the OMR documents have undergone input, they are
scanned by optical scanners, which are predominantly the

devices used for the purpose. As an alternate scanning
device, smartphones are handy. In this work, we calibrate
the performance of our already reported state-of-the-art
algorithm [36] fed with smartphone camera OMR images.
The results allow us to propose an optimal algorithm for such
smartphone camera images. To overcome the limitedmemory
issue of a medium-rated smartphone, the acquired images
can be stored in network storage. Even a locally created
MySQL database may be feasible. Further, only the case of
smartphone camera images is focused.

There is a need to preprocess the acquired images before
actually doing the OMR calculations. When images are
acquired by a smartphone camera, images likely have
perspective errors. Their correction is mandatory when it is
beyond the acceptable value [25]. The perspective correction
is beyond the scope of our work, so we use one existing
technique. After perspective error correction, the OMR
document is converted to a binary image (black and white)
using a threshold value i.e., 127. Conversion to binary image
also fixes the issue of bad illumination to some extent,
if the value of threshold is selected carefully. Using an
adjustable threshold value is a smart way to accomplish
image binarization [59], [60]. This will support the OMR
document’s handling of various lighting circumstances.
When data is supplied by optical scanners, information can
be extracted from OMR documents with a preset threshold
value. However, we must determine the threshold value when
photos are taken under various lighting circumstances. The
value of the threshold depends on the brightness of the
OMR document. Also, the complexity of image processing
is reduced to a great extent. The algorithm performance on
binary images is much higher as compared to that on color-
rich images, where each pixel is represented by three bytes
(red, green, and blue). Deviation correction and noise removal
to improve the quality of the OMR document are also done at
this stage.

If an OMR document is worn out, or if the OMR document
is tilted beyond an acceptable angle, then the current state-of-
the-art methods are not able to calculate and correct the skew
angle. Without skew angle correction, the OMR system can
not extract responses from the OMR documents.

D. IDENTIFICATION AND CORRECTION OF SKEW ANGLE
ERRORS
Scanning of the fiducial markers (angle brackets or circles) is
generally done by the current methods so that the OMR doc-
ument’s skew angle may be calculated. The fiducial marker
positions detected by the algorithm are treated as reference
positions in the OMR document. Also, these fiducial markers
calculate the skew angle and allow correction of the skew
angle.

E. PROCESSING OF THE FILLED CIRCLES
During this step, the filled circles are detected to determine
the consumer’s responses. The method used in this step is
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crucial as it directly impacts the performance of the OMR
system. Inaccurate calculation of the filled circle position
results in scanning the wrong area, thus compromising the
accuracy. To this end, two commonly used methods are
discussed in the literature, which we have already included
in Subsections II-A and II-B.

F. SCORE CALCULATION
After the user response is determined, this step is used to
group the circles and determine the marked answers from the
user. A marked answer can be from a group of two or more
circles. For instance, a true/false type question has two circles,
while a typical MCQ type question may require four or five
circles. As an analogy, it is similar to radio buttons used in
an HTML form. In case, an OMR system is used to evaluate
the performance of users, the marked answers are compared
with the correct answers stored in the database, and the score
is determined accordingly, without any manual effort.

TABLE 3. A classification of commonly occurring errors in OMR system.

G. CLASSIFICATION OF ERRORS
We have classified error types that arise when using the
methods discussed in Subsection II-A and Subsection II-B,
and given in Table 3.

V. THE PROPOSED ALGORITHM
The two methods used in OMR systems, the Pixel Projection
Method and the Hough Transform Method set the extent of
errors that the system faces. Both methods have their pros and
cons. The first method has an extra dependency on finding the
positions of anchor points or fiducial markers on an OMR
document. If fiducial markers are damaged, the accuracy of
the OMR system is directly compromised. Another issue
with this method is the introduction of translation in the
OMR document, which has a huge impact on the accuracy
of the OMR system. The second method overcomes the
issues of the first method, but it introduces a new issue
of missing circles in OMR documents. The circles can
go undetected due to missed printing, de-shaped circles,
or due to introduced artifacts. Due to their issues, these two
methods are not able to achieve high accuracy in general,

while results have further deteriorated in the case of images
acquired by smartphone cameras. However, the accuracy is
still acceptable when images are acquired by optical scanners.
As a common observation, improvement is nevertheless still
needed for OMR systems used for performance evaluation
of subjects. Thus, the need of a new algorithm that could
address the mentioned issues was established and fulfilled in
our previous work [36]. The performance of the previously
proposed algorithm is promising. This proposed algorithm
is currently denoted as Algorithms OMR_FT (please see
Section Introduction). Next, we focus on the derivation of yet
another algorithm that takes images acquired by smartphone
cameras.

There are multiple benefits of using a smartphone camera
to capture images of OMR documents. These include
smartphone portability and mobility due to being lightweight
and small in size, no attachment to wires, low energy
consumption, cost-effectiveness, and high availability. Thus
the idea of using a smartphone camera for OMR is feasible
and offers significant energy savings for an institution
requiring extensive scanning of OMR documents regularly.
It is worth mentioning here that a smartphone camera being
an electronic device, does not undergo wear and tear, which
is normally a device using mechanical parts faces. Optical
scanners are highly dependent on mechanical mechanisms,
due to which their OMR accuracy is directly affected. The
cheaper price advantage of smartphones over optical scanners
is also a fact.

For bench marking, the performance of the three algo-
rithms, Algorithms OMR_PP, OMR_HT, and OMR_FT [36]
is evaluated on images captured by a smartphone camera.
Given that the error rate of the first two algorithms is up to
15% when using an optical scanner, the error rate increases
significantly in the case of a smartphone camera. This is
due to the artifacts introduced by smartphone cameras. Still,
the third algorithm exhibits noticeable fault tolerance. The
obtained results steered us to identify challenges that have
to be overcome if acceptable performance is to be derived.
Thus, in the current work, we underpin the case of images
captured by smartphone cameras and propose yet another
algorithm.

To proceed, the primary concern is to underpin and
address the challenges of using smartphone cameras for
OMR documents. The first and foremost challenge is the
high chance of perspective errors in the captured images,
which is because most phones are not held at the correct
angle while capturing images. This perspective error affects
the accuracy of the used OMR algorithm. During our
experiments, we captured the images of OMR documents
very carefully to minimize the perspective errors. The second
challenge is regarding the light conditions that vary easily
during various tests. Hence, the smartphone camera images
are taken in various light conditions to check the impact
of light on the performance under various light profiles.
The initial results guided us to tune Algorithm OMR_FT to
propose our new algorithm, Algorithm OMR_FTSC (Fault
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Algorithm 1 OMR_FTSC
// Fault Tolerant Optical Mark Recognition Using a
Smartphone Camera
Input: OMR image scanned by smartphone camera
Output: Circles indicating user input

1 convertImageToBinary();
// Conversion of a color or a

greyscale image to a binary image
described in Algorithm 2.

2 applyGussianBlurToImage();
// Removal of noise to smooth out

circles for detection.
3 templateCircles← readPostionFromJSON();

// Reading relative position of
each circle from the stored JSON
file or a database.

4 circles← FindCircles();
// Finding all circles in the image

by applying Hough Transform
Algorithm.

5 Lines← DrawLinesOnXAxis();
// Drawing lines by joining centers

of circles along x axis.
6 FixSkewAngle(Lines);

circles← FindCircles();
// Finding all circles in the image

by applying Hough Transform
Algorithm after fixing skew that
can potentially change the
position of circles.

7 Regions← RegionBoundaries();
// Finding circles on the boundaries

and returning their position.
8 forall currentRegion of Regions do

// Looping through all regions.
9 currentRegionCircles←

FCRC(templateCircles);
10 forall currentCircle of currentRegionCircles do

// Looping through all the
circles for the current
region that is input from
the template file.

11 probabilityRegion←
FindProbabilityRegion(currentCircle);

12 if circleExists(probabilityRegion) = TRUE
then

13 CalculateByHT();
14 end
15 else
16 CalculateByPP();
17 end
18 end
19 end

Algorithm 2 convertImageToBinary()
// Binarization of Image Using Adaptive Threshold
Input: Grayscale image I of sizeW × H , sub-image

size N × N
Output: Binarized image B of sizeW × H

1 subImages← getSubImages(); // Divide
image into subimages of size
N × N

2 index ← 0;
3 forall subImage of subImages do

// Looping through all subImages.
4 index ← index + 1;
5 adaptiveThresholdValue←

getAvgGrayscale(subImage)
// Calculate average grayscale
value from all pixels in the
subImage

6 binaryImage←
applyBinarization(adaptiveThresholdValue)
subImages[index]← binaryImage;

7 end
8 binarizedImage←

combineSubImages(subImages);
9 return binarizedImage;

Tolerant Optical Mark Recognition using a Smartphone
Camera). Algorithm OMR_FTSC is optimized for our
tagged case of images captured by smartphone cameras and
gives accuracy improvement over the Algorithm OMR_FT.
Algorithm OMR_FTSC is explained as follows.

Lines 1-3 outline the preprocessing stage of the Algorithm
OMR_FTSC, during which the quality of the OMR document
is improved for further analysis. Algorithm 2 provides a
detailed description of the function invoked in Line 1 of Algo-
rithm OMR_FTSC, specifically the convertImageToBinary()
function. Lines 4-6 outline the skew angle correction in the
Algorithm OMR_FTSC. It ensures appropriate processing
and interpretation of the OMR documents by correcting any
angular misalignment in the documents. Lines 7-10 show
the analysis of the OMR document. This stage contains
computational operations that are intended for regions of
interest in the OMR documents. Finally lines 11-20 outline
the main functionality of Algorithm OMR_FTSC regarding
the extraction of user input from the OMR document.

VI. EXPERIMENTS & DISCUSSION
The experimental setup is shown in Fig. 4. We tested
the performance of our algorithm using two smartphones
to acquire images, Samsung A23 and Infinix Zero X.
Two smartphones are used to cross-validate our results
across different hardware platforms. Nevertheless, both
smartphones are lower mid-range devices that are priced
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TABLE 4. Capabilities comparison of our proposed method with existing featured works.

TABLE 5. A performance comparison of our proposal with conventional approaches based on experimental results.

FIGURE 1. Image captured in normal outdoor light condition (a) original
(b) binary.

not more than $250 each in the United States. Selection
of these smartphones allows assessment of a cost-effective
solution, also due to their high availability everywhere - thus
aiming to propose a low-cost OMR system.We experimented
under various lighting conditions. Fig. 1 was taken outside
under ambient light. Comparably, Fig. 2 was captured in
a very dimly lit room or without any light at all. Fig. 3
was captured in direct sunlight with some shade. The

FIGURE 2. Image captured in low light condition (a) original (b) binary.

image was captured on 24 December 2023 at 3:00 pm
in Multan, Pakistan (30.1864◦ N, 71.4886◦ E). The OMR
document’s shadow effect was successfully eliminated during
the binarization process. Three hundred OMR documents
were printed and filled by a group of three hundred users
to ensure variability of filling patterns. After acquiring
the images of these OMR documents using the mentioned
phones, they were sent to the PC for further processing by the
four OMR algorithms, OMR_PP, OMR_HT, OMR_FT, and
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FIGURE 3. Image captured in direct sunlight with shadow (a) original
(b) binary.

FIGURE 4. Experimental setup.

OMR_FTSC. The process was partially automated by writing
a few command-line PHP scripts to read circles from the
images using the Open CV image library. The PC has a Core
i3 3rd generation CPU coupled with 8 GB RAM. Other than
using a PC, it is also feasible to use the selected smartphones.
Since our focus is not on the execution performance of
the computing device used, but rather only on the accuracy
performance of Algorithm OMR_FTSC, so we are restricted
to using PC only. Even any low-end smartphone not capable
of executing the algorithms can transmit the images to a cloud
service that can execute them.

The capabilities of Algorithm OMR_FTSC, and those of
Algorithm OMR_PP and Algorithm OMR_HT are given in
Table 4. Our proposal recognizes the circles on the OMR

FIGURE 5. OMR document with missing fiducial marker (Original).

FIGURE 6. Case study where unwanted artifact introduced on OMR
document (Original).

documents. For each recognized circle, the radius depends
upon the resolution of the image acquired, thus the radius
threshold is adjusted accordingly during the preprocessing
step. Another improvement is achieved by converting the
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FIGURE 7. OMR document with missing fiducial marker (Processed).

FIGURE 8. Case study where unwanted artifact introduced on OMR
document (Processed).

images to binary and then by applying Gaussian blur.
Gaussian blur removes the unwanted noise and makes the
circles smooth enough to be detected by theHough Transform
algorithm.

FIGURE 9. Case study with missing circle and deshaped circle.

FIGURE 10. OMR document failed to read circles in paper code region
due to tilt and perspective error.

The capabilities of Algorithm OMR_FTSC are due to
the fundamental reason that it is based on Algorithm
OMR_FT [36], which is an improvement over conventional
approaches. The latter already addresses the following
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FIGURE 11. OMR document failed due to shadow in the captured image.

FIGURE 12. A de-shaped OMR document due to mishandling during the
process.

issues effectively by readability of OMR documents when
the following issues prevent conventional approaches from
having a reasonable performance:

i. OMR documents have fiducial markers missing;

ii. OMR documents have unwanted artifacts;
iii. OMR documents have translation of pixels;
iv. OMR documents have deshaped circles;
v. OMR documents are partly torned or folded during

scanning.

The performance of Algorithm OMR_FTSC that emerged
out of experimental results is excellent (summarized in
Table 5). Our proposed algorithm performs very well for
images acquired both from smartphone cameras and from
optical scanners. We achieved an accuracy of about 97%
when images were captured carefully by placing the phone
camera on top of the OMR documents. On the other hand, the
performance of OMR_PP algorithm and OMR_HT algorithm
remained low. The same dataset of OMR images was used
for both algorithms. The main causes of low performance
are perspective issues and excessive translation in the OMR
documents. Nevertheless, we made an effort to minimize the
perspective error while capturing the images. In general, the
accuracy of the OMR algorithms when used with a phone
camera is slightly lower than that with the scanner, but it can
be increased by improving the perspective error correction
during preprocessing of the images.

Its highly pertinent to point out here that Algorithm
OMR_FT [36] is also tested on Smartphone camera images.
It is not able to read any image captured by a smartphone
camera. We associate this 0% success rate due to the
following reasons:

i. Smartphone cameras have varying resolutions, due to
which it is not able to adjust itself dynamically;

ii. There is not much attention paid to capturing OMR
document from an appropriate distance. Algorithm
OMR_FT was not designed to handle such situations;

iii. There is no control exercised over varying lighting
conditions when Smartphone cameras are used, which
is yet another aspect Algorithm OMR_FT lacks in
capability;

iv. Shadows on OMR documents appear while capturing
images with Smartphone cameras, whereas optical
scanners do not have this issue.

For our experiments, the application ismade debug-enabled
for the OMR process. For that purpose, the scanned images
are altered by drawing dotted lines on the marked circle areas
that are sought by the application. If the position of the dotted
lines is exactly on top of the circle, it reflects that the OMR
algorithm is scanning the area perfectly. Otherwise, the dotted
lines show that the OMR algorithm is scanning at the wrong
place in the OMR document. Fig. 10 shows the wrong
scanning area at the paper code region. This means due to the
tilt and perspective error, the OMR algorithm fails to identify
the region for paper code and hence produces wrong results.
Similarly, we have artificially added artifacts on the OMR
document to perform experiments to our proposed system.
It can be seen clearly in Fig. 6 that the OMR document is
readable unless the actual OMR area is not damaged due
to artifacts on the OMR document. It can also be noticed
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that translation was introduced in the paper code region due
to the tear and folding of the paper. It can be seen that the
algorithm can handle such issues, as Fig. 8 shows the situation
after processing. This type of error is produced when the
OMR document is captured without being careful of the tilt
angle. One of the fiducial markers and borderline is damaged
in Fig. 5 captured by phone camera. The situation after
processing of the OMR document is shown in Fig. 7. Another
case is shown in Fig. 9 wherein two circles are missing and
two circles are deshaped, but still there is no effect on the
performance of the proposed OMR system. All the fiducial
markers are removed intentionally to see how our algorithm
behaves in that case. Another case of a shadow introduced
in the image is shown in Fig. 11, wherein the OMR system
fails. The sample image is taken by turning off the flashlight
of the smartphone camera. One of the de-shaped samples of
the OMR document is shown in Fig. 12. Our algorithm reads
marks successfully from the image. The general observation
is that the algorithm can read marks when the circles are
deshaped. Our OMR algorithm does not detect such cases,
resulting in reduced accuracy.

VII. CONCLUSION
Alongside other futuristic technologies, smartphones are also
enablers of the fifth industrial revolution (5IR). They offer an
infrastructure towards pervasiveness and ubiquitousness. Our
proposed algorithm OMR_FTSC aims for an OMR system
that uses images acquired by smartphone cameras, thus
realizing mobility, easiness, efficiency, and cost-effective
solution. Our current proposal is based on our previous
proposal that already beats in performance of the existing
benchmark algorithms.

We have not corrected perspective errors in our exper-
iments, instead, we have tried to capture images with
great care so that the acquired images will have minimum
perspective error.

In the future, many challenges need to be addressed. For
instance, perspective errors beyond small angles are not
considered in the current work. There is a need to design the
OMR system flexible enough such that it can process images
that are taken from a wider range of angles. Thus, coping with
situations of high perspective errors. More precisely, the idea
is to cater for errors of type shown in Fig. 10. This would
be achieved by introducing preprocessing for perspective
errors. The second challenge is to cater to the issues that
arise due to the threshold values greater than the shadow
(please refer to errors shown in Fig. 11). If we can adaptively
reduce the threshold, our algorithm can read marks perfectly,
but the threshold reduction renders images unrecognizable
by our existing algorithm. This occurs because reducing the
threshold value results in a loss of image content. By making
a smart and dynamic threshold value that can be applied
using an automated analysis of image, this situation can
be handled. In other words, the OMR system needs to be
fault-tolerant from yet another aspect. Such an improvement
would allow the subject to capture images without worrying

about the placement issues of phone cameras on top of the
OMR documents. The third challenge is the OMR algorithm
angle-robust. The fourth challenge is to study the issues when
images are captured by Webcams, which are quite similar to
phone cameras. It would be interesting to test our proposed
algorithm for webcam scenarios.
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