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ABSTRACT Afinite-time path tracking control scheme with state constraint is proposed for the autonomous
vehicle path tracking control problem affected by compound disturbance and unmeasurable variables. First,
the state observer and the disturbance observer are constructed to estimate the sideslip angle and the
compound disturbance, respectively. On this basis, the state constraint finite-time controller is designed
by combining the finite-time technique with the introduction of the barrier Lyapunov function and the
backstepping control technique. Stability analysis is carried out according to the Lyapunov stability theory
to ensure that all signals of the closed-loop system are bounded in finite time. Finally, the effectiveness of
the proposed method is demonstrated by simulation and hardware-in-the-loop (HIL) experiments.

INDEX TERMS Path tracking, observers, backstepping, barrier Lyapunov function, finite-time.

I. INTRODUCTION
In recent years, with the growth of the number of vehicles,
traffic congestion and vehicle safety issues are becom-
ing more and more prominent, and drivers are prone to
fatigue during long periods of driving, which can lead
to traffic accidents [1]. Therefore, autonomous vehicles
have enormous potential in solving these problems and are
receiving widespread attention from academia, industry, and
government. Autonomous vehicle needs the fusion of mul-
tidisciplinary knowledge, including environment awareness
system, decision planning system and motion control system.
In general, motion control of autonomous vehicle can be
achieved by longitudinal control and lateral control based
on current vehicle state and road information. Longitudinal
control maintains the vehicle at the desired speed and at a
safe distance from the vehicle in front, mainly by controlling
the brakes and accelerator. Lateral motion control focuses
on tracking a reference path by adjusting the lateral position
and orientation of the autonomous vehicle in different
road environments. Therefore, path tracking control is an
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important part and key technology of motion control system.
This paper focuses on the path tracking control problem of
autonomous vehicle.

Path tracking control is one of the key technologies
for autonomous vehicle. In the literature [2], the authors
developed a visual vehicle dynamics model based on
computer vision algorithms and applied it to a real-time
(RT) control task. In order to improve the effectiveness
of the path tracking control, several control methods are
used to design the path tracking controller, including full
state feedback control feedforward control [3], proportional
integral derivative (PID) control [4], fuzzy control [5], sliding
mode control (SMC) [27], robust control [7] and model
predictive control (MPC) [8]. In the last decades, in order
to address the system uncertainties and external disturbance
present in autonomous vehicle, as well as the problems
of traditional methods (e.g., chatting in the control input
of sliding mode control). Several innovative control meth-
ods are investigated, including observer-based control and
artificial intelligence-based control (e.g., neural networks).
In [9], designed a state observer and a disturbance observer
to estimate the sideslip angle and unknown disturbance,
respectively, and used a second-order sliding mode to solve
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the chattering problem existing in the traditional sliding
mode control. In recent years, MPC has been gradually
used by scholars for path tracking control of autonomous
vehicle, and it has been improved on the basis of traditional
MPC by combining other control methods to improve the
tracking accuracy. In [10], based on nonlinear MPC control,
combined with vehicle steering and braking, the vehicle is
made to perform obstacle avoidance path tracking, and the
effectiveness of the method is verified by simulation and
experiment. In [11], a linear MPC for autonomous vehicle
is proposed, where the trajectory in finite horizon is known
at each time step, and the reference trajectory is tracked by
the MPC calculating the front wheel angle. In [12], a tire
parameter online adaptive module is designed to compensate
the model and preview distance is added to the MPC
controller to improve the tracking accuracy. In [13], the use
of Square Root Kalman Filter for real-time estimation of tire
lateral force and correction of tire lateral stiffness improves
the model’s accuracy. This approach solves the problem of
model uncertainty well, but needs to address the effect of
unknown disturbance on the control accuracy. However, most
of the algorithms rely on linear models. In practice, the
sideslip angle of the linear model is difficult to obtain, and
expensive instruments are needed to measure it. Moreover,
model uncertainty and external disturbance are not taken into
account. It can lead to reduced or even unstable path tracking
accuracy of autonomous vehicles under complex working
conditions. In addition, some algorithms such asMPC require
hardware with high arithmetic power, which leads to high
hardware cost and is difficult to use in practice.

The backstepping method is a systematic design method
for systems with uncertain parameters, which has the
advantages of convenient design and strong robustness.
In recent years, it has been widely applied. The basic
idea of designing controllers based on backstepping is to
decompose complex nonlinear systems into subsystems that
do not exceed the system order, and then design partial
Lyapunov functions and intermediate virtual control variables
for each subsystem, all the way back to the entire system,
and design control laws. In [14] used radial basis function
neural networks to approximate tire lateral stiffness based
on the backstepping control method to compensate for the
uncertainty of tire stiffness. The backstepping method is
widely used in industrial control applications, such as steer
by wire control [15], [16], fuel cell control [17], servo motor
control [18], etc. However, the backstepping control method
is seldom used in the path tracking control of autonomous
vehicle. Although the backstepping method is robust and
real-time, with good control accuracy. But in practice it is
not possible to limit the tracking error to a given range.
This may lead to loss of control of the vehicle during path
tracking. In other fields of engineering applications, the
barrier Lyapunov function approach has been widely studied
and applied to solve such problems [19], [20], [21].
However, the barrier Lyapunov function only constrains

the error to a certain range and does not consider the

convergence rate of the tracking error. In the past few decades,
the convergence rate of various systems has become an
increasingly popular topic in the field of control. Finite time
control and fixed time control have aroused the research
interest of scholars because of their advantages of fast
convergence rate, strong disturbance resistance and high
control accuracy. The concept of finite-time control was
introduced in [22] which allows the system to achieve
control objectives at a fast rate within a finite time. In [23],
for the distributed adaptive fixed-time platoon tracking
problem, the singularity problem in fixed-time and finite-time
control is well solved using inequality techniques and power
transformation schemes instead of approximation methods.
In [24], the proposed method is used for nonlinear multiagent
systems by combining the fixed-time control with prescribed
performance function to shorten the convergence time of
the tracking error while limiting the tracking error, and
significant control results are achieved. In [25], fixed-time
control is combined with fault-tolerant control and applied to
a class of switched nonlinear systems, and the effectiveness
of the proposed strategy is verified by simulation. Inspired by
the above literature, finite time control is added to improve the
tracking error convergence rate and tracking accuracy while
imposing state constraints on the tracking error.

Inspired by all discussions, for the autonomous vehi-
cle path tracking problem affected by compound distur-
bance and measurable variables, this paper designs state
observers and disturbance observer to estimate the sideslip
angle and compound disturbance, respectively, and proposes
path tracking controllers with state constraints, finit time
control and proves the effectiveness of the proposed method
through simulation and hardware-in-the-loop experiments.
The main contributions of this paper are summarized as
follows:

1) The state observer and disturbance observer designed
in this paper can estimate the sideslip angle and the
compound disturbance respectively, which improves
the tracking accuracy. Saving the cost of autonomous
vehicle by eliminating the need for expensive sensors
to measure the sideslip angle.

2) Based on the backstepping method, the barrier Lya-
punov function and finite time control technique are
introduced to ensure that constraints are imposed on
the system while shortening the convergence time of
the tracking error, thus improving the path tracking
accuracy of autonomous vehicle. It can ensure that the
tracking error of autonomous vehicle is always within
a certain range during the path tracking process, and at
the same time the tracking error converges to zero very
quickly. improves the stability of autonomous vehicle.

The rest of this paper is organized as follows. Section II
develops the vehicle two-degree-of-freedom model and the
tracking model and gives the relevant lemmas. The state
observer and controller are designed and rigorously analysed
for stability in Section III. In Section IV, the effectiveness
of the proposed method is verified through simulation
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and hardware-in-the-loop experiments. Finally, Section V
concludes this paper.

II. VEHICLE DYNAMICS MODEL AND TRACKING MODEL
A. VEHICLE DYNAMICS MODEL
The vehicle is a complex nonlinear system and it is difficult

to derive its exact model. In order to facilitate the design of the
controller, the vehicle model is usually simplified to a two-
degrees-of-freedom model with the following assumptions:
1) Neglecting the transfer of loads between the front and rear
of the vehicle; 2) Assuming the body and suspension system
are rigid systems; 3) Neglecting the effects of friction and
damping in the steering system. The schematic diagram of
the two-degrees-of-freedom model of the vehicle is shown in
Fig. 1.

FIGURE 1. The sketch of vehicle two degrees of freedom model.

In Fig. 1, vx is the longitudinal velocity; vy is the lateral
velocity; β is the sideslip angle; γ is the yaw rate; δf is the
front wheel angle.

The two degrees of freedom dynamic equation of the
vehicle is as follows:

β̇ =
Fyf + Fyr
mvx

− γ + d1

γ̇ =
lf Fyf − lrFyr

Iz
+ d2

(1)

where, m is the mass of the vehicle; Iz is the moment of
inertia around the z-axis; lf and lr denote the distance from
the center of mass to the front and rear axes, respectively;
d1 and d2 denote the compound disturbance; Fyf and Fyr are
the lateral force on the front and rear wheels, respectively.

Considering some non-linear characteristics of tires with
complex structures, the brush tyre model is used to simulate
the tire lateral forces. At the same time, in order to facilitate
the analysis of the vehicle system, appropriate simplifications
are made, and the lateral force equations of the brush tyre
model are shown below:

Fy = −Cα
tanα

(1 + κ)f
F

F = f −
1

3µFz
f 2 +

1
27µ2F2 f

3, f ≤ 3µFz

F = µFz, otherwise

f =

√
C2
α

(
κ

1 + κ

)2

+ C2
α

(
tanα
1 + κ

)2

κ =
Rωωω − Vωx

Vωx

(2)

where, Cα is the tire lateral stiffness; α is the slip angle; µ is
the maximum road adhesion coefficient; Fz is the tire vertical
force; R is the tire radius; w is the tire angular velocity; κ is
the tire slip rate; vx is the tire longitudinal velocity.
Since this paper assumes constant vehicle speed, it can

be obtained that Rw ≈ vx . The tyre lateral deflection
stiffness is related to the load and the road surface adhesion
coefficient, however, the vehicle load does not vary much
at a constant speed. Therefore, the tire lateral deflection
stiffness is assumed to be constant. The lateral force equation
is simplified as follows:

fcoupled (α,Fz) =

 −Cα tanα + 0, |α| < arctan(
3µFz
Cα

)

−µFzsignα, otherwise

(3)

where, 0 =
C2
α

3µFz
| tanα| tanα −

C3
α

27µ2F2
z
tan3 α.

The lateral forces on the front and rear tires can be
expressed as: {

Fyf = fcoupled (αf ,Fzf )
Fyr = fcoupled (αr ,Fzr )

(4)

where, Fzf and Fzr are the vertical forces on the front and rear
tires respectively.

The sketch of the force structure of a tire is shown in Fig. 2.

FIGURE 2. The sketch of the force structure of tire.

In Fig. 2, Fx_pm(µ,Fz) and Fy_pm(µ,Fz) are the longitudi-
nal and lateral forces due to changes in road conditions. Due
to the assumption of constant vehicle velocity, the variation
of tire lateral deflection angle is kept within a small range,
and the tire lateral deflection angle is assumed to be small,
resulting in a lateral force:{

Fyf = −Cαf αf + Fyf−um
Fyr = −Cαrαr + Fyr−um

(5)

where, Cαf and Cαr are the front and rear tire lateral
deflection stiffness respectively; FHOT (αf ) and FHOT (αr )
are the higher-order terms in the front and rear wheel
lateral forces, respectively; Fyf−um and Fyr−um are the
total unmodelled lateral force in the front and rear wheel,
respectively.

122276 VOLUME 12, 2024



P. Li et al.: Finite-Time Autonomous Vehicle Path Tracking Control Based on State Constraint

The front and rear wheel slip angle is linearised as follows:
αf (t) ≈ β +

lf γ
Vx

− δf

αr (t) ≈ β −
lrγ
Vx

(6)

Substituting (5) and (6) into (1) yields:
β̇=−

Cαf +Cαr
mvx

β−(
Cαf lf −Cαr lr

mv2x
+1)γ+

Cαf
mvx

δf +D1

γ̇ =−
Cαf lf −Cαr lr

Iz
β−

Cαf l2f +Cαr l2r
Izvx

γ+
Cαf lf
Iz

δf + D2

(7)

where, D1 = d1 +
1
mvx

(Fyf−um + Fyr−um); D2 = d2 +

1
Iz
(lf Fyf−um − lrFyr−um).
Remark 1: The compound disturbance Di(i = 1, 2) needs

to satisfy the following conditions: Di ≤ Dimax, Ḋi ≤ Di.
From the point of view of practical engineering applications,
di(i = 1, 2) is mainly the external disturbance during vehicle
driveing, such as disturbance by lateral winds, etc., which
are bounded in practice by the existence of an unknown
maximum value. The velocity and acceleration of the vehicle
are bounded in practice and the maximum value is related
to the performance of the vehicle. The tire force in the
unmodelled part of the vehicle tire is related to the vehicle
loads and road conditions, and in the actual driving process
of the vehicle, there are small changes in the road and vehicle
loads, and there is an unknown maximum value for the tire
force in the unmodelled part of the vehicle tire. Therefore,
there exists unknown Dimax and Di meet Di ≤ Dimax and
Ḋi ≤ Di.

B. TRACKING MODEL
In general, path tracking control is to make the vehicle

track the reference path by controlling the front wheel
angle so that the error between the vehicle position and the
reference path is reduced to zero. Therefore, a vehicle path
tracking model is established to describe the relationship
between the vehicle position and the reference path as shown
in Fig. 3.

FIGURE 3. The sketch of the structure of the path tracking model.

In Fig. 3, e is the error between the center of mass of the
vehicle and the reference path; 1ϕ is the yaw error; Then it
is difficult to control e and 1ϕ to be zero at the same time
for a front wheel steering vehicle. Therefore, an alternative
approach is to combine e and 1ϕ at a distance xp in front of
the vehicle to obtain a new error ep so that ep is zero. Define
the error dynamics equation as follows [3]:

ė = vy cos(∆ϕ) + vx sin(∆ϕ)
ṡ = vx cos(∆ϕ) − vx sin(∆ϕ)
ep = e+ xp sin(∆ϕ)
1ϕ = ϕo − ϕd

(8)

where, s is the distance along the reference path; xp is the
projection distance; ϕo is the yaw angle; ϕd is the reference
yaw angle.

Small angle assumptions are made to obtain cos(1ϕ) ≈ 1,
sin(1ϕ) ≈ 1ϕ and derivation of (8) is obtained:

ė = vy + vx∆ϕ
ėp = ė+ xp∆ϕ̇
ep = e+ xp∆ϕ
1ϕ̇ = ϕ̇o − ϕ̇d = γ − Kṡ

(9)

where, K is the curvature of the reference path.
Derivation for ė, ėp, 1ϕ̇ is obtained:
ë = v̇y + v̇x∆ϕ + vx∆ϕ̇
∆ϕ̈ = γ̇ − K̇ ṡ− Ks̈
ëp = ë+ xp∆ϕ̈

= v̇y + v̇x∆ϕ + vx(γ − Kṡ) + xp(γ̇ − K̇ ṡ− Ks̈)

(10)

Substituting (7) into (10) yields:

ëp = xp(−Kṡ−Ks̈)+xp(−
aCαf −bCαr

Iz
β−

a2Cαf +b2Cαr
Izvx

γ

+
aCαf
Iz

δf + D2)v̇y + v̇x∆ϕ + vx(γ − Kṡ) (11)

Rewriting (11) as a state space equation takes the following
form: {

ξ̇1 = ξ2

ξ̇2 = ζ1 + ζ2 + ζ3u+ xpD2
(12)

where, ξ1 = ep, ξ2 = ėp, ζ1 = v̇y+ v̇x∆ϕ+ vx(γ −Kṡ), ζ2 =

xp(a21β + a22γ − K̇ ṡ− Ks̈), ζ3 = b2xP, a21 = −
aCαf −bCαr

Iz
,

a22 = −
a2Cαf +b2Cαr

Izvx
, b2 =

aCαf
Iz

, u = δf .

Lemma 1 [26]: For any (x, y) ∈ R2, the following
Young’s inequality satifies:

xy ≤
ϖ p

p
|x|p +

1
qϖ q |y|q (13)

where,ϖ > 0, p > 1 and q > 1, are constants satisfying that
(q− 1)(p− 1) = 1.
Lemma 2 [27]: Suppose there exists a positive definite

function V (z) and a > 0, b > 0, λ ∈ (0, b), τ ∈ (0, 1).
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For a nonlinear system ż = f (z), there exits V̇ (z)+ aV τ (z)+
bV (z) − C ≤ 0. Then it follows that ż = f (z) is practically
finite time stable, satisfying V (z) ≤

C
b−λ and setting time

Tr = t0 +
1

λ(1−τ ) ln
V 1−τ (t0)+ a

λ
C

(b−λ)b
1−τ

+
a
λ

.

Remark 2: In recent literature, there are twomain classical
finite time stability theories for the system ẋ = f (x) [27]:
1) Selecting V (x) as the Lyapunov function, if V (x) satisfies
V̇ (x) ≤ aV γ (x)(a > 0, 0 < γ < 1)along the derivative of
the system, then the system is called to be finite time stability.
However, when V (x) ≫ 1, it means that 0 ≪ V γ (x) ≪ V (x),
at which point the rate of convergence of the system depends
largely on the level of exponential growth. 2) Thus, a type
of stability known as fast finite time stability was devised,
denoted as V̇ (x)+bV (x)+aV γ (x) ≤ 0. As expressed in [27],
when the above two finite-time stability theories are applied
in combination with a universal approximator (e.g., neural
network or fuzzy logic system), the system may enter into
a neighborhood near the origin and always fails to arrive at
the origin because of the fact that the universal approximator
always has a certain approximation error. Consequently,
the finite time stability technique capable of dealing with
redundant terms (e.g., approximation errors) is referred to
as practical finite time stability, denoted as V̇ (x) + bV (x) +

aV γ (x)−η ≤ 0. A detailed proof of this can be found in [27],
and this formulation can also be found in the following
literature: Corollary 1 in [28]; Lemma 2 in [29]; Corollary
1 in [30]; and Lemma 2.1 in [31]. A similar notion is finite
time bounded, in [32], the time-varying system ẋ(t) =

A(t)x(t) + G(t)w, t ∈ [0,T ] is defined. For any w satisfying
wTw ≤ d, d ≥ 0, there exists c2 > c1,R > 0 such that
xT (0)Rx(0) ≤ c1 ⇒ xT (t)Rx(t) < c2,∀t ∈ [0,T ], then the
system is said to be finite time bounded.
Lemma 3 [28]: For variables θ and 0, there exist positive

constants ρ, ℓ and 5 with the following inequality:

|θ |ρ |0|
ℓ

≤
ρ

ρ + ℓ
5|θ |ρ+ℓ

+
ℓ

ρ + ℓ
5−

ρ
ℓ |0|

ρ+ℓ (14)

III. OBSERVER AND CONTROLLER DESIGN
A. OBSERVER DESIGN
The sideslip angle represents the angle between the

direction of the vehicle’s centre of mass velocity and
the vehicle’s longitudinal axis. This angle directly reflects
the degree of non-linearity of the vehicle motion and the
steering following characteristics, as well as the utilisation
of the vehicle’s lateral attachment. At the low speed of the
vehicle, the effect of the sideslip angle can be ignored. And
when the vehicle is travelling at high speed, the vehicle will
be in an unstable state if the steering angle is too large, which
will lead to the increase of the sideslip angle. Therefore, the
sideslip is an important parameter to characterize the stability
of vehicle. Whereas in practice it needs to be measured by
expensive sensors which will lead to increase in the cost of
the vehicle. So, an observer is used to get the estimated value
of sideslip angle while saving costs.

According to (7), it can be seen that sideslip angle and yaw
rate are state variables, and the state observer is designed
to estimate the state variables. In practice, the yaw rate can
be measured by the Inertial Measurement Unit (IMU) built
into the Differential Global Positioning System (DGPS), and
the yaw rate is selected as the system output. However, due
to the low accuracy of selecting only one variable as the
system output to design the observer, in order to improve the
estimation accuracy of the state observer, lateral acceleration
is added as the system output. Lateral acceleration can also be
measured by the IMU, and lateral acceleration is expressed
as:

ay = −
Cαf + Cαr

m
β −

aCαf − bCαr
mvx

γ +
Cαf
m
δf (15)

According to (7) and (15) the following nonlinear system
form is obtained:{

Ẋ = (A− LC)X + (B− LE)u+ D+ LY
Y = CX + Eu

(16)

where,

X = [x1, x2]T = [β, γ ]T , Y = [ay, γ ]T ,

C =

[
vxa11 vx(a12 + 1)
0 1

]
, B =

[
b1
b2

]
,

L =

[
L11 L12
L21 L22

]
, A =

[
a11 a12
a21 a22

]
,

E =

[
vxb1
0

]
, D =

[
D1
D2

]
,

a11 = −
Cαf + Cαr

mvx
, a12 = −(

aCαf − bCαr
mv2x

+ 1),

a21 = −
aCαf − bCαr0

Iz
, a22 = −

a2Cαf + b2Cαr
Izvx

,

b1 =
Cαf
mvx

, b2 =
aCαf
Iz

, u = δf .

Define H = A− LC and select the appropriate L such that
H satisfies Herwitz, choosing the Lyapunov equation:

HTP+ PH = −Q (17)

where, P ∈ R+ and Q ∈ R+ with P = PT and Q = QT .
Design the state observer as follows:{

˙̂X = (A− LC)X̂ + (B− LE)u+ D̂+ LY
Ŷ = CX̂ + Eu

(18)

where, X̂ = [x̂1, x̂2]T is the estimate of X ; Ŷ = [ây, γ̂ ]T is
the estimate of Y ; D̂ = [D̂1, D̂2]T is the estimate of D.

Define the auxiliary variable λ̂i = D̂i − γix̂i, i = 1, 2. The
disturbance observer is designed as:{

D̂i = λ̂i + γix̂i
˙̂
λi = −γi(biu+ ai1x̂1 + ai2x̂2 + λ̂i + γix̂i)

(19)
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where, γi is the designed constant. Define λ̃i = λi − λ̂i,
˙̃λi =

λ̇i −
˙̂
λi. According to Lemma 1, it can be concluded that:

λ̃iγiaiix̃i ≤
ϵ1i

2
λ̃2
i +

1
2ϵ1i

γ 2
i a

2
iiX̃

T X̃

λ̃iḊi ≤
ϵ2i

2
λ̃2
i +

1
2ϵ2i

D̄2
i

γ 2
i λ̃ix̃i ≤

ϵ3i

2
λ̃2
i +

1
2ϵ3i

γ 4
i X̃

T X̃

λ̃1γ1a12x̃2 ≤
ϵ41

2
λ̃2
1 +

1
2ϵ41

γ1a212X̃
T X̃

λ̃2γ2a21x̃1 ≤
ϵ42

2
λ̃2
2 +

1
2ϵ42

γ2a221X̃
T X̃

X̃TPD̃i ≤

(
ϵ5i

2
∥P∥

2
+

1
ϵ5i
γ 2
i

)
X̃T X̃ +

1
ϵ5i

λ̃2
i

(20)

where, ϵji ∈ R+(I = 1, 2, J = 1, . . . , 5) is the designed
constants.

Considering the following Lyapunov function:

V1 =
1
2
X̃TPX̃ +

2∑
i=1

1
2
λ̃2
i (21)

The first order derivative of V1 with respect to time is:

V̇1 =
1
2

˙̃XTPX̃ +
1
2
X̃TP ˙̃X +

2∑
i=1

λ̃i
˙̃λi (22)

Substituting into equations (16), (18), (19) and (20) yields:

V̇1 ≤ −[
1
2
λmin(Q)−

2∑
i=1

ϵ5i

2
∥P∥

2
−

2∑
i=1

1
2ϵ3i

γ 4
i −

2∑
i=1

1
ϵ5i
γ 2
i

−

2∑
i=1

1
2ϵ1i

γ 2
i a

2
ii −

1
2ϵ41

γ 2
1 a

2
12 −

1
2ϵ42

γ 2
2 a

2
21]X̃

T X̃

−

2∑
i=1

(γi −
4∑
j=1

ϵji

2
−

1
ϵ5i

)λ̃2
i +

2∑
i=1

1
2ϵ2i

D̄2
i (23)

where, λmin(Q) is the minimum eigenvalue of Q; κ1 =
1
2λmin(Q) −

∑2
i=1

ϵ5i
2 ∥P∥

2
−

∑2
i=1

1
2ϵ3i
γ 4
i −

∑2
i=1

1
ϵ5i
γ 2
i −∑2

i=1
1

2ϵ1i
γ 2
i a

2
ii−

1
2ϵ41

γ 2
1 a

2
12−

1
2ϵ42

γ 2
2 a

2
21; κ2i = γi−

∑4
j=1

ϵji
2 −

1
ϵ5i
; κ3 =

∑2
i=1

1
2ϵ2i

D̄2
i .

According to (23), if κ1 > 0, κ2 > 0 and κ3 is bounded, the
estimation error X̃ is bounded according to Lyapunov stability
theory. Therefore, this paper ensures that the state of the
closed-loop system is bounded by designing an appropriate
control method.
Remark 3: There are many observer design methods,

such as the state observer proposed in the literature [25]
and [33], which is able to have high estimation accuracy
for unknown variables, especially when combined with
Butterworth low-pass filter in [25] to further improve
the estimation accuracy. In comparison, the state observer
proposed in this paper has a simple structure and slightly
lower tracking accuracy. However, considering that the team
is currently building a real vehicle platform for autonomous
vehicle, the proposed observers will be verified on the real

vehicle platform in the future work. The state observer
proposed in this paper has a simple structure but is easy to
adjust the design parameters and incorporates a disturbance
observer, which may be more convenient to be verified in
future experiments on real vehicle. Of course, in future work,
we will also explore the application of other state observers
(e.g., those proposed in [25] and [33]) in real-vehicle
experiments to explore the advantages and disadvantages of
different observers.

B. CONTROLLER DESIGN
In order to improve the path tracking accuracy, an barrier

Lyapunov function is used on the basis of the traditional
backstepping control method, and boundary parameters are
set for the error. The proposed controller design is divided
into two steps.

Step 1: Define the variable: z1 = ξ1 − ξd , z2 = ξ2 − η1,
since ξ1 is the new tracking error after the tracking error is
converted with the yaw angle error, and the purpose of the
path tracking control of the autonomous vehicle is to make
the tracking error converge to zero. Therefore, the desired
tracking error of the tracking error should be zero, that is
ξd = 0, z1 = ξ1. Selecting barrier Lyapunov function:

V2 =
1
2
ln

k21
k21 − z21

(24)

Design virtual controller η1:

η1 = −ϱ1z1 −
ς1zτ1

(k21 − z21)
τ−1
2

−
z1

2(k21 − z21)
(25)

where, k1 is boundary parameter; ϱ1 and ς1 are constants;
τ ∈ (0, 1).
Taking the derivative of V2 and substituting (25) into (24)

yields:

V̇2 =
z1ż1

k21 − z21
=
z1(z2 + α1)

k21 − z21

=
z1

k21 − z21
(z2 − ϱ1z1 −

ς1zτ1
(k21 − z21)

τ−1
2

−
z1

2(k21 − z21)
)

=
z1z2

k21 − z21
−

ϱ1z21
k21 − z21

−
ς1z

τ+1
1

(k21 − z21)
τ+1
2

−
z21

2(k21 − z21)
2

(26)

According to Lemma 1, it can be concluded that:

z1z2
k21 − z21

≤
z21

2(k21 − z21)
2

+
1
2
z22 (27)

Substituting (27) into (26) yields:

V̇2 ≤ −
ϱ1z21
k21 − z21

−
ς1z

τ+1
1

(k21 − z21)
τ+1
2

+
1
2
z22 (28)

Step 2: Selecting the barrier Lyapunov function:

V3 =
1
2
ln

k22
k22 − z22

(29)

VOLUME 12, 2024 122279



P. Li et al.: Finite-Time Autonomous Vehicle Path Tracking Control Based on State Constraint

FIGURE 4. The schematic structure of the proposed control method in this paper.

The controller u is designed as follows:

u = −
1
ζ3
(ζ1 + ζ̂2 + xpD̂2 − α̇1 + ϱ2z2 +

(k22 − z22)z2
2

+
ς2zτ2

(k22 − z22)
τ−1
2

+
3z2

2(k22 − z22)
) (30)

where, k2 is boundary parameter; ϱ2 and ς2 are constants;
ζ̂2 = xp(a21β̂ + a22γ − K̇ ṡ− Ks̈).
Combining the state observer (18), the controller u, and the

derivation of V3 yields:

V̇3 =
z2

k22 − z22
(xpa21x̃1+xp(λ̃2+γ2x̃2)−ϱ2z2−

z2(k22 − z22)

2

−
ς2zτ2

(k22 − z22)
τ−1
2

−
3z2

2(k22 − z22)
) (31)

According to Lemma 1, it can be concluded that:

z2
k22 − z22

xpa21x̃1 ≤
z22

2(k22 − z22)
2

+
1
2
x2pa

2
21X̃

T X̃

z2
k22 − z22

xpλ̃2 ≤
z22

2(k22 − z22)
2

+

2∑
i=1

1
2
x2p λ̃

2
i

z2
k22 − z22

xpγ2x̃2 ≤
z22

2(k22 − z22)
2

+
1
2
x2pγ

2
2 X̃

T X̃

(32)

Substituting (32) into (31) gives:

V̇3 ≤ −
ϱ2z22
k22 − z22

−
1
2
z22 −

ς2z
τ+1
2

(k22 − z22)
τ+1
2

+

2∑
i=1

1
2
x2p λ̃

2
i

+ (
1
2
x2pa

2
21 +

1
2
x2pγ

2
2 )X̃

T X̃ (33)

C. STABILITY ANALYSIS
Theorem 1: For the path tracking model (12) with state

observer (18) and disturbance observer (19), virtual con-
troller (25) and controller (30), then all signals of the
closed-loop system are bounded.

Proof 1 (Proof of Theorem 1): According to Lemma 3,
it can be concluded that:
(
λmin(Q)X̃T X̃

4
)
τ+1
2 ≤

λmin(Q)
4

X̃T X̃ +
1 − τ

2
(

2
τ + 1

)−
1+τ
1−τ

(
1
2
λ̃2
i )

τ+1
2 ≤

1
2
λ̃2
i +

1 − τ

2
(

2
τ + 1

)−
1+τ
1−τ

(34)

The Lyapunov function V = V1 + V2 + V3 is chosen and
can be obtained through (23), (28), (33) and (34):

V̇ ≤ −C1
1
2
X̃TPX̃ −

2∑
i=1

C2i
1
2
λ̃2
i − C3

2∑
i=1

1
2

z2i
k2i − z2i

− C4(
1
2
X̃TPX̃ )

τ+1
2 − C5

2∑
i=1

(
1
2
λ̃2
i )

τ+1
2

− C6

2∑
i=1

(
1
2

z2i
k2i − z2i

)
τ+1
2 + C0 (35)

where, C1 = −
2

λmax(P)
[ 12λmin(Q) −

∑2
i=1

ϵ5i
2 ∥P∥

2

−
∑2

i=1
1

2ϵ3i
γ 4
i −

∑2
i=1

1
ϵ5i
γ 2
i −

∑2
i=1

1
2ϵ1i
γ 2
i a

2
ii−

1
2ϵ41

γ 2
1 a

2
12−

1
2ϵ42

γ 2
2 a

2
21−

1
2x

2
pa

2
21−

1
2x

2
pγ

2
2 ],C2i = 2

(
γi−

∑4
j=1

ϵji
2 −

1
ϵ5i

)
−

1, C3 = 2min{ϱ1, ϱ2}, C4 = ( λmin(Q)
2λmax(P)

)
τ+1
2 , C5 = 1, C6 =

2
τ+1
2 min{ς1, ς2}, C0 =

∑2
i=1

1
2ϵ2i

D̄2
i + (1 − τ )( 2

τ+1 )
−

1+τ
1−τ .

Define the compact set �z = {zi||zi| ≤ ki, i = 1, 2}, then

on�z, it follows [34]: ln
k2i

k2i −z2i
≤

z2i
k2i −z2i

, (35) is expressed as:

V̇ ≤ −aV − bV
τ+1
2 + C0 (36)

where, a = min{C1,C21,C22,C3}; b = min{C4,C5,C6}.
It follows from Lemma 2 that there is in finite time:

V (z) ≤
C0

b− λ
(37)

where, λ ∈ (0, b), set the time as:

Tr ≤
1

λ(1 − τ )
ln

V 1−τ (t0) +
a
λ

( C
b(b−λ) )

1−τ +
a
λ

(38)
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The constant term C0 =
∑2

i=1
1

2ϵ2i
D̄2
i + (1− τ )( 2

τ+1 )
−

1+τ
1−τ .

The second term is (1 − τ )( 2
τ+1 )

−
1+τ
1−τ , which is a smaller

constant when the constant τ is selected. The first item
is

∑2
i=1

1
2ϵ2i

D̄2
i , where in Remark 1 D̄i there is a detailed

explanation, which is mainly related to lateral winds and
the unmodeled part of the vehicle tires. Although these two
parts cannot be accurately measured, their values are not
particularly large when the vehicle is driving smoothly. The
ϵ2i is a design parameter that can be adjusted appropriately
to make the first term smaller in value. Thus, although
the constant term C0 cannot be adjusted to be arbitrarily
small, it can be kept within a small range. The function (36)
conforms to the form of Lemma 2 and therefore the system
is practically finite time stability. From V = V1 + V2 +

V3 and (37), X̃ , λ̃i and zi are bounded. Hence ξ1 = z1 and
ξ2 = z2 + η1 are bounded. From (25) and (30), the virtual
controller and actual controller are also bounded. Theorem 1
is proved.

The control method proposed in this paper is shown in
Fig. 4. State observer (18) and disturbance observer (19) are
designed to estimate the sideslip angle and the compound
disturbance, and are used in the design of the controller.
The virtual controller (25) is designed by redefining the path
tracking error. Finally, the actual controller (28) is designed
based on the backstepping method and the barrier Lyapunov
function.
Remark 4: The methods proposed in this article mainly

include state observer design and controller design. In the
autonomous vehicle system, the sideslip angle is difficult to
measure in practice, but it is necessary to know the sideslip
angle in the control process. Therefore, a state observer
is designed to estimate the sideslip angle, with the state
variables β and γ . According to the relationship between
autonomous vehicle system and reference path, the path
tracking model is established, and the relationship between
tracking error and autonomous vehicle system is derived. The
controller design is based on the path tracing model with
constraints on the state variables, which are ep and ėp.
Remark 5: The controller parameters are selected to

meet the following requirements. Firstly, the state observer
parameter design mainly focuses on choosing the appropriate
matrix L so that the matrix H satisfies Herwitz at the same
timemaking the state observer estimation the best. The k1 and
k2 are the ranges of the constraints, and it is necessary
to ensure that the target variables are always within the
constraints, i.e., k1 > z1, k2 > z2. On this basis, since z1 and
z2 are constantly changing during the path tracking process
of the autonomous vehicle, slightly larger k1 and k2 should
be chosen to ensure that k1 > z1, k2 > z2 are satisfied in
the whole process. From the analysis results in (35), it can be
viewed that the values of ϱ1, ϱ2, ς1 and ς2 should be chosen
largely as much as possible. The large values of control gains
ϱ1, ϱ2, ς1 and ς2 will improve the system performance.
However, too large values of ϱ1, ϱ2, ς1 and ς2 result in
an aggressive control action. The design parameter τ ∈

(0, 1), the smaller τ , the faster convergence rate of tracking
error and the higher tracking accuracy. However, if the τ is
too small, the system execution response cannot make the
tracking error converge quickly, and instead will deteriorate
the control effect.

IV. SIMULATION AND EXPERIMENTAL VERIFICATION
A. SIMULATION
In order to validate the effectiveness of the proposed

method, MATLAB/Simulink is made to co-simulate with
CarSim. The model of the proposed method is built in
MATLAB/Simulink, and the C-class car in CarSim is chosen
as the vehicle model, and the main parameters of the vehicle
model are shown in Table. 1.

TABLE 1. Vehicle parameters.

In order to validate the effectiveness of the proposed
method in this paper, the commonly used double lane
condition is selected. The lateral position of the reference path
and the yaw angle are given by the following equations [35]:

Yd =
dy1
2

[1 + tanh(z1)] −
dy2
2

[1 + tanh(z2)]

ϕd = arctan

[
dy1

(
1

cosh(z1)

)2 (
1.2
dx1

)
−dy2

(
1

cosh(z2)

)2 (
1.2
dx2

)] (39)

where, dx1 = dx2 = 25, z1 =
2.5
25 (X − 68) − 1.2, z2 =

2.5
25 (X − 133) − 1.2, dy1 = dy2 = 3.76.
In order to verify the effectiveness of the method proposed

in this paper under different conditions, two conditions are
set. Case 1 is the road surface adhesion coefficient µ =

0.3, vehicle speed vx = 48km/h; Case 2 is the road surface
adhesion coefficient µ = 1.0, vehicle speed vx = 100km/h.

In this section, three selected control methods are com-
pared to illustrate the effectiveness of the method proposed
in this paper. Since the simulation is in an ideal environment,
there are no effects such as actuator delays, communication
between devices, and so on. The parameters are adjusted
according to the requirements in Remark 5 to improve the
control accuracy as much as possible and get the best control
effect. The selected control parameters are as follows:

Method I: This method is the one proposed in this paper.
The parameters of Case 1 are set as: xp = 2, τ = 8/11, k1 =

10; k2 = 10; ϱ1 = 30; ϱ2 = 30; ς1 = 12; ς2 = 12; γ1 = 2.5;
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FIGURE 5. Simulation results of Case 1. (a) Estimation of sideslip angle; (b) Estimation of yaw rate; (c) Global path;
(d) Tracking error; (e) Lateral acceleration; (f) Front wheel angle.

γ2 = 2.5; L =

[
−0.5 −0.6
0.9 1.3

]
. The parameters of Case 2 are

set as: xp = 8, τ = 8/11, k1 = 10; k2 = 10; ϱ1 = 30; ϱ2 = 30;

ς1 = 12; ς2 = 12; γ1 = 2.5; γ2 = 2.0; L =

[
−0.5 −0.6
0.9 1.3

]
.

Method II: Based on method I, the finite time part is
removed to design the virtual controller and the controller as:

η1 = −ϱ1z1 −
z1

2(k21 − z21)

u = −
1
ζ3
(ζ1 + ζ̂2 + xpD̂2 − η̇1 + ϱ2z2 +

(k22 − z22)z2
2

+
3z2

2(k22 − z22)
)

(40)

Method III: In order to reflect the effectiveness of
the barrier Lyapunov function, the traditional backstepping
control method is chosen for comparison and the controller is
designed as:

u = −
1
ζ3
(ζ1 + ζ̂2 + xpD̂2 + ψ1ξ2 + ψ2(ξ2 + ψ1ξ1) + ξ1)

(41)

B. SIMULATION RESULTS OF CASE 1
The simulation results of the three methods for Case 1 are

shown in Fig. 5. To illustrate the effectiveness of the compar-
ison method more intuitively, two performance indicators are
introduced: 1) Root Mean Square Error (RMSE) RMSE =√

1
n

∑n
i=1 e

2
i ; 2) The maximum absolute value of error

MAX = maxi=1,...,n{|ei|}. The values of the two performance
indicators for Case 1 are shown in Table. 2.

TABLE 2. The indicators for simulation Case 1.

Fig. 5(a) and 5(b) show the simulation results of the state
observer. From Fig. 5(a), it can be seen that the estimates
of sideslip angle and the reference sideslip angle have small
errors and almost coincide at the end, and the estimation
errors converge to near zero. From Fig. 5(b), it can be seen
that the estimation of the yaw rate is very close to the
reference yaw rate due to the yaw rate as a known variable,
which indicates that the designed state observer has good
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FIGURE 6. Simulation results of Case 2. (a) Estimation of sideslip angle; (b) Estimation of yaw rate; (c) Global path;
(d) Tracking error; (e) Lateral acceleration; (f) Front wheel angle.

performance. From Fig. 5(c) and (d), it can be seen that all
the three methods can track the reference path well and have
smaller tracking errors throughout the tracking process, and
the final tracking error converges to near zero. Combinedwith
Table. 2, it can be seen that the absolute value of themaximum
error of Method I is 0.0587m, which has better tracking effect
thanMethod II andMethod III. Fig. 5(e) and 5(f) show lateral
acceleration and front wheel angle, respectively, from which
it can be seen that the curves of threemethods are very close to
each other, indicating that the vehicle are in almost the same
state at this time, and it is fair to compare the effectiveness of
three methods. From Table. 2, it can be seen that the RMSE
and MAX of Method I are smaller than those of Method II
and Method III. Therefore, in simulation Case 1, Method I
has better control effect.

C. SIMULATION RESULTS OF CASE 2
The simulation results of the three methods for Case 2 are

shown in Fig. 6, and the values of two performance indicators
for Case 2 are shown in Table. 3.
As can be seen from Fig. 6(a) and (b), the curves of the

estimated sideslip angle and yaw rate fit the curves of the
reference values well, indicating that the state observer also

TABLE 3. The indicators for simulation Case 2.

has good results in Case 2. From Fig. 6(c) and (d), it can be
seen that all three methods can track the reference trajectory
better, and finally the tracking error converges to near zero.
However, compared with Case 1, the vehicle velocity is
higher resulting in the tracking error will become larger.
Combined with Table. 3, it can be seen that the absolute
value of the maximum error of Method I is 0.3430m, and
the RMSE of method I is smaller than that of Method II and
Method III, which have better tracking results than Method II
and Method III. From Fig. 6(e) and (f), it can be seen that
the lateral acceleration and front wheel angle are in the same
range, which indicates that the vehicle states of the three
methods are almost the same. Under the same conditions,
Method I has better control effect.

The above results show the simulation results in both
cases and the simulation results show that Method I has
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FIGURE 7. The schematic structure of the hardware-in-the-loop experiment.

better control performance. However, in the simulation
validation as an ideal environment, the effects of sensor
measurement noise, actuator response delay, and external
disturbances on the control effect in the design environment
are not taken into account. Therefore, in order to better
validate the control effect of the proposed method in the real
environment, hardware-in-the-loop experimental validation
of the proposed method is performed.

D. HARDWARE IN THE LOOP EXPERIMENT
The schematic structure of the hardware-in-the-loop exper-

iment is shown in Fig. 7.
It mainly includes steering test bench, SCALEXIO,

dSPACE1401 and computer. The steering test bench ismainly
composed of steering motor, gear reducer, servo controller,
tension controller, magnetic powder brake, steering gear,
cable sensor and table frame. During the experiment, the
magnetic powder brake is controlled through the tension
controller to simulate the road load in the real environment.
The steering motor is controlled through the servo controller
to drive the gear reducer and thus the steering gear to
rotate. The displacement of the steering gear is collected
by the tension sensor as the actual turning angle output.
The computer with CarSim and ControlDesk is connected
to SCALEXIO and dSPACE1401 via network. The control
method is modelled in MATLAB/Simulink, the model is
brushed into SCALEXIO with CarSim for code generation,
and SCALEXIO sends the calculated desired corner to
dSPACE1401 via CAN. The control model of the steering
test rig is built in dSPACE1401 using MATLAB/Simulink,
and the steering motor is controlled by using an analogue
control servo controller based on the desired steering angle.
The steering motor rotates and the steering displacement is
captured by the tie wire sensor as the actual steering angle,
which is input to dSPACE1401 through analogue signal
acquisition. dSPACE1401 sends the actual steering angle
to SCALEXIO through CAN communication to enable the
vehicle to perform path tracking. The required signal data

is collected in ControlDesk to derive the actual effect of the
control method. In order to compare the experimental results
with the simulation results, the experimental environment
settings and the simulation environment settings are kept the
same.

Same as in the simulation verification, three methods
are compared to illustrate the effectiveness of the proposed
method, The hardware in the loop experiments are different
from simulations. Although the vehicle model is still virtual,
a steering test bench has been added. The latency of
the steering actuator and the delay between controller
communications need to be considered. As a result, the
controller parameters are different from the simulation and
cannot achieve the control accuracy in the simulation. On the
basis of Remark 5 requirements, combined with the actual
control effect, the parameters of Method I are set as follows:

TABLE 4. The indicators for experimental Case 1.

Method I: This method is the one proposed in this paper.
The parameters of Case 1 are set as: xp = 3, τ = 10/11, k1 =

0.9; k2 = 0.9; ϱ1 = 8; ϱ2 = 8; ς1 = 2; ς2 = 2; γ1 = 1.5;

γ2 = 2.5; L =

[
−0.5 −0.6
0.9 1.3

]
. The parameters of Case 2 are

set as: xp = 8, τ = 10/11, k1 = 0.9; k2 = 0.9; ϱ1 = 3; ϱ2 = 3;

ς1 = 2; ς2 = 2; γ1 = 2.0; γ2 = 1.5; L =

[
−0.5 −0.6
0.9 1.3

]
.

E. EXPERIMENTAL RESULTS OF CASE 1
The experimental results of the three methods for

Case 1 are shown in Fig. 8. The values of the two performance
indicators for Case 1 are shown in Table. 4.

Fig. 8(a) and 8(b) show the experimental results of the state
observer designed in this paper. From Fig. 8(a), it can be seen
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FIGURE 8. Experimental results of Case 1. (a) Estimation of sideslip angle; (b) Estimation of yaw rate; (c) Global path;
(d) Tracking error; (e) Lateral acceleration; (f) Front wheel angle.

that the estimated curve of sideslip angle can fit well with
the reference sideslip angle curve. Although there is a certain
difference between the estimated value of the sideslip angle
and the value of the sideslip angle, the estimation effect is
not very satisfactory considering that in the hardware-in-the-
loop experiments, the estimation effect will be interfered by
other factors, such as sensor noise and steering clearance.
Therefore, overall, the estimation of the sideslip angle can
meet the requirements of path tracking control. As can be
seen from Fig. 8(b), since the yaw rate is a known variable,
the error between its estimated value and the reference value
is very small, which also indicates the effectiveness of the
state observer designed in this paper. From Fig. 8(c) and 8(d),
it can be seen that all the three methods are able to track
the reference path well during the path tracking process.
At longitudinal positions 0-50m and 200-250m, the sensor
noise and the existence of certain gaps in the steering test bed
prevented the full output of 0 degree of steer, which prevented
all three methods from fully converging to zero at the start of
tracking as well as at the end of tracking error. Combined
with Table. 4, it can be seen that the maximum tracking error
of Method I has an absolute value of 0.1567m, which has a

better tracking effect compared to Method II and Method III.
From Fig. 8(e) and 8(f), it can be seen that the values of lateral
acceleration and front wheel angle are within the same range
for all three methods, with a small chatting in the front wheel
angle in the second half of the tracking due to a slightly larger
change in the amount of control for Method I. As can be seen
from Table. 4, RMSE and MAX of Method I are smaller than
those of Methods II and III. Therefore, in general under the
experimental condition of working Case 1, the path tracking
control effect of method I is better than that of Method II and
method III.

F. EXPERIMENTAL RESULTS OF CASE 2
The experimental results of the three methods for

Case 2 are shown in Fig. 9, and the values of two performance
indicators for Case 2 are shown in Table. 5.

Fig. 9(a) and 9(b) show the experimental results of the
state observer under Case 2. From Fig. 9(a), it can be seen
that the sideslip angle estimation curve as a whole can follow
the reference sideslip angle curve well, but there is a large
abrupt change at the longitudinal position around 130 m, and
then returns to normal. The same trend is observed in the
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FIGURE 9. Experimental results of Case 2. (a) Estimation of sideslip angle; (b) Estimation of yaw rate; (c) Global path;
(d) Tracking error; (e) Lateral acceleration; (f) Front wheel angle.

TABLE 5. The indicators for experimental Case 2.

estimation of yaw rate in Fig. 9(b), which has a small effect
on the control effectiveness. Therefore, the state observer
designed in this paper has well results at high velocity as
well. From Fig. 9(c) and 9(d), it can be seen that all the
three methods are able to track the reference path well during
the path tracking process. Similar to the case in Case 1,
at the beginning and end of the path tracking due to the
limitations of the hardware equipment, it is not possible to
make the error completely converge to zero. Combined with
Table. 5, it can be seen that the maximum tracking error of
Method I has an absolute value of 0.6395m, which has a
better tracking effect compared to Method II and Method III.
From Fig. 9(e) and 9(f), it can be seen that the values of
lateral acceleration and front wheel angle are in the same
range for all three methods. Due to the high velocity of

the vehicle in Case 2, the lateral acceleration of the three
methods is high, but the vehicle is still stable for path tracking.
Due to the high velocity of the vehicle, the response of the
steering test bed could not be achieved without delay in the
pure simulation environment, and had a certain delay, which
led to different degrees of jerks in the front wheel angle
for all three methods, especially more obvious after 150m
in the longitudinal position. As can be seen from Table. 5,
the RMSE and MAX of Method I are smaller than those of
Methods II and III. Therefore, in general under the simulation
condition of working condition two, the path tracking control
effect of method one is better than that of method II and
method III.

In summary it is stated that under the same experimental
conditions, no matter low-velocity and high-velocity working
conditions, the method proposed in this paper is able to
complete the path tracking control with better control effect.
As can be seen in Fig. 5(c) and Fig. 6(c), after 150m in
the longitudinal position, the vehicle enters the last curve
subsequently travelling in a straight line, and the tracking
error should converge to zero.Method I has finite time control
compared to Method II. From Fig. 5 (d) and Fig. 6 (d),
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it can be seen that Method I has smaller tracking error and
can converge to zero faster after a longitudinal position of
150m. Since it is an ideal environment in the simulation and
the actuator delay is not taken into account, the hardware-
in-the-loop experiments under the same conditions show the
advantage of finite time more clearly, as shown in Fig. 8(d)
and Fig. 9(d). The above simulations and hardware-in-the-
loop experiments illustrate that the addition of finite-time
control significantly improves the tracking accuracy as well
as the convergence rate.

V. CONCLUSION
In this paper, a state-constrained finite-time path tracking

controller is proposed for the path tracking problem of
autonomous vehicle affected by compound disturbance and
unmeasurable variables. Since the sideslip angle is difficult
to measure in practice, a state observer is designed for esti-
mation to improve the accuracy of the model. A disturbance
observer is designed to estimate the disturbance to the vehi-
cle, including side wind and tire force changes, to improve
the path tracking accuracy and stability. The combination of
backstepping, finite time convergence technique and barrier
Lyapunov function ensures that the system state converges in
finite time and is proved based on Lyapunov stability theory.
Finally, simulation and hardware-in-the-loop experimental
results demonstrate the effectiveness of the proposed method.

The barrier Lyapunov designed in this paper is a loga-
rithmic function, and in the future, we will explore how
the tangent type function can solve the constrained and
unconstrained cases at the same time, and how to apply
it to the path tracking of the autonomous vehicle will
be one of our future research directions. In addition, this
paper does not consider the steering-by-wire system in
the autonomous vehicle path tracking problem. However,
in practice, autonomous vehicle will inevitably experience
faulty situations (e.g., steering motor loss of effectiveness,
stuck, and outage etc). Fault-tolerant control [36] research for
faulty situations will be part of our subsequent work.
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