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ABSTRACT Through the cleaning and filtering of real data from driving studies, a traffic violation dataset
was constructed in order to determine the relationship between driver factors and the occurrence of traffic
violations. Driver factors were analyzed using the indicator significance method and a multidimensional
indicator set for predicting driver traffic violations was created. On this basis, we propose a hierarchical
network-based method for predicting driver traffic violations. First, time sequences data preprocessing is
performed to the multidimensional input data and a framework is presented for analyzing traffic violation
data using the convolutional neural network(CNN) and long short term memory network (LSTM). CNN
is used to obtain the time sequences of factors related to traffic violations and LSTM is adopted to
acquire the temporal characteristics of these sequences, thus completing the initial calibration of the
relationship between driver factors and the occurrence of traffic violations. Finally, the types of driver traffic
violations are predicted using an improved attention network that adds two plug-and-playmodules, including
spatio-temporal interaction and deep convolutional feature extraction, which accomplishes the self-learning
recalibration function of the indicator weights for calculating the probability of the occurrence of a certain
traffic violation in the future period. On the traffic violation dataset, the proposed method was evaluated, and
it increases prediction accuracy when compared to non-hierarchical methods and existing joint methods, thus
contributing to the synergy of smart connected vehicle systems.

INDEX TERMS Traffic violations, hierarchical network, spatio-temporal interaction, deep convolutional
feature extraction, prediction accuracy.

I. INTRODUCTION
Road traffic accidents has become a major global problem
affecting traffic safety, and the number of injuries and deaths
due to this cause remains chronically high. China faces
even more serious traffic safety problems. According to the
National Bureau of Statistics of China [1], the number of
road traffic accidents has been increasing year by year, and
the three absolute indicators of deaths, injuries and economic
losses are still at a high level, as shown in Table 1. There-
fore, technical methods are needed to reduce the number
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TABLE 1. Indicators of road traffic accidents in china.

of accidents and avoid road traffic accidents with serious
consequences.
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Numerous researchers and scholars at home and abroad
have conducted a series of studies on the causes of road
traffic accidents, and have found that the factors affecting
traffic accidents include human, vehicles, roads and the envi-
ronment, as well as the synergistic effect of the above four
aspects, with the human factor being particularly important
compared with other factors. More than 90 percent of road
traffic accidents are caused by drivers violating traffic laws.
For instance, 50 percent of fatal road traffic accidents in
Europe and 75 percent of fatal road traffic accidents in China
are caused mainly by driver traffic violations [2].

The characterization and evolution of driver traffic viola-
tion is a hotspot in the field of traffic safety [3]. Accurate
prediction of traffic violations can enhance the synergy of the
current smart connected vehicle systems [4] and at the same
time, it can promptly alert drivers to potential violations, thus
reducing the probability of traffic accidents, protecting the
personal safety of traffic participants, and reducing the loss
of property. With the advancement of fundamental research
on driver traffic violations as well as the development and
iteration of artificial intelligence and deep learning theories,
the study of traffic violation prediction models and methods
has opened up new potential [5], [6], [7], [8]. The tradi-
tional mathematical model based traffic violations are general
motor model [9], stimulus response model [10], collision
avoidance model [11] and Psycho physical model [12]. With
the rise of machine learning techniques, SVM [13], decision
tree [14], k-means [15], hidden markov model [16], genera-
tive adversarial networks [17], ant colony optimization [18]
are gradually applied in the field of traffic accident data
analysis and driver behavior recognition. In addition, the
rapid development of traffic-related video devices and the
application of computer vision methods, such as Mixture
of Gaussian [19], Convolutional Neural Networks [20] and
Yolo [21] are capable of recognizing driver relevant driving
behaviors and thus predicting the driver’s intention. However,
the diversity and variability of drivers in terms of age, gender,
driving experience and personality leads to the following
challenges in predicting traffic violations. (1) The difficulty
of collecting real data on traffic violations and the small
number of trainable samples lead to a lack of consistency in
the results of the constructed prediction models. Meanwhile,
there are some othermethods to collect datasets, such as ques-
tionnaires, simulations, accident information data, natural
driving data, in- and out-of-vehicle videos, etc., which suffer
from subjectivity, lack of authenticity and inaccessibility due
to data privacy reasons. (2) The selection of indicators for
traffic violation prediction is subjective, and the subjectiv-
ity of the participants in the data collection process makes
the determination of the type of traffic violations uncertain.
Existing studies generally focus on the road traffic accident
itself, lacking synergistic studies of external factors, and there
is the problem of difficulty in recording the main traffic
violations that led to the accident. (3) Existingmethods ignore
the regularity of time sequence related to traffic violations and
lack a targeted time window design.

The driver’s own factors are a major cause of traffic vio-
lations in four main areas: age, gender, driving experience
and personality. Studies at home and abroad have shown
that only 7% of young drivers between the ages of 18 and
24 believe that their driving skills are poor and that they
are prone to traffic violations when driving [22], while the
remaining 93% believe that their driving skills are average
or better. The truth, however, is quite the opposite: younger
drivers are more prone than older drivers to make mistakes
behind the wheel and to commit more violations, particu-
larly in circumstances that call for good driving judgment.
Although female drivers commit more traffic violations than
male drivers do as a result of having less skill, the results
of male and female drivers’ self-evaluations of their driving
abilities show that there is not much of a difference in the
probability of committing traffic violations due to gender dif-
ferences [23]. Existing studies on driving experience suggests
that novices are unable to analyze potential hazards in the
most adaptive mode and take a rational approach to avoid-
ing traffic violations compared to experienced drivers [24].
There is a correlation between drivers’ personality factors
and traffic violations. For example, dutifulness and open-
ness are positively correlated with avoiding traffic violations,
while personality such as neuroticism, impulsivity, irritabil-
ity, and depression are negatively correlated with avoiding
traffic violations. Moreover, drivers’ personality factors have
a long-lasting impact on the occurrence of traffic violations.

Based on the above analysis, existing studies suffer from
difficulties in obtaining datasets, overemphasis on vehicle
and environmental factors, and analyzing only a single factor
while ignoring the synergistic effects of multiple factors.
Therefore, this paper constructs a traffic violation dataset
based on the data from the Traffic Management Bureau of
the Public Security Department of Liaoning Province, China,
in which the source data contains four types of indicators
describing driver factors, i.e., age, gender, driving experience,
and personality, as well as 55 types of traffic violations.
Through the relationship between driver factors and occur-
rence of traffic violations described in this dataset, a driver
traffic violation prediction method is proposed. This method
is able to proactively intervene in the driver behavior of smart
connected vehicles to avoid traffic violations, thus providing
a credible basis for improving the synergy of smart connected
vehicle systems. Specially, the main contributions of the
paper can be summarized as follows:

(1) A hierarchical network that can predict driver traffic
violations is designed based on a traffic violation dataset.
The network describes the characteristics of driver factors and
calculates the probability of a traffic violation occurring in the
future. It is also more advantageous than the non-hierarchical
network in three evaluation metrics: prediction accuracy,
mean absolute error and prediction precision.

(2) The proposed network utilizes the powerful fea-
ture extraction function of neural networks to obtain the
time sequences of factors related to traffic violations from
the dataset, and at the same time characterizes temporal
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characteristics of these sequences using a long and short-term
memory network to calibrate the relationship between traffic
violations and driver factors.

(3) The attention network is improved by designing two
plug-and-play modules including spatio-temporal interact-
tion and deep convolutional feature extraction. The former
solves the problem of matching the dimensionality of the
relevant indicator matrices, and the latter reduces the com-
plexity of calculating the interrelationships among different
indicators. The addition of these two modules overcomes
the problem of indicator weight calibration error caused
by the global average pooling operation and realizes the
self-learning recalibration function of indicator weights.

The remaining part of the paper is structured as fol-
lows: Section II describes the related work. Section III
gives the prediction framework for driver traffic violations.
Section IV shows experimental setting and performance eval-
uation. Finally, Section V concludes this paper.

II. RELATED WORK
In terms of the relevant factors of driver traffic violations,
the construction of the prediction model is generally real-
ized through the analysis of the violation data set, i.e., the
questionnaire is used to inquire drivers about their driving
operations and psychological activities at the time of the
violation, so as to extract the correlation indicators. With
the introduction of sensors, images, positioning and other
devices into traffic activities, it has become possible to collect
vehicle trajectories and obtain data on the entire process of
vehicles, but legal and cost restrictions prevent access to data
on the characteristics of drivers at the time of the violation,
resulting in a lack of relevance and comprehensiveness of
prediction results. Li et al. [25] constructed vehicle-road
collaboration scenarios using simulated driving technology
and analyzed the multidimensional change characteristics of
driving behaveiors in different scenarios, but they failed to
form universal scenarios and applications due to the deviation
of simulated driving technology from real scenarios. Chen
and Chen [26] collected natural driving data to form an
experimental database and discussed risky driving behavior
and the relationships between the factors in it. Deng et al. [27]
and Payyanadan et al. [28] showed that reaction time to traffic
hazards and the desire to drive illegally decreases with age
and experience. In addition, the inability to accurately assess
and identify roadway risks leads to a decrease in cautious
driving behavior during vehicle operation, increasing the risk
of driving traffic violations. Gelmini et al. [29] showed
that thrill-seeking or other driving intentional risk-taking
behaviors also contribute to the occurrence of traffic
violations.

In terms of related prediction technologies, road traf-
fic violations are dominated by driver violations while
driver behavior is monitored by exploring driving patterns.
In the 1950s, a classical mathematical model reflecting cur-
rent driving behavior was obtained by analyzing the linear
driving behavior between neighboring vehicles on one-way

streets, represented by the general motor model, which was
applied to describe the phenomenon of frequent deceler-
ation of vehicles during driving. And then, with collision
avoidance models based on the relative distance between
adjacent vehicles as the main factor, a safe distance and
reaction delay time were introduced and a model based on
this with speed of travel, safe distance, front and rear speed
constraints emerges in order to simulate driver behavior
leading to dangerous collisions. Later, safety distance and
reaction delay time were introduced to establish a collision
avoidance model based on the relative distance between
neighboring vehicles as the primary factor. Based on this,
constraint models with driving speed, safe distance, and
front and rear vehicle speeds emerged to simulate driver
behavior. In the 1960s, the driving psychological model was
constructed using the effect of poor driver vision on the
judgement of the driving environment as a factor, and six
models ofWeidmann driving behavior were formed from this.
Then Fancher added driver psychological reaction thresh-
olds to quantify the driver’s perception of the moving lead
vehicle. In the 1990s, Bando proposed the OV model that
uses the speed difference to react to the driver’s behavioral
delay phenomenon and set up a speed optimization function
to control the behavioral output of the rear-guided vehicle.
After entering the 21st century, machine learning methods
have made great progress, and techniques such as SVM,
ant colony algorithm, genetic algorithm, recurrent neural
network, GoogleLeNet, VGG and ResNet, have been suc-
cessively applied to the field of driver behavior recognition.
For example,Menno obtains two-bit features of facial thermal
images by extracting the driver’s facial features and combin-
ing them with Gaussian mixture model to identify the driving
behaviour under the drinking condition. Yeo and Chuang
used SVM method as the core, which can obtain the EEG
signal features characterizing fatigue driving behavior and
the EEG change features in different regions respectively. Liu
extracted the driver’s eye and head running information fea-
tures by semi-supervised learning method and improved the
binary discrimination accuracy by semi-supervised extreme
learning machine method. Masood used VGG16 network to
analyze the behavioral images during driving, and achieved
better results in detecting distracted driving on a small-scale
dataset.

Deep learning methods such as Convolutional Neural
Network (CNN) and Long Short Term Memory (LSTM)
have the technical advantage of automatically extracting
high-level features from low-level features to describe the
constituents of driver traffic violations. This has led to
deep learning methods for predicting driver traffic viola-
tions gradually becoming mainstream [30], [31], [32], [33].
Okafuji et al. [34] designed a behavior recognition scheme
based on CNN fusion model, which achieves good perfor-
mance on public datasets, but only considered the spatial
characteristics of the data and ignored the temporal charac-
teristics of the behavior. Li et al. [35] presented a behavioral
pattern recognition model combining LSTM and recursive

121282 VOLUME 12, 2024



M. Wang, N. Li: Hierarchical Network-Based Method for Predicting Driver Traffic Violations

FIGURE 1. The overview of the hierarchical network-based method.

neural network algorithm, and the experimental results on
public dataset showed that the model is adapted to data
with temporal characteristics, and suffers from the defect of
insufficient spatial information mining. Cura et al. [36] fused
CNN and LSTM to extract spatio-temporal fusion character-
istics and achieved high recognition rates for time-continuous
behaviors, but the accuracy of the recognition results leaves
something to be desired due to the feature extraction setup
with the same weights. The attention mechanism (AT) [37],
[38], [39] uses an automatic weightingmechanism that differ-
ent modules in the model can be correlated with each other in
a weighted way so that the model focuses its attention on spe-
cific parts of the input sequence. The BiLSTM-MCNNmodel
proposed by Zhu et al. [40] introduced an attention mecha-
nism for analyzing personal emotions and achieving accurate
recognition. Gao et al. [41] used a lightweight network incor-
porating an attention mechanism to localize key features of
the data. Chen and Gong [42] improved the attention module
with matrix manipulation of spatio-temporal interactions and
depth-separable convolutional methods, and integrated the
module into an existing network to increase the accuracy
of recognition. Developments in computer vision technology
drive the prediction of traffic violations. A seatbelt detec-
tion method based on the Gaussian Mixture Model (GMM)
and cascade classifier (Adabooast) was proposed by Chen
in 2015. However, because of the high pixel requirements,
this method has limited utility. Meng et al. [43] proposed the
AdaVit framework, which combines strategies for the use of
image blocks, self-attentive heads and transformer blocks to
improve the efficiency of vision transformers. The framework
can be used for driver behavioural reasoning. Li et al. [44]
and Talukdera et al. [45] studied multi-scale feature repre-
sentation of transformer models for image classification and
their results could provide an effective way to classify driver
behavior. Manzari et al. [46] examined the potential direct
application of vision transformers for traffic sign recognition
and evaluated the benefits and drawbacks of using vision
transformers in conjunction with convolutional neural net-
works for this purpose.

III. THE HIERARCHICAL NETWORK-BASED METHOD FOR
PREDICTING DRIVER TRAFFIC VIOLATIONS
The hierarchical network-based method for predicting driver
traffic violations is divided into three parts: time sequences
data preprocessing, traffic violation data analysis, and driver
traffic violation prediction, as shown in Figure 1. The first
part forms the multidimensional time sequences input data
through data cleaning and fliting, time window and variable
structure adjustment, as detailed in Section III-A. The second
part constructs a framework for predicting traffic violations
using CNN and LSTM, as detailed in Section III-B. The
last part outputs prediction results by optimizing the model
parameters through the attention layer and configuring the
fully connected layer according to the regular and hierarchical
input structure, as detailed in Section III-C.
Since the factors leading to the current driver’s traffic viola-

tions are a continuation of the previous period and the LSTM
prediction results are only influenced by historical data, it is
necessary to extract time-series characteristic parameters of
the driver’s personality. Thus, the output of the CNN layer is
used as the input to the LSTM layer, which is computed to
output the time-series feature vector of the driver’s personal-
ity at each moment.

Specifically, first traffic violation data is input in the form
of a matrix, and this matrix is convolved with the convolution
kernel Ki and the RELU is used as the activation function,
so as to obtain the results of the convolution operation and
the computed results after the nonlinear mapping. A maxi-
mum pooling operation is performed on these results and the
pooled results are spliced. Secondly, xt and ht−1 are fed into
the LSTM layer to obtain the hidden layer information ht .
Next, the hidden layer data is convolved with Ki to compute
the multidimensional features at different time moments in
order to improve the network layer representation. Finally,
the final hidden layer information of the LSTM is used as
the query vector of the attention mechanism, and the multi-
dimensional features are used as the key and value vectors
of the attention mechanism, while the similarity between the
query vectors and the outputs of the attention mechanism is
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then measured by the dot-product operation, which maps the
importance of each time-step feature on the prediction results
of the driver’s illegal behaviors.

A. TIME SEQUENCES DATA PREPROCESSING
Driver traffic violation data are usually time sequences data,
including basic driver information (such as age, fatigue sta-
tus, etc.), driving experience, and personality changes that
occur while driving (such as mood swings). Due to issues
withmissing values, anomalies, and noise throughout the data
collection process, it is necessary to deal with the data that is
currently accessible by interpolating the missing values and
identifying the anomalies.

In the case of missing data values due to cognitive biases
of the respondents, the mean value method is used to deal
with the missing values. Let X = {x1, x2, . . . , xn} denotes
the traffic violation data, and X has missing value xj, which
can be calculated by (1):

xj =
xi − xk
k − i

j+ xi (1)

where xi and xk denote the pre-data and post-data of xj,
respectively, k ∈ {1, 2, · · · , k − q− 1} .

There are obvious outliers in the dataset due to respon-
dents’ thinking biases, and the mainstream methods include
Pauta criterion, Chauvenet criterion, Dixon criterion and
Grubbs criterion. Among them, the Grubbs criterion can
detect outliers when the overall standard deviation is
unknown and the probabilistic significance is clear, which is
calculated as follows:

|xi − x| > gσ (x) (2)

In (2), xi is the verification point, and x and σ (x) are
the mean and standard deviation of the verification sample,
respectively, where the verification sample consists of a num-
ber of points extracted forward and backward starting at xi,
g is the value at certain defined confidence probability.

Redundant data can lead to slow and poor model fit-
ting [47]. To overcome this shortcoming, significance analy-
sis is used to explore the relationship between each indicator
and the occurrence of traffic violations, removing redundant
indicators and retaining significantly related indicators as the
final inputs to the model. As shown in Figure 1, in the part of
time sequences data preprocessing, the data before the current
moment is taken as input, and after the prediction model with
the neural network algorithm as the core, the current moment
value is predicted, and then the intermediate input of each
data {x1t , x2t ,. . . ,xnt} as inputs for the next process.
The time window is the span of time between a change in

a driver basic information or personality and the occurrence
of a traffic violation. Setting of the time window includes two
kinds of methods: fixed time window width and variable time
window width, the former refers to the forward collection of
characterization indicators over a fixed period of time, count-
ing from the time of the occurrence of the traffic violation;
the latter refers to the selection of different time window

widths by taking into account the different characteristics of
drivers. It has been shown that the time window within 1-3
seconds has a high prediction accuracy [48], [49], so the time
window can be set to increment in 0.5 second intervals within
1-3 seconds and the appropriate time window width can be
selected according to the experimental results.

B. TRAFFIC VIOLATION DATA ANALYSIS
1) THE CNN LAYER
Given the advantages of CNN in feature extraction, we use
it to classify and recognize the basic information, driving
experience and personality of drivers, as shown in Figure 2.
The CNN contains four layers, the first of which is the input
layer. Its data structure is a 4-tuple (D 1 HW), where D is the
driver indicator data related to a single traffic violation with
channel number 1, andH andW are the corresponding height
and width of the indicator data. The feature information from
the indicator data is extracted using layers 2 through 4, which
are CNN layers with convolutional kernels K1, K2, and K3,
respectively. Each layer has a batch normalization, activation
layer, pooling layer, and fully connected layer, and the out-
put format is a 4-tuple (D K2 H2 W2), (D K3 H3 W3) and
(D K4 H4 W4), respectively.

FIGURE 2. The CNN layer structure.

CNN related rules are as follows: The convolution layer
extracts local features through convolution operation to
reduce the dimensionality of input data; the pooling layer
reduces the dimensionality by removing some of the features
for the purpose of feature data filtering; the fully connected
layer is used for feature weighting to complete the classifica-
tion function. In (3), the process of convolution operation is
displayed.

D × ω =

C∑
k=1

W∑
j=1

H∑
i=1

[
Dk (i, j) ωk (i, j)

]
(3)

where D is the convolutional layer input data, ω is the weight
of the convolutional kernel, and C , W and H are the number
of channels, width and height of the convolutional kernel.
Typically, an activation function is added to the convolutional
layer, often using the Leaky Relu function using (4).

LeakyRelu (x) =

{
x
ax

x > 0
x ≤ 0

(4)

The above function solves the negative-zero gradient prob-
lem by assigning a very small linear classification of x
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to the negative input ax, where a is a very small positive
number.

C. THE LSTM LAYER
In order to overcome the gradient explosion or vanishing
problem of CNN, LSTM is adopted for extracting the tempo-
ral characteristics of the traffic violation data and predicting
the type of traffic violations throughmodel training, as shown
in FIGURE3. LSTM contains forget gate ft , input gate it , and
output gate ot , all of which are functions of the previous state
ht−1 and the new input xt as independent variables. Memory
cell ct and candidatememory cell ct are related to thememory
cell of previousmoment ct−1 and are adjusted by it and ft . The
method of updating the gate unit andmemory cell is described
in (5)-(10).

ft = σ
(
Wf (ht−1, xt) + bf

)
(5)

it = σ (Wi (ht−1, xt) + bi) (6)

ot = σ (Wo (ht−1, xt) + bo) (7)

ct = tanh (Wc (xt , ht−1) + bc) (8)

ct = ftct−1 + itct (9)

ht = ot ∗ tanh (ct) (10)

where, Wf , Wi, Wo an Wc are the weight parameters,
bf , bi, bo and bc are the bias parameters, and ft , it and ot use
the sigmoid function as the activation function and normalize
the state of the memory cell. The sigmoid function is defined
as in (11).

sigmoid (x) =
1

1 + e−x
(11)

FIGURE 3. The STM layer structure.

D. DRIVER TRAFFIC VIOLATION PREDICTION
1) THE ATTENTION LAYER
The attention mechanism is the brain’s signal processing
mechanism for dealing with visual signals, which focuses on
assigning different weights to different aspects of a things in
order to reduce the significance of unimportant information.
Traditional traffic violation prediction methods ignore the
proportion of weights between variables, but it has been
found that different indicators have different relevance to
the occurrence of traffic violations. By exploring the inter-
nal relationships of the violation data, an attention layer

is designed to automatically optimize the parameters, thus
improving the prediction accuracy. Therefore, the indicators
that are significantly related to traffic violations are filtered
out using significance analysis, and then the values of the
significance indicators of the hidden vectors output from
LSTM are calculated and ranked by the attention mechanism,
so as to improve the accuracy of the prediction method, see
FIGURE 4.

FIGURE 4. The structure of the attentional layer.

In the proposed method, the output of the LSTM layer
using significance analysis is taken as the input of the atten-
tion layer, and matrix multiplication is used to process the
correlation indicators. We find that the current attention
mechanism is somewhat maladaptive, as the global average
pooling operation used does not assign weights based on indi-
cator characteristics, reinforcing unimportant information to
some extent. Therefore, considering the assignment of differ-
ent learnable weights based on the indicator characteristics,
the existing attention mechanism is improved by designing a
spatio-temporal interaction module and a deep convolutional
feature extraction module. These two modules fulfill the
plug-and-play requirement and can be added directly to an
existing attention layer network to form a new recognition
network.

The spatio-temporal interaction module aims to solve the
problem of matching the dimensions of the matrix of relevant
indicators, and the main processes are as follows. First, the
input dimension [D×T ×H ×W ] is converted to [DT×HW]
using matrix multiplication to obtain the first median value,
where D is the value of the indicator sequence, T is the
number of channels, H denotes the height of the sequence,
and W denotes the width of the sequence. Secondly, the
feature information of the dimensions is extracted using the
Reshape-Conv method, after which the Softmax method is
used to assign different learnable weights to different indi-
cators to obtain the second median value. Then, a matrix
multiplication operation is performed on these two median
values, and later the different indicator weights are weighted
to the corresponding original indicator characteristics using
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incentive weighting. Finally, the original feature completes
the recalibration operation. To address the shortcomings of
the existing incentive weighting functions that rely on batches
in calculating the mean and variance, i.e., too small a batch
value will result in a mean and variance that are insufficient
to fully express the entire distribution of the data, the Group-
Norm method is used instead of the BatchNorm method so as
to eliminate the influence of the batch value on the results.

The deep convolutional feature extraction module aims to
reduce the computational complexity when calculating the
interrelationships between different indicators, and the main
process is as follows. Deep convolution is utilized to achieve
the compression of the input dimension, assuming that the
input is changed to (DT×H×W ) using the Permute function,
the convolution kernel is (K1×K2), the number of convolution
kernels is L. In addition, the inputs are grouped based on
the indicators related to the traffic violations of the drivers
(basic information, driving experience, and personality), and
the number of groups is G. Using the usual convolutional
computation method, the number of parameters is DT×K1 ×

K2 × L. After using grouped convolution, the number of
parameters is one-third of the original. When L = G, the
grouped convolution uses the Depthwise-Convmethod; when
L = G and K1 = H , K2 = W , global pooling can
be achieved while assigning learnable weights to different
variability indicators. The entire process of the improved
attention recognition network can be seen in FIGURE 5.

FIGURE 5. The improved attention recognition network.

Since the factors that lead to different traffic violations
are not the same, however the feature data is computed
using CNN and LSTM layers, the weights of each factor are
balanced. Considering the fact that the importance of irrel-
evant information leading to traffic violations is somehow
enhanced while the importance of relevant information is
suppressed, the above two modules assign learnable weights
to the feature data, which improves the prediction accuracy.

2) PREDICTION RESULTS OF DRIVER TRAFFIC VIOLATIONS
The hierarchical network of proposed method is mainly
divided into 8 layers. Specifically, layers 1 through 4 are CNN
layers (see Section III-B1). Layer 5 is an LSTM layer with k
hidden units, which is used to learn the nonlinear relationship
between the type of traffic violations and related indicator,
and the temporal dependence of indicator sequences. Layer
6 is the attention layer, which acquires the traffic violation

data for each time period and weights the hidden states output
from the LSTM layer. Layer 7 is a fully connected layer
that filters the traffic violation features and maps them to
the sample space through a weight matrix. Layer 8 is the
output layer, which is used to obtain the percentage of traffic
violations types, i.e., to predict the probability of occurrence
of a particular type of traffic violations.

IV. EXPERIMENTS
A. EXPERIMENTAL SETTINGS
The experiment was simulated using an HP server with
an Intel(R) Core(TM) i9-10900X @3.7GHz CPU, 128G
of RAM, and an NVIDIA GeForce RTX 2090 graphics
card. The dataset was obtained from the Traffic Manage-
ment Bureau of the Public Security Department of Liaoning
Province, China. The data were collected in the form
of a questionnaire, which was divided into three main
aspects: basic information, driving experience and personal-
ity, as shown in Table 2. Meanwhile, traffic violations were
classified into five types with a total of 55 items, including
12 items in the first type, 15 items in the second type, 12 items
in the third type, 12 items in the fourth type, and 4 items in the
fifth type. The questionnaire was completed by drivers when
they processed their traffic violation record at the Traffic
Management Bureau.

TABLE 2. A partial presentation of the questionnaire structure.

The experimental parameters involved in the first 5 layers
of our hierarchical network are K1, K2, K3 and k . In our
experiments, we found that the prediction accuracy of traffic
violation results is higher when K1 =32, K2 =128, K3 =64
and k = 64. Meanwhile, the size of the convolution kernel is
set to (1, 11), (1, 9) and (1, 7), the step size is set to (1, 2), the
padding values in the convolution are set to (0, 5), (0, 4), and
(0, 3), the number of encoder and decoder layers of LSTM
layer is 4, the number of encoder units and decoder units are
64 and 128 respectively, the number of hidden units is 128, the
maximal pooling layer window length is set to (1, 3), and the
pooling step size is set to (1, 2). Cross entropy is used as a loss
function during CNN forward propagation; Adam’s method
is used to update the weights and biases of the CNN during
error back propagation. Additionally, the training batch size
is 128, the initial value of the learning rate is 0.001, the
number of iterations is 100, the weight decay value is 0.0001,
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the dropout value is 0.2 and the input time window width is
(1.0s, 1.5s, 2.0s, 2.5s, 3.0s). The evaluation metrics such as
precision, F1 score, and precision are the same as defined in
the [50].

B. ANALYSIS OF EXPERIMENTAL RESULTS
In order to verify the prediction accuracy of the proposed
method, a significance analysis was conducted on the indica-
tors related to driver traffic violations, as shown in TABLE 3.
Individual indicators are used as independent inputs into the
time sequence prediction model, and the output time predic-
tion sequence are used as inputs to the next layer. Meanwhile,
the other indicators remain unchanged and go directly to the
CNN layer.

TABLE 3. Significance values for some indicators.

The temporal sequences into the CNN layer and LSTM
layer are fitted to output the classification results of traffic
violations. An Adam method is used for optimization and an
exit threshold of 0.5 is set to prevent overfitting. Also, the
model error was verified with the mean absolute error MAE,
which is defined as:

MAE=
1
n

n∑
r=1

∣∣br − b′
r

∣∣ (12)

where br is the prediction result of driver traffic violations and
b′
r is the actual value of traffic violations. Two performance
evaluation metrics, prediction accuracy and MAE, are used
to validate the effectiveness of the proposed method by com-
paring the non-hierarchical network-based method (LSTM),
the hierarchical network-based method (CNN+ LSTM), and
the method with the addition of an attention mechanism
(CNN+LSTM+ ATTENTION).
As can be seen from TABLE 4, the addition of the atten-

tion layer can effectively improve the prediction accuracy of
traffic violations and reduce the MAE value. The hierarchical
network structure can better improve the prediction accuracy,
with the best effect when the time window is 2.0s. The reason
for this may be that the time of 2.0s coincides with the time
difference between the change in the temporal indicator of the
traffic violations and the occurrence of the traffic violations.

The F1-score comparison results are shown in TABLE 5
and it can be seen that the proposed CNN+LSTM+ATTEN-
TION method has the highest value, which indicates that it
has some advantages.

TABLE 4. Prediction accuracy and MAE values for different methods
under different time window widths.

TABLE 5. F1-score for different methods.

FIGURE 6. The prediction accuracy curve during the training period of the
dataset.

FIGURE 6 shows the prediction accuracy curve of the
proposed method during the training period of the dataset.
From the figure, it can be seen that the prediction accuracy
tends to increase with the increase in the number of itera-
tions and finally reaches a steady state, and the prediction
accuracy of the proposed method is higher than that of the
comparison methods. That is, the model converges faster and
predicts driver traffic violations with higher accuracy during
the training process.

Our method is compared with existing models, including
Logistic Regression(LR), Support Vector Machine (SVM),
CNN, [50] and [51] to verify the effectiveness of the pro-
posed method. The comparison results are shown in Table 6.
As can be seen from the table, the prediction precision of the
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proposed method (CNN+LSTM+ ATTENTION) is about
10% higher than the other methods, and then comparing
the prediction precision of the different models at each time
window width, it is found that the performance when the
time window width is 2.0s is generally higher than the other
time windows. Therefore, the proposed hierarchical method
can be more effective in predicting driver traffic violations,
and at the same time, the time window width of 2.0s gets the
best prediction effect.

TABLE 6. Prediction precision of the different methods at different time
intervals.

The computation time for the prediction of a single data
item is shown in Table 7. When working with larger datasets,
LSTM performs better than CNN, LR, and SVM; neverthe-
less, it takes longer because it needsmore parameter. This lays
the foundation for our method in this paper, but we also add
an improved attention module, increasing calculation time.

TABLE 7. Calculation time for different methods.

V. CONCLUSION
Most road traffic accidents are related to human factors, such
as driver traffic violations. In order to explore the relationship
between driver factors and traffic violations, and thus to pre-
dict the occurrence of driver traffic violations, a hierarchical
network-based method is proposed to enhance the synergy of
the current smart connected vehicle systems. It is challenging
to access the traffic violation dataset because it is only stored
in the traffic management department. We constructed the
traffic violation dataset by collecting data from the Traffic
Management Bureau of Liaoning Provincial Public Secu-
rity Department. On this basis, we use neural networks to
obtain the time series of factors related to traffic violations,
while extracting the time sequences features through long

and short-term memory networks. In order to predict drivers’
traffic violations, an attention network is introduced, but
in the process, it was discovered that the network has the
problem of indicator weight calibration error. As a result,
two plug-and-play modules are designed: spatio-temporal
interaction and deep convolutional feature extraction. The
former solves the problem of mismatch in the dimensionality
of the relevant indicator matrices, and the latter reduces the
computational complexity inmeasuring the interrelationships
between different indicators. The experimental results show
that the proposed method can improve the prediction accu-
racy of driver traffic violations, which in turn provides a
credible basis for smart connected vehicles to actively inter-
vene in driver behavior, avoid traffic violations, and improve
the safety of traffic participants.

Due to the self-preference of the drivers interviewed, the
data items in the dataset are more favorable to them when
it comes to road traffic accidents. This led to some bias
in the attention module of the proposed method when ana-
lyzing and processing the importance of individual factors.
Further experiments are required in the future to rectify the
self-preferences of the drivers. Additionally, the trade-off
between recognition accuracy and model complexity must be
carefully considered.

Future work will focus on two main aspects. On the one
hand, the sample size is increased much more. The cur-
rent dataset includes 55 traffic violations and four types of
indicators that describe characteristics of drivers. The study
discovered that some of the drivers interviewed unable to
adequately describe their self-personality and that not all
personalities were included in the dataset. So the current
questionnaire needs to be improved in order to refine and
expand the dataset. On the one hand, in order to suppress the
issue of drivers’ subjective preferences, new techniques and
methods can be investigated. For example, using computer
vision techniques for real-time video monitoring of driving
behavior with privacy concerns, and exploring fusion solu-
tions for current hierarchical network and computer vision
networks.
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