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ABSTRACT The proliferation of high-dimensional data in many advanced database applications is a result
of today’s technological advancements. These data points that correspond to objects are often without a
precise description, which make their representation uncertain. While the concept of data streaming is
not new, its practical uses are only recently emerging. This research focuses on continuous range data—a
type of uncertain data common in database applications—that do not have explicit representations of their
exact values. Furthermore, the identification of skyline objects—one of the popular database applications—
becomes more challenging when skylines are to be identified from a collection of continuously generated
input data streams where objects might have imprecise values. This makes it imperative to determine which
approach has the optimal accuracy for estimating or predicting the uncertain values and at the same time
able to handle a massive streams of data that are continuously generated and analyze them almost instantly to
provide accurate and timely responses. Given this, the following techniques are selected—Linear Regression
(LR), k-Nearest Neighbour (k-NN),RandomForest (RF),Decision Trees (DT), andCentre and RangeMethod
(CRM) and their effectiveness is evaluated in terms of execution time, precision, recall, F1-score, and root
mean square error (RMSE). Additionally, in order to verify the accuracy of each prediction technique, the
predicted data derived from its model is used to derive skyline objects, which are subsequently compared to
the actual skyline results. An inaccurate prediction of a continuous range value would result in incorrect set
of skyline objects.

INDEX TERMS Prediction techniques, uncertain data, high dimensional, skyline query, data stream.

I. INTRODUCTION
Today’s technological advancements have led to a prolifer-
ation of high-dimensional data in many advanced database
applications. High-dimensional data refers to datasets with a
large number of features or attributes that can be difficult to
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deal with due to their complexity and the massive amounts
of data they hold. Often, these data points may correspond
to objects which are imprecisely described, making their
representation deemed uncertain. Data uncertainty which
is generally defined as the degree of unknown, unreliable,
imprecise, and inaccurate places a significant demand on
advanced techniques that are able to precisely predict the
uncertainty [1], [2], [3], [4]. These techniques are essential in
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many domains where uncertainty and high-dimensional data
are unavoidable like medical logs, data mining applications,
social survey dataset, robotics, gesture and speech recogni-
tion, agriculture, object detection and recognition, process
optimization, supply chain optimization, surveillance, and
intelligent transportation system.

While the concept of data streaming is not new, its practical
uses are only recently emerging. Streaming data is essential
for decision making applications. In contrast to traditional
applications that produce data that are stored in finite per-
sistent relations, a data stream is made up of a series of data
elements that are time varying (time sensitive), continuous,
real time, volatile, and unrepeatable [5]. Hence, every object
oi has a timestamp indicating the arrival time, arr(oi), and
expiry time, exp(oi), of the object in the stream. Processing
data stream is challenging for a number of reasons: (i) the
objects in the stream arrive online, (ii) the system has no
control over the order in which objects arrive to be processed,
either within a data stream or across data streams, (iii) data
streams are potentially unbounded in size, and (iv) once an
object from a data stream has been processed it is discarded
or archived, it cannot be retrieved easily unless it is explicitly
stored in memory, which typically is small relative to the size
of the data streams [6].

Quality issues in data may arise particularly when the data
were gathered from disparate sources of data stream. The
data might contain duplicates or can be out-of-date, insecure,
inconsistent, inaccurate, or incomplete. This study focuses on
data with continuous range values that lacked explicit repre-
sentations of their exact values; a type of uncertain data that
is typical in database applications. An example is shown in
Figure 1 that presents a list of apartments in Chicago, United
States of America which is taken from the Apartments.com
website (https://www.apartments.com). Each apartment has
specific values for the attributes AP ID, monthly rent, bed-
rooms, bathrooms, and square feet. The values 2,356 – 3,025,
4,190 – 4,250, 2,631 – 3,435, 3,840 – 4,010, and 1,956 – 2,492
of the monthly rent are examples of imprecise values which
make these data uncertain.

FIGURE 1. Samples of apartments in apartments.com.

Apparently, handling the uncertainty and high-dimensional
data requires sophisticated techniques. The knowledge of
artificial intelligence (AI), particularly, machine learning
(ML) is the key to intelligently analyze these data and develop
the corresponding applications. ML has been widely adopted
in recent years for a variety of purposes including but not
limited to predicting missing values. While supervised learn-
ing, a machine learning approach, relies on labelled dataset
to classify data and predict outcomes, unsupervised learning
finds and classifies hidden patterns in the unlabeled datasets.
Additionally, ML techniques are well trained to handle vast
and complex volumes of data in numerous domains [7] and
have the ability to predict values of continuous numerical
and exact data. Nonetheless, they are unable to directly
predict values of uncertain data resulting from repeated mea-
surements, data staleness, measurement errors, or imprecise
data [8].

The main goal of this study is to identify an effective
prediction technique that could handle uncertain data in the
form of continuous range values over data streams. Since the
precise value of the continuous range values is not known,
it is crucial to identify a technique that can most accurately
predict or estimate the uncertain values. It is also imperative
that the technique be capable of handling the unique char-
acteristics of data streams, that are rapid data arrivals and
strict response time constraints. Apparently, the prediction
technique should be effective enough to manage a collection
of continuously generated input data streams and analyze
these data streams in close to real-time to offer accurate and
fast response. In light of this, the following methods—Linear
Regression (LR), k-Nearest Neighbour (k-NN), Random For-
est (RF),Decision Trees (DT), and Centre and Range Method
(CRM)—are chosen, and their performance is assessed in
terms of execution time, precision, recall, F1-score, and root
mean square error (RMSE). Furthermore, the predicted val-
ues of each technique that are based on a set of objects having
imprecise values are analyzed to derive skyline objects. Sky-
line objects are objects that are not dominated by any other
object in a given database. In other words, an object oi dom-
inates another object oj when oi is not worse than oj on all
dimensions and is better than oj on at least one dimension
of the database. This implies that an inaccurate prediction
of a continuous range value would result in incorrect set of
skyline objects. To the best of our knowledge, this is the
first study to thoroughly examine prediction techniques in an
effort to determine the most reliable and highest-performing
technique in handling uncertain and high-dimensional data
to be applied over data stream; where uncertain data take
the form of continuous range values. The following are the
substantial contributions made by this work:

• We have performed a thorough investigation and have
highlighted the significance of identifying an effective
prediction technique to be employed in data stream that
demands accurate and fast response.

• We have conducted extensive analyses on five notable
prediction techniques, namely: Linear Regression (LR),
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k-Nearest Neighbour (k-NN), Random Forest (RF),
Decision Trees (DT), and Centre and Range Method
(CRM) over uncertain and high-dimensional data; in
which uncertainty is due to objects which are impre-
cisely described; a kind of uncertain data commonly
found in database applications. The effective predic-
tion technique is identified through the findings of the
analyses which are primarily based on execution time,
precision, recall, F1-score, and root mean square error
(RMSE).

• To strengthen the findings, we further analyzed the
selected prediction techniques in deriving skyline
objects. In this analysis, precision, recall, and F1-score
are measured by comparing the set of skyline objects
obtained based on the predicted values of each tech-
nique to the actual set of skyline objects that is derived
by employing the conventional skyline algorithm. The
method with the highest precision, recall, and F1-score
is said to be the most accurate prediction model.

The structure of this paper is as follows. The moti-
vation behind this work is presented in Section II, with
skyline queries as the application. Section III provides an
overview of each technique that is being considered, and
Section IV reports on the in-depth analyses we conducted
to identify an effective and efficient technique for handling
high-dimensional uncertain data. Section V the last section,
contains a summary of the work and several suggestions for
future enhancements.

II. MOTIVATION
In this section, we explain the skyline queries that are widely
used in multi-criteria decision support applications. We then
highlight the challenges in deriving skyline objects for a given
set of objects which are imprecisely described. We also give
examples to rationalize the need for an effective prediction
model that is not only accurate but efficient.

Skyline queries have received great attention in the
database community during the past decades. The notion of
skyline queries is to find a set of objects that is not domi-
nated by any other objects; which can be formally written
as follows: given a database, D, with m dimensions, d =

{d1, d2, . . . , dm} and n objects D = {o1, o2, . . . , on}, oi is
said to dominate oj denoted by oi ≺ oj where i ̸= j if
and only if the following conditions hold: ∀dk ∈ d, oi.dk ≤

oj.dk ∧ ∃dl ∈ d, oi.dl < oj.dl . For an example, consider the
objects presented in Figure 2(a). Assume a user is interested
in looking for hotels that are as cheap as possible and as close
as possible to the city centre. Applying the skyline query on
the given samples of objects would retrieve the following
skyline results, S = {o1, o3, o5, o6, o7} which are presented
by red dots in Figure 2(b). o2(150, 2) for instance, is not a
skyline as it is being dominated by o7(115, 2) since o7 has a
lower price value than o2 with both having the same distance
to the city center.

Processing skyline queries over databases with uncertainty
imposes a number of challenges that negatively influence on

FIGURE 2. Results of skyline queries for the hotel database.

the skyline results. Figure 3 presents a similar samples of
data as given in Figure 2; however in this example the price
values of objects o4 and o9 are in the form of continuous
range values (Figure 3(a)). Regardless of the price value of
o9, o3 dominates o9, i.e. o3 ≺ o9, thus o9 is not a skyline.
However, we cannot certainly conclude that o4 dominates o5
or vice versa without knowing the exact price value of o4.
Similarly, we are unable to determine which object is better
between o4 and o7, unless the price value of o4 is ascertain.
This prompts us to investigate the prediction techniques that
can accurately predict the value of continuous range values.
It is worth noting that an inaccurate predicted value would
impact the computed skylines if they dominate some other
objects with better quality. Consider Table 1 that presents
three different price values of o4, i.e. lowest, average, and
highest. If the price value of o4 is 95 (the lowest value in
the range 95 – 130), then o4 ≺ o5 since 95 < 100 and
3.5 < 5 and o4 is one of skyline results. From the table,
it is clear that different values will result in different set of
skyline results, even if the values differ in a small fraction.
Hence, it is important to ensure that the prediction technique
to be employed can most accurately predict or estimate the
uncertain values. Furthermore, deriving skyline objects over
data stream is computational challenging due to the rapid data
arrivals and strict response time constraints. Therefore, the
prediction technique to be employed should strive for both
quick response times and high accuracy.
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FIGURE 3. Results of skyline queries for the hotel database with
continuous range values.

TABLE 1. Samples of predicted/estimated values and their effect on the
skyline results.

III. BACKGROUND
This section provides an overview of each technique that is
considered in this study, namely: Linear Regression (LR),
k-Nearest Neighbour (k-NN), Random Forest (RF), Decision
Trees (DT), and Centre and Range Method (CRM).

A. LINEAR REGRESSION
Linear Regression (LR) is one of the most basic and widely
used machine learning algorithms. It is a mathematical
approach to predictive analysis with a wide range of appli-
cations, including face recognition, atmospheric applications,
medical research, and others. The concept of linear regression
that models and measures predicted effects across multiple
input variables was initially proposed by Sir Francis Galton in
1894 [9]. It is a technique that establishes linear relationships
between dependent and independent variables.

There are two main types of linear regression, namely:
Simple Linear Regression (SLR) andMultiple Linear Regres-
sion (MLR). A simple linear regression model is a linear
function that best represents the relationship between a
dependent variable (output) and an independent variable
(input). Equation (1) presents the mathematical representa-
tion of simple linear regression [10]:

y = β0 + β1x + e (1)

where x and y are the independent and dependent variables,
respectively, β0 is the y-intercept, β1 is the slope of the
regression line, and e is the error term. The equation can be
visualized, as shown in Figure 4.

FIGURE 4. Visualization of Equation (1).

Meanwhile, a multiple linear regression establishes the
relationship between two or more independent variables
and the corresponding dependent variable. The independent
variables can be either continuous or categorical. The math-
ematical representation of multiple linear regression is given
by Equation (2) [11]:

y = β0 + β1x1 + β2x2 + . . . + βnxn + e (2)

where y is the dependent variable, x1, x2, . . . , xn are the
independent variables, β0 is the y-intercept, β1, β2, . . . , βn
are the slopes of the regression line, and e is the error term.
To find the best fit in linear regression, the method of

least squares is most commonly used. The regression line
is formulated by maximizing the portion attributed to the
regression while minimizing the residual of all data points.
The residuals are the differences between the observed and
predicted values of the dependent variable in the linear regres-
sion model. Furthermore, the difference between each data
point and the mean outcome (mo) is calculated by adding the
vertical distance from themean outcome line to the regression
line (regression, r1) and the distance from the regression line
to the data point (residual, r2). This means that the total
distance (td) of each point from the mean outcome value
can be apportioned between the regression and the residual.
A simplified illustration of the mo, r1, r2, and td are given in
Figure 5; while Figure 6 presents the algorithm of themultiple
linear regression.
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FIGURE 5. The mo, r1, r2, and td .

B. K-NEAREST NEIGHBOUR
k-Nearest Neighbour (k-NN) is a simple machine learning
algorithm based on supervised learning technique that has
been used in a variety of applications including text mining,
agriculture, finance, medicine, image recognition, recom-
mender system, etc. It was first developed by Evelyn Fix
and Joseph Hodges in 1951, and later expanded by Thomas
Cover [13]. k-NN is a non-parametric algorithm, which
means it makes no assumptions about the underlying data.
It can handle both numerical and categorical data, making it
a flexible choice for various types of datasets in classification
and regression tasks. In k-NN classification, an object is
assigned to a class by the majority vote (plurality vote) of
its k neighbours, where k is a positive integer that is usually
small. Meanwhile, in k-NN regression, the property value of
an object is determined by averaging the values of its k nearest
neighbours. To find the k nearest neighbours to a given object,
a distance metric is used, such as Euclidean Distance, Man-
hattan Distance, andMinkowski Distance. Figure 7 illustrates
the k-NN technique while Figure 8 shows its algorithm.
In Figure 7, when k is set to 7, the new object is classified
as Class A; while it is classified as Class B when k = 19. The
new object is not classified as Class C for both cases simply
because Class C has the minority vote as compared to the
other two classes.

C. RANDOM FOREST
Random Forest (RF) was introduced in 2001 by Leo
Breiman [15], which is now used in a variety of applica-
tions, including consumer behaviour prediction, breast cancer
diagnosis, prediction of road traffic congestion, etc. Random
forest is a supervised learning technique that consists of
unpruned classification or regression trees built from random
data samples. It is one of the most widely used algorithms for
both classification and regression tasks due to its simplicity
and diversity, as well as its ability to handle binary, contin-
uous, and categorical data. Random forest is an ensemble
learning technique that combines multiple classifiers to solve
a complex problem and improve the model’s performance.
Instead of relying on a single decision tree, random forest
aggregates the results of each tree and predicts the final
output based on the majority of prediction votes. Figure 9
depicts the random forest technique while Figure 10 shows its
algorithm.

D. DECISION TREE
Decision Trees (DT), as described by [17], are among the
most prevalent and functional classifiers. Decision tree is a
non-parametric supervised learning algorithm, that can also
solve data-fitting challenges such as regression and classifica-
tions, making them useful for fitting non-linear relationships.
It is the most widely used tool for decision making and is
used in different areas such as business, intrusion detection,
and energy modelling. Decision trees are one of the most
effective types of learning algorithms based on various learn-
ing techniques. They improve predictive models’ accuracy,
interpretability, and stability. The goal is to build a model
that can predict the value of a target variable based on simple
decision rules derived from the data features.

A decision tree is a decision support hierarchical model
that creates a tree structure with each internal node, branch,
and leaf node representing a test on an attribute, the test
outcome, and a class label, respectively. It is constructed by
recursively splitting the training data into subsets based on
attribute values until a stopping criterion is reached, such
as the tree’s maximum depth or the smallest number of
samples required to split a node. Several metrics have been
introduced to determine which attribute to place at the root
or at different levels of the tree as internal nodes, including
entropy, information gain, Gini index, gain ratio, variance
reduction, and Chi-Square. Figure 11 presents the algorithm
of constructing a decision tree model.

E. CENTRE AND RANGE METHOD
Centre and Range Method (CRM) is a simple yet powerful
mathematical manipulation that measures the mid-point of
an interval valued data [19]; herein called continuous range
value. Several studies have adopted this method [19] and its
application can be seen in various domains like estimation of
internet link delays and radial basis function neural network.
The following Equation (3) denotes the calculation of mid-
point, yci, and Equation (4) displays the calculation of the
range value, yr i, of a given point, yi [19]:

yci =
(yLi + yUi)

2
(3)

yr i =
(yUi − yLi)

2
(4)

where yci is the mid-point value, yLi and yUi are the lower
bound and upper bound values of yi, respectively, and yr i is
the range of the point, yi. The value of yr i is used to verify the
values of yLi and yUi where yLi = yci−yr i and yUi = yci+yr i.

IV. EXPERIMENTAL RESULTS and DISCUSSION
This section provides a detailed presentation of the experi-
mental setup and results.

A. EXPERIMENTAL SETTING
To fairly evaluate the performance of the prediction mod-
els constructed by the learning algorithms, namely: Lin-
ear Regression (LR), k-Nearest Neighbour (k-NN), Random
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FIGURE 6. The multiple linear regression model algorithm [12].

FIGURE 7. Illustration of k-NN technique.

Forest (RF),Decision Trees (DT), and the estimated model by
Centre and Range Method (CRM), in predicting/estimating
the continuous range values, several extensive experiments
are designed. These experiments were conducted on Intel
Core i5 PC with 1.80GHz processor and 8GB memory while
the prediction techniques were implemented using Python
programming language running on a 64bit Windows 11.
Figure 12 presents the phases that are performed in prepar-
ing the datasets and constructing the prediction models.
These phases include (a) data preparation phase, (b) CRM
phase, and (c) machine learning phase. Each phase is further
explained in the following paragraphs.

Two types of datasets are used in the experiments, namely:
synthetic and real datasets. The parameter settings for these
datasets are as shown in Table 2. The synthetic dataset which
includes anti-correlated, independent, and correlated is gen-
erated in the same manner as in [20], [21], and [22]. The
synthetic dataset comprises of n objects with d dimensions;
where d ranging from 2 to 15 and n varying from 100,000
to 5,000,000 to accurately represent the massive amount of
high-dimensional data that characterizes a data stream. Each
object in the dataset represents a uniform random variable
that is generated within the range of 1 to 100. The length
of each continuous range value is from 1 – 100. Addi-
tionally, the National Basketball Association (NBA) dataset

(www.basketball-reference.com) which is commonly used by
previous works like [3] and [22] is also employed in this study
to evaluate the performance of the prediction models. NBA
consists of 21,961 objects with 16 dimensions that represent
a variety of statistical values associated with the NBA players
from 1946 to 2009. Since all the values of the NBA dataset
are exact values, we have introduced an additional dimension
with continuous range values which were generated in the
same manner as the synthetic dataset.

In the data preparation phase, three variations of datasets
as shown in Figure 12(a) are prepared for both the synthetic
and NBA datasets as the following:
(i) A complete dataset, Dc, consisting of a collection

of objects. For the synthetic dataset, the objects are
formed with randomly generated values. These values
are exact values while the size of the dataset, |n|, and
the number of dimensions, |d |, are set according to the
required parameter settings of each experiment which
is further clarified in the following subsection. Based
on the generated dataset, Dc, the skyline results of
Dc, SDC , are derived using the conventional skyline
algorithm [20]. SDC is the ground truth.

(ii) For the synthetic dataset, an uncertain dataset, Du,
is formed based on Dc by replacing the exact val-
ues with continuous range values; while for the NBA
dataset, Du is formed by adding an additional dimen-
sion with continuous range values to Dc. The amount
of uncertainty of Du is based on the required parameter
settings of each experiment. Du is the dataset used by
the CRM in generating the estimated data.

(iii) An incomplete dataset, Di, is formed based on Du by
removing the continuous range values. The LR, k-NN,
RF, and DT, usedDi to generate the predicted data. This
is due to the fact that these techniques cannot directly
handle uncertain data in the form of continuous range
values [8].

The CRM phase as shown in Figure 12(b) employed the
CRM method to estimate the continuous range values of the
Du. Based on the estimated data produced by CRM method,
the conventional skyline algorithm is employed to derive the
skyline results, SCRM . Meanwhile, in the machine learning
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FIGURE 8. The k-NN algorithm [14].

TABLE 2. Experimental parameter settings of the synthetic and NBA datasets.

FIGURE 9. Illustration of random forest.

phase as depicted in Figure 12(c), the Di is split into two
sets, namely: training set and testing set, with distribution of
80% and 20%, respectively. The learning algorithm in the
Figure 12(c) represents the LR, k-NN, RF, and DT. Each
technique will construct a prediction model and generate
the predicted data; which are then used to derive the sky-
line results by applying the skyline algorithm. We use the
following notations, SLR, Sk−NN , SRF , and SDT , to represent
the skyline results of LR, k-NN, RF, and DT, respectively.

To provide a more reliable model evaluation, the 10-fold
cross validation is employed. The 10 results from the folds
are then averaged to produce the performance measure. The
performance measurements used in our experiments are root
mean square error (RMSE), execution time, precision (P),
recall (R), and F1-score (F) as they are the most commonly
used measurements in evaluating the performance of pre-
diction models [21], [23], [24], [25]. These measurements
are evaluated on different parameter settings that include the
number of objects, |n|, the number of dimensions, |d |, and the
percentage of uncertainty in the dataset as used in [3], [21],
and [22]. RMSE is one of the typically used measures for

evaluating the quality of predictions which can be expressed
by the following equation [26], [27]:

RMSE =

√∑n
i=1

∥∥y (i) − ŷ (i)
∥∥2

n
(5)

where n is the number of data points, y(i) is the ith mea-
surement, and ŷ(i) is its corresponding prediction. In general,
a lower RMSE is better than a higher one. We also measured
the precision, recall, and F1-score of each model based on the
skyline results they derived. Precision represents the fraction
of true skyline results that are derived by the prediction
model to the total number of skylines that are retrieved, recall
represents the fraction of true skyline results that are derived
by the prediction model to the total number of skyline results
in the dataset (i.e. the ground truth, SDC ); while F1-score
is the harmonic mean of recall and precision. The formula
of precision, recall, and F1-score are given in equations (6),
(7), and (8), respectively; with TP, FP, and FN are the True
Positive, False Positive, and False Negative, respectively [23].

P =
TP

TP+ FP
(6)

R =
TP

TP+ FN
(7)

F = 2 ×
R× P
R+ P

(8)

As an example, the precision of CRM is given by, PCRM =
SDC∩SCRM

SCRM
while recall as, RCRM =

SDC∩SCRM
SDC

.

B. EXPERIMENTAL RESULTS
We have carried out three primary analyses wherein execu-
tion time, RMSE, precision (P), recall (R), and F1-score (F)
are used to assess the performance of LR, k-NN, RF, DT,
and CRM with varying number of objects, |n|, number of
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FIGURE 10. The random forest algorithm [16].

FIGURE 11. The decision tree algorithm [18].

FIGURE 12. Phases of preparing the datasets and constructing the prediction models.

dimensions, |d |, and uncertainty distribution. The results of
the analyses are presented in the following subsections.

1) PERFORMANCE WITH VARYING NUMBER OF OBJECTS
In this subsection, the effect of the number of objects, |n|,
in the dataset on the performance of LR, k-NN, RF, DT, and
CRM is investigated. This analysis evaluates the scalability of

the techniques being examined. The parameter settings of the
synthetic dataset which include anti-correlated, correlated,
and independent are as follows: the number of objects, |n|,
is varied from 0.1M to 5M, the number of dimensions, |d |,
is fixed to 10, while the uncertainty distribution is set to
50%. Meanwhile, the number of objects, |n|, for the NBA
dataset is varied from 2K to its initial size, i.e. 21,961 with
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17 number of dimensions, and 50% of uncertainty distri-
bution. Figures 13 (a) – (e) present the performance of LR,
k-NN, RF, DT, and CRM with regard to (i) execution time,
(ii) RMSE, (iii) precision (P), (iv) recall (R), and (v) F1-score
(F), respectively.

Figures 13 (a1), (a2), (a3), and (a4) clearly demonstrate
that the techniques under investigation observed an increase
in execution time as the number of objects, |n|, increased
across all datasets. Nonetheless, in most cases, the execu-
tion time of both the CRM and LR shows a small increase,
with both having nearly equal execution time. Meanwhile,
the k-NN and RF show the highest execution time for the
synthetic dataset (figures 13 (a1) – (a3)) and the NBA dataset
(Figure 13(a4)), respectively.
Figures 13 (b1), (b2), (b3), and (b4) present the perfor-

mance of LR, k-NN, RF, DT, and CRMwith regard to RMSE.
CRM shows the least RMSE values for all datasets, i.e.
synthetic and NBA datasets. Meanwhile, for the independent
dataset (Figure 13(b3)) and NBA dataset (Figure 13(b4)),
DT shows the highest RMSE values followed by k-NN,
RF, and LR. Nonetheless, for the anti-correlated dataset
(Figure 13(b1)), the LR exhibits a sudden increase in RMSE
at 0.5M and remains stable at 2M – 5M of objects; whereas
the DT has the highest RMSE values for the same dataset.

Figures 13 (c), (d), and (e) present the performance of LR,
k-NN, RF, DT, and CRM with regard to precision (P), recall
(R), and F1-score (F), respectively. Here, the skyline results
produced based on each prediction/estimated model, i.e. SLR,
Sk−NN , SRF , SDT , and SCRM , are compared to the actual
skyline results, SDC , as depicted in Figure 12 and precision,
recall, and F1-score are calculated based on equations (6),
(7), and (8), respectively. CRM achieved the highest pre-
cision values of more than 90% for both datasets, namely:
the NBA dataset and the synthetic dataset which includes
anti-correlated, correlated, and independent. This implies that
the skyline objects retrieved by CRM, SCRM , are mostly
relevant. Meanwhile, LR achieved comparable precision to
CRM for the anti-correlated (Figure 13(c1)) and correlated
(Figure 13(c2)) datasets with 0.5M and 4M objects, respec-
tively. In most cases, LR produces precision values greater
than 80% for both datasets. Furthermore, the DT has the low-
est precision values among the techniques being examined
across all datasets.

On the other hand, the fraction of relevant skyline
objects retrieved by CRM, as shown by the recall results
(figures 13 (d1), (d2), (d3), and (d4)), is greater than 90%
for both datasets, namely: synthetic and NBA. Meanwhile,
DT has the lowest recall values for the anti-correlated
dataset (Figure 13(d1)) and NBA dataset (Figure 13(d4)),
whereas LR and k-NN have the lowest recall values for the
correlated dataset (Figure 13(d2)) and independent dataset
(Figure 13(d3)), respectively. As a result, CRM outperformed
the other techniques in terms of recall.

The results of F1-score, which is a harmonic mean of
precision and recall, show that CRM outperformed the
other techniques, which are: LR, k-NN, RF, and DT.

Furthermore, LR and k-NN have the lowest F1-scores for
the correlated dataset (Figure 13(e2)) and independent dataset
(Figure 13(e3)), respectively; while DT has the lowest
F1-score for the anti-correlated dataset (Figure 13(e1)) and
NBA dataset (Figure 13(e4)).

Overall, with varying number of objects, |n|, in the dataset,
the CRM method outperformed other prediction techniques
in terms of execution time, RMSE, precision, recall, and
F1-score.

2) PERFORMANCE WITH VARYING NUMBER OF
DIMENSIONS
We also study the effect of the number of dimensions, |d |,
on the performance of LR, k-NN, RF, DT, and CRM. The
parameter settings of the synthetic dataset which include anti-
correlated, correlated, and independent are as follows: the
number of dimensions, |d |, is varied from 2 to 15, the number
of objects, |n|, is fixed to 1M, while the uncertainty distribu-
tion is set to 50%.Meanwhile, the number of dimensions, |d |,
for theNBAdataset is varied from 6 to 17with 21,961 number
of objects, and 50% of uncertainty distribution. Figures 14 (a)
– (e) present the performance of LR, k-NN, RF, DT, and CRM
with regard to (i) execution time, (ii) RMSE, (iii) precision
(P), (iv) recall (R), and (v) F1-score (F), respectively.

Figures 14 (a1), (a2), (a3), and (a4) demonstrate that
the execution time of the techniques under investigation
increases across all datasets as the number of dimensions, |d |,
increases. But in the majority of cases, the execution time for
the CRM and LR both show a slight increase, with nearly
equal execution time. For the NBA dataset (Figure 14(a4))
and the synthetic dataset (figures 14(a1) – a(3)), respectively,
the k-NN and RF exhibit the highest execution time.

The results of LR, k-NN, RF, DT, and CRM in rela-
tion to RMSE are shown in figures 14 (b1), (b2), (b3),
and (b4). CRM shows the least RMSE values for all datasets,
i.e. synthetic and NBA datasets. In contrast, DT displays
the highest RMSE values for the anti-correlated dataset
(Figure 14(b1)), independent dataset (Figure 14(b3)), and
NBA dataset (Figure 14(b4)); followed by k-NN and RF.
However, the LR shows the highest RMSE values for the
correlated dataset (Figure 14(b2)).

Figures 14 (c), (d), and (e) present the performance of
LR, k-NN, RF, DT, and CRM with regard to precision (P),
recall (R), and F1-score (F), respectively. Here, equations (6),
(7), and (8) are used to calculate the precision, recall, and
F1-score, respectively. These involve comparing the actual
skyline results, SDC , to the skyline results produced based
on each prediction/estimated model, i.e. SLR, Sk−NN , SRF ,
SDT , and SCRM . CRM exhibits the highest precision values
for the anti-correlated dataset (Figure 14(c1)), starting at 60%
for 2 dimensions and rising to above 90% as the number of
dimensions increases. Comparable patterns are seen for the
other approaches, which produce lower precision values of
30% at 2 dimensions and rise to above 80% as the number of
dimensions increases. Nevertheless, CRM obtains the highest
precision values for the synthetic datasets (anti-correlated
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FIGURE 13. The performance of LR, k-NN, RF, DT, and CRM with varying number of objects, |n|.
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FIGURE 13. (Continued.) The performance of LR, k-NN, RF, DT, and CRM with varying number of objects, |n|.
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FIGURE 13. (Continued.) The performance of LR, k-NN, RF, DT, and CRM with varying number of objects, |n|.

(Figure 14(c1)), correlated (Figure 14(c2)), and independent
(Figure 14(c3)), followed by LR, k-NN, RF, and DT. This
suggests that the majority of the skyline objects retrieved by
CRM, SCRM , are relevant. The NBA dataset (Figure 14(c4))
shows a similar pattern, although the precision values of
all techniques decreased at dimension 10 and increased at
dimension 15 and almost stable at dimension 17.

Meanwhile, the recall results (figures 14 (d1), (d2), (d3),
and (d4)) demonstrate that, for both datasets—the synthetic
and NBA—the fraction of relevant skyline objects retrieved
by CRM ranges from 78% to 95%, which represents the high-
est values obtained across the techniques under consideration.
For all datasets, DT has the lowest recall values; while, for the
anti-correlated (Figure 14(d1)), correlated (Figure 14(d2)),
and independent (Figure 14(d3)) datasets, RF performed bet-
ter in terms of recall than LR, k-NN, and DT; but lower recall
values than k-NN at dimensions 15 and 17 of the NBA dataset
(Figure 14(d4)).
The results of the F1-score, a harmonic mean of recall and

precision, indicate that CRM performed better than the other
techniques, which include LR, k-NN, RF, and DT. Moreover,

DT has the lowest F1-scores across the synthetic and NBA
datasets.Meanwhile, LR has better F1-score values compared
to k-NN, RF, and DT with the following exceptions: anti-
correlated dataset (Figure 14(e1)) with 10 and 15 dimensions,
independent dataset (Figure 14(e3)) with 15 dimensions, and
NBA dataset (Figure 14(e4)) with 15 and 17 dimensions.

Consequently, the CRM method performed better than
other prediction techniques in terms of execution time,
RMSE, precision, recall, and F1-score, with different number
of dimensions, |d |.

3) PERFORMANCE WITH VARYING UNCERTAINTY
DISTRIBUTION
It is important to study the effect of uncertainty distribution
in a dataset on the performance of LR, k-NN, RF, DT, and
CRM. The parameter settings of the synthetic dataset which
include anti-correlated, correlated, and independent are as
follows: the uncertainty distribution is varied between 10%
and 90%, the number of objects, |n|, is fixed at 1M, and the
number of dimensions, |d |, is set to 10. In the meantime, the
uncertainty distribution for the NBA dataset is varied from
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FIGURE 14. The performance of LR, k-NN, RF, DT, and CRM with varying number of dimensions, |d |.
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FIGURE 14. (Continued.) The performance of LR, k-NN, RF, DT, and CRM with varying number of dimensions, |d |.
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FIGURE 14. (Continued.) The performance of LR, k-NN, RF, DT, and CRM with varying number of dimensions, |d |.

10% to 90% with 21,961 number of objects, and 17 number
of dimensions. Figures 15 (a) – (e) present the performance
of LR, k-NN, RF, DT, and CRM with regard to (i) execution
time, (ii) RMSE, (iii) precision (P), (iv) recall (R), and (v)
F1-score (F), respectively.

Figures 15 (a1), (a2), (a3), and (a4) show that the CRM and
LR techniques have the lowest execution time, with nearly
equal execution time and a slight increase as the uncertainty
distribution is increased. This is then followed by DT, RF,
and k-NN for all datasets (figures 15 (a1) – (a3)) except for
the NBA dataset (Figure 15(a4)) in which RF is worse than
k-NN.

Meanwhile, figures 15 (b1), (b2), (b3), and (b4) display the
results of LR, k-NN, RF, DT, and CRM in respect to RMSE.
CRM exhibits the least RMSE values for all datasets, i.e.
synthetic andNBA datasets. Figure 15(b3) of the independent
dataset and Figure 15(b4) of the NBA dataset, on the other
hand, both display a similar trend, with LR outperforming
RF, followed by k-NN and DT. In contrast, RF outperformed
DT, k-NN, and LR for the correlated dataset (Figure 15(b2))

and anti-correlated dataset (Figure 15(b1)) except when the
uncertainty distribution is between 10% and 30% in which
k-NN is better than RF. Nonetheless, DT performs the worst
in terms of RMSE for all datasets, with the exception of the
correlated dataset (Figure 15(b2)), for which LR exhibits the
highest RMSE values.

Figures 15 (c), (d), and (e) present the performance of
LR, k-NN, RF, DT, and CRM with regard to precision (P),
recall (R), and F1-score (F), respectively. Similar to the pre-
vious subsections, the equations (6), (7), and (8) are used
to calculate the precision, recall, and F1-score, respectively;
while the actual skyline results, SDC , is compared to the
skyline results produced based on each prediction/estimated
model, i.e. SLR, Sk−NN , SRF , SDT , and SCRM . All techniques
show a decline in precision as the uncertainty distribution
increases. Nevertheless, CRM exhibits the highest preci-
sion values among the techniques under consideration for
all datasets, i.e. synthetic and NBA; with precision val-
ues between 71% – 99%. Nonetheless, for the correlated
dataset, LR and CRM have nearly identical precision values
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(Figure 15(c2)). However, RF and DT, which perform about
equally, have the lowest precision for the anti-correlated
dataset (Figure 15(c1)), followed by k-NN and LR. For the
correlated (Figure 15(c2)), independent (Figure 15(c3)), and
NBA (Figure 15(c4)) datasets, DT has the lowest precision
values, followed by k-NN, RF, and LR.
On the other hand, the recall results (figures 15 (d1), (d2),

(d3), and (d4)) show that, for both datasets—the synthetic
and NBA—the fraction of relevant skyline objects retrieved
by CRM ranges between 83% and 100%. This is the highest
value found across all the techniques that were examined.
For both the anti-correlated dataset (Figure 15(d1)) and the
NBA dataset (Figure 15(d4)), DT has the lowest recall values;
in contrast, LR and k-NN perform the worst in terms of
recall for the correlated (Figure 15(d2)) and independent
(Figure 15(d3)) datasets, respectively. However, RF outper-
formed LR, k-NN, and DT in terms of recall for both the
synthetic and NBA datasets.

The results of the F1-score, a harmonic mean of recall and
precision, indicate that as the rate of uncertainty distribution
increases, the F1-score for all techniques decreased. Nonethe-
less, CRM outperformed the other techniques, which include
LR, k-NN, RF, and DT with F1-score values between 77%
– 99%. Additionally, DT has the lowest F1-score for both
the anti-correlated (Figure 15(e1)) and NBA (Figure 15(e4))
datasets; while k-NN has the lowest F1-score for the inde-
pendent dataset (Figure 15(e3)). On the other hand, k-NN,
RF, and LR show comparable F1-score values for the
anti-correlated and NBA datasets.

As a result, the CRM method outperformed the other
prediction techniques in terms of execution time, RMSE, pre-
cision, recall, and F1-score, with varying rate of uncertainty
distribution.

4) DISCUSSION
In this subsection, the results of the three analyses conducted
with various numbers of objects, |n|, dimensions, |d |, and
uncertainty distribution as reported in the above subsections
are further elaborated.

a: EXECUTION TIME
Based on the three analyses that have been conducted, the
results indicate that there is a slight increase in the exe-
cution time of both the CRM and LR, with both having
almost the same execution time. While, k-NN and RF exhibit
the highest execution time in most cases. This is primarily
because the CRM employs a simple mid-point calculation
(see Equation (3) and Equation (4)) whereas the LR is a
statistical model which uses the relationships established
between dimensions (see Equation (1) and Equation (2))
to estimate/predict the continuous range values. Meanwhile,
the k-NN uses a distance metric to determine the k nearest
neighbours of a given object. The values of these neighbours
are then aggregated to determine the object’s predicted value.
In contrast, the RF aggregates the results of each decision
tree and predicts the continuous range values based on the

majority of prediction votes. Evidently, the performance of
the technique being examined with regards to execution time
is impacted by its complexity.

b: RMSE
The results of RMSE for the analyses with different numbers
of objects, |n|, dimensions, |d |, and uncertainty distribution
exhibit that the CRM achieved the lowest RMSE values
of all the techniques being studied. While in most cases
DT shows the highest RMSE values followed by k-NN,
RF, and LR. The LR performs well for all datasets except
when there is an increase in the numbers of objects, |n|,
and dimensions, |d |, in the correlated datasets (Figure 13(b2)
and Figure 14(b2), respectively) and uncertainty distribution
in anti-correlated and correlated datasets (Figure 15(b1) and
Figure 15(b2), respectively). A possible reason for this is
that LR assumes a linear relationship between the predictors
and the target variable, while anti-correlated and correlated
datasets with high dimensionality and uncertainty make it dif-
ficult to establish an optimal regression model. Meanwhile,
RF demonstrates a moderate RMSE performance among the
techniques being examined for all datasets except for corre-
lated dataset in the analyses conducted with varying numbers
of objects (Figure 13(b2)), dimensions (Figure 14(b2)), and
uncertainty distribution (Figure 15(b2)); in which it gains
a better RMSE performance. This is because the correlated
dataset provides more consistent patterns, allowing the mul-
tiple decision trees within the RF to make more accurate
predictions leading to a lower RMSE compared to other
datasets. On the other hand, k-NN shows a low RMSE
performance for all datasets in the three analyses being con-
ducted. This is mainly due to the choice of an optimal value
of k , the distance metric employed as well as the curse
of dimensionality. With high dimensionality, the distances
between the data points become insignificant making it chal-
lenging to identify the true nearest neighbours. Nonetheless,
DT exhibits the highest RMSE values among the techniques
being examined for all datasets except for correlated dataset
(Figure 13(b2), Figure 14(b2), and (Figure 15(b2)) that shows
a slight decrease in RMSE for the three analyses conducted.
This is because the inherent structure and predictable pat-
terns within the correlated dataset align more closely with
the decision tree’s splitting criteria. This alignment reduces
overfitting and allows the DT to better capture the under-
lying relationships between input data leading to a slightly
decreased RMSE values.

c: PRECISION (P)
The results of the analyses conducted with various numbers
of objects, |n|, dimensions, |d |, and uncertainty distribution
show that CRM achieved the highest precision values with
values between 60% – 99% among the techniques under
consideration for all datasets; while DT shows the lowest
performance. This implies that, in comparison to the skyline
objects derived using the predicted data of the LR, k-NN,
RF, and DT techniques, the skyline objects retrieved based on
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FIGURE 15. The performance of LR, k-NN, RF, DT, and CRM with varying uncertainty distribution (%).
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FIGURE 15. (Continued.) The performance of LR, k-NN, RF, DT, and CRM with varying uncertainty distribution (%).
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FIGURE 15. (Continued.) The performance of LR, k-NN, RF, DT, and CRM with varying uncertainty distribution (%).

the estimated data of CRM, SCRM , are more relevant. This is
mainly due to the estimated values that CRM generates using
the mid-point calculation are always within the range of the
given continuous values. If the range of the continuous values
is smaller, the estimated values have a higher probability of
agreeing with the actual values with a very small percent-
age of difference. As the LR, k-NN, RF, and DT rely on
the underlying data distribution to construct their prediction
models, it is not always possible to ensure that the predicted
values will lie within the continuous range values, which
undoubtedly affects the skyline results and consequently the
precision values.

Nonetheless, all techniques exhibit a slight decrease in
precision values as the number of objects and uncertainty
distribution increase. While the number of objects increases,
the number of uncertain values in the dataset will also
increase, to ensure the uncertainty distribution remains fixed
at 50%. Apparently, the increase in the number of uncertain
values/distribution affects the precision performance of the
models owing to more values need to be estimated/predicted.
Thus, each technique generates skyline objects based on a

greater number of estimated/predicted values as the number
of objects and uncertainty distribution increase. Interestingly,
with regard to these analyses, the LR achieved comparable
precision to CRM for the anti-correlated (Figure 13(c1))
and correlated (Figure 13(c2)) datasets with 0.5M and 4M
objects, respectively, and identical precision values for corre-
lated dataset (Figure 15(c2)). A possible reason for this is the
learning ability of LR is improved due to the characteristics
of the underlying data distribution.

In contrast, as the number of dimensions increases, all tech-
niques demonstrate an increase in the precision values. As in
the previous analyses, an increase in the number of dimen-
sions will result in an increase in the number of uncertain
values in the dataset to ensure the 50% uncertainty distribu-
tion is maintained. However, an object with higher number
of dimensions will have more dimensions with certain values
as compared to an object with lower number of dimensions;
which leads to higher precision values. Without loss of gen-
erality, consider the objects oi(5, ∗), oj(5, 9, ∗, ∗), and ok (5, 9,
4, ∗, ∗, ∗) where ∗ denotes the uncertain values. These objects
have 50% of uncertainty where the objects oi, oj, and ok have
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TABLE 3. The performance results of CRM.

one, two, and three certain/uncertain values, respectively.
The result of the domination analysis is more accurate when
more certain values of an object are available. Nonetheless,
for the NBA dataset (Figure 14(c4)) the precision values
of all techniques decreased at dimension 10 and increased
at dimension 15 and almost stable at dimension 17. This
is because the NBA dataset has smaller number of objects
as compared to the synthetic dataset. Hence, increasing the
number of dimensions results in an increase in the number of
certain/uncertain values that enhances the learning ability of
the model from the underlying data distribution, leading to
more robust predictions.

d: RECALL (R)
Based on the analyses with different numbers of objects, |n|,
dimensions, |d |, and uncertainty distribution, the results indi-
cate that, out of all the techniques considered, CRM achieved
the highest recall values, ranging from 78% to 100%, for all
datasets; while DT performed the lowest. This suggests that
the skyline objects retrieved based on the estimated data of
CRM, SCRM , are largely relevant (most of the true positives
are identified) compared to the skyline objects derived using
the predicted data of the LR, k-NN, RF, and DT techniques.
The same reasons as mentioned in the precision analysis
applied here.

Moreover, all techniques exhibit a slight decrease in
recall values as the number of objects and uncertainty
distribution increase. To ensure the uncertainty distribu-
tion remains fixed at 50% while the number of objects
increases, the number of uncertain values in the dataset is also
increased. Consequently, increasing the number of uncertain
values/distribution affects the recall performance of the tech-
niques due to more values need to be estimated/predicted.
Thus, the skyline objects derived by each technique are based
on a greater number of estimated/predicted values as the num-
ber of objects and uncertainty distribution increase. However,
the performance of the techniques being examined is not
consistent across the datasets. For instance, DT has the lowest
recall values for the anti-correlated dataset (figures 13(d1)

and 15(d1)) and NBA dataset (figures 13(d4) and 15(d4)),
whereas LR and k-NN have the lowest recall values for
the correlated dataset (figures 13(d2) and 15(d2)) and inde-
pendent dataset (figures 13(d3) and 15(d3)), respectively.
One explanation for this could be the inherent limitations of
each technique in handling specific characteristics of data.
DT tends to overfit on the anti-correlated and NBA datasets
due to their complex patterns leading to missed general trends
and lower recall. Meanwhile, LR struggles with high correla-
tion relationships present in the correlated dataset and k-NN
is affected by the curse of high dimensionality in the indepen-
dent dataset which result in poor recall for both techniques.

On the other hand, as the number of dimensions increases,
all techniques demonstrate an increase in the recall values.
The same reasons as explained for the precision analysis
applied here. Although, DT has the lowest recall values for
all datasets; for the anti-correlated (Figure 14(d1)), correlated
(Figure 14(d2)), and independent (Figure 14(d3)) datasets,
RF performed better than LR, k-NN, and DT; but lower
than k-NN at dimensions 15 and 17 of the NBA dataset
(Figure 14(d4)). This is because RF as an ensemble method
effectively captures complex patterns and reduces overfitting
leading to better performance in most datasets. However,
unlike the synthetic dataset, the NBA dataset has smaller
number of objects and the RF is unable to learn well from
the underlying data distributions compared to k-NN even at
higher dimensions.

e: F1-SCORE
The results of F1-score for the analyses with different
numbers of objects, |n|, dimensions, |d |, and uncertainty dis-
tribution, are influenced by the results of precision and recall
as reported above. This is because F1-score is a harmonic
mean of recall and precision.

V. CONCLUSION
The findings of our three main analyses as discussed in
Section IV, demonstrate that the CRM method outperformed
the other prediction techniques that are LR, k-NN, RF, and
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DT; in terms of execution time, RMSE, precision (P), recall
(R), and F1-score (F) for both datasets, i.e. synthetic and
NBA, with varying number of objects, |n|, number of dimen-
sions, |d |, and uncertainty distribution. Table 3 presents the
average result of the CRM method for each analysis and
performance metric.

As can be seen from the table, in most cases, the
CRM method achieves high values for precision, recall, and
F1-score; and low RMSE values (below 0.10). This indicates
that the CRMmethod can accurately estimate the exact values
of continuous range values–a type of uncertain data common
in database applications that are without a precise description,
which make their representation uncertain. The results also
suggest that the majority of the skyline objects retrieved by
CRM, SCRM , are relevant.

To validate the capability of the CRM method in handling
a collection of continuously generated input data streams and
analyse these data streams in close to real-time to offer accu-
rate and fast response; we benchmarked the performance of
CRMmethod against the works by [28] and [29]. As reported
by [28], their proposed techniques, Lazy and Eager algo-
rithms, can handle very spiky traffic up to 105 objects per
second. Meanwhile, [29] reported that with the arrival rate of
stream objects fixed to 1,000 objects/s, the query time taken
by their proposed solution does not exceed 0.01s in all cases.
Note that although these works deal with streaming data but
they do not address the issues of data uncertainty. For this
analysis, we used the worst execution time achieved by the
CRM method, i.e. the results of execution time with inde-
pendent dataset as presented in Figure 13(a3). This implies
that for other datasets (anti-correlated, correlated, and NBA
datasets), a better result than what is shown below can be
anticipated. The total number of objects analysed based on the
analysis presented in Figure 13(a3) is 15.6M and the total exe-
cution time taken to analyse those objects is 169.41 seconds.
Thismeans, CRMmethod can handle up to 92,084 objects per
second; almost similar to the work by [28] which achieved
105 objects per second in very spiky traffic. Meanwhile,
CRM method achieved the same result as [29] which takes
0.01s to process 1,000 objects. In conclusion, it is evident
that the CRM method produces the most accurate estimates
of uncertain values. It can also handle enormous volumes
of high-dimensional data and analyse them almost instantly.
As a result, the CRMmethod can be applied in environments
with rapid data arrivals and stringent response time require-
ments, like data streams.

The analyses presented in this paper can be further
enhanced to wireless sensor networks where data points are
generated and transmitted from sensing devices also known
as sensing data. The group of sensors which constitutes the
wireless sensor network monitors data points at different
sites and transmits these data points to a central site for
further analysis. Apparently, the network lifetime is reduced
due to energy consumption for transmitting these sensing
data. Moreover, sensor data are often noisy, incomplete,
or corrupted due to various factors, such as sensor failures,

environmental interference, etc. Hence, it is crucial to per-
form an in-depth analysis to determine an ideal technique that
can handle massive amounts of sensing data while consuming
the least amount of energy during transmission and the least
amount of RAM and CPU usage in sensor networks.

Statistical data in the form of numbers, vectors, or cate-
gories are not always with precise values [30]. These data,
also known as fuzzy data (vague data), are commonly found
in environmental, biological, medical, sociological, and eco-
nomic data, as well as data pertaining to quality of life.
Analyzing fuzzy data is challenging due its fuzziness charac-
teristic, which require advanced statistical analysis methods.
Hence, conducting analyses to identify the optimal statisti-
cal method in maintaining fuzzy data is another interesting
research direction to be explored.
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