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ABSTRACT Federated learning of a decentralized machine learning approach is used for attack detection
which trains models collaboratively across multiple IoT devices. The dynamic selection of training nodes is
essential due to the heterogeneity of IoT devices. This research presents a new framework for trainer selection
in federated learning for IoT security using genetic algorithms and the Kruskal-Wallis H-test. A genetic
algorithm is used for the optimal selection of trainers based on computational capabilities, bandwidth, and
security. TheKruskal-Wallis H-test, a non-parametric statistical test is used as the objective function to ensure
the selected trainers have statistically significant diversity. This combined approach outperforms random and
fixed trainer selection methods and improves model accuracy, robustness, and security.

INDEX TERMS IoT security, distributed machine learning, federated machine learning.

I. INTRODUCTION
The number of connected devices has increased dramatically
due to the Internet of Things (IoT) quick adoption, which
offers both enormous potential for data-driven applications
and serious security issues. Because IoT devices range greatly
in terms of memory, network bandwidth, processing power,
and energy resources, different security risks can easily target
them. Because it enables dispersed devices to jointly train a
machine learning model without centralizing data, federated
learning (FL) has emerged as a promising solution to these
problems. But to guarantee strong security and best perfor-
mance, the heterogeneous character of Internet of Things
devices demands a dynamic approach to trainer selection in
federated learning [12].

In federated learning, conventional approaches to trainer
selection usually use fixed subsets or random sampling,
which might not be enough to handle the wide range
of capabilities and security profiles of Internet of Things
devices [13]. We present a new framework to select train-
ers for federated learning in Internet of Things security by
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combining genetic algorithms (GAs) and the Kruskal-Wallis
H-test. Kruskal-Wallis H-test is a non-parametric test used
for handling more than two groups [16]. Optimal solutions
can be found and huge search spaces explored with genetic
algorithms, a class of optimization algorithms motivated by
the ideas of natural selection and evolution. We seek to lower
security risks and increase training efficiency by using GAs
to choose the best devices for federated learning [14], [15].
Through ensuring diversity among the chosen devices,

the non-parametric statistical test Kruskal-Wallis H-test
enhances genetic algorithms. This test confirms that the
selected trainers have a statistically significant range of
important characteristics including energy resources, net-
work bandwidth, and computing power. We develop a strong
framework for trainer selection that tackles both diversity and
optimisation by fusing these two methods.

Our framework maintains statistical diversity to lower
security vulnerabilities while choosing a subset of devices
that are suitable for cooperative training, so addressing major
issues in federated learning for IoT security. Employing
several experiments, we show that this method produces
greater robustness and accuracy of the model than conven-
tional trainer selection techniques. In addition, the suggested
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architecture enhances scalability and lowers energy con-
sumption, so promoting more effective federated learning.

This paper has the subsequent organization: Feder-
ated learning and Internet of Things security-related work
is reviewed in Section II. The design of the genetic
algorithm and the implementation of the Kruskal-Wallis
H-test are described in Section III. The experiment and results
are given in Section IV. The consequences of our results
are covered in Section V, and recommendations for more
study and useful applications in IoT security are also included
in Section V.

II. RELATED WORK
Federated learning (FL) has attracted a lot of interest as a
decentralized machine learning method that provides a way
to train models cooperatively without the requirement to
centralize private data. Federated learning does, however,
bring special difficulties in the context of the Internet of
Things (IoT), particularly about security and effectiveness.
‘‘This review of the literature looks at current work starting
in 2020 to comprehend the cutting-edge methods for fed-
erated learning in the Internet of Things, with an emphasis
on genetic algorithm application, security issues, and trainer
selection.

Because federated learning allows distributed learning
while preserving data privacy, it has become more popular
in the Internet of Things [1]. IoT devices’ processing power,
network bandwidth, and energy resources do, however, differ
greatly. Federated learning is challenged by this heterogene-
ity since conventional techniques of trainer selection could
result in inefficiencies or security flaws. An in-depth dis-
cussion of these difficulties was provided by Li et al., who
also underlined the need for dynamic trainer selection tech-
niques that take security risks and device capabilities into
account [2].
Federated learning raises a lot of security issues, especially

in Internet of Things settings. Because FL is decentralized,
attacks including byzantine faults, model inversion, and data
poisoning may occur [3]. Robust defence mechanisms are
essential, as Kairouz et al. emphasized in their thorough
review of security hazards in federated learning [4]. Diverse
privacy, secure multi-party computation, and robust aggre-
gation techniques are just a few of the approaches that
researchers have suggested to counter these hazards [5].
These techniques, meanwhile, can be resource-intensive and
not appropriate for every Internet of Things device.

Evolutionary algorithms of the genetic algorithm (GA)
class can simulate natural selection to optimize difficult prob-
lems. Federated learning is one area in which GAs have been
used to enhance trainer selection [6]. In their study of genetic
algorithms for federated learning, Lin et al. showed that by
choosing devices with appropriate computational resources,
GAs could result in more effective training [7]. Because
this method overcomes the drawbacks of fixed or random
selection techniques, federated learning can proceed more
effectively and adaptively.

A non-parametric statistical test called the Kruskal-Wallis
H-test can determine whether groups of data differ signif-
icantly from one another. The Kruskal-Wallis H-test was
suggested by Guo et al. [9] as a way to guarantee diversity
among chosen trainers in federated learning. Their goal in
using this test was to lower the possibility of security flaws
brought on by uniform device features. The Kruskal-Wallis
H-test is a tool that validates the statistical diversity of chosen
devices, augmenting genetic algorithms.

A strong method of trainer selection in federated learning
for Internet of Things security is provided by the combi-
nation of genetic algorithms and the Kruskal-Wallis H-test.
Investigating this integration, Zhang and Chen showed that it
improvesmodel accuracy and lowers security risks [10]. They
demonstrated by experimentation that dynamic trainer selec-
tion taking efficiency and diversity into account is possible
when GAs and the Kruskal-Wallis H-test are combined. The
construction of scalable and safe federated learning systems
in Internet of Things settings is greatly impacted by this
strategy.

The literature indicates that even if federated learning
offers a promising framework for the Internet of Things,
the heterogeneity of IoT devices and the related security
risks may not be sufficiently addressed by conventional tech-
niques of trainer selection. The selection of trainers using
genetic algorithms can increase effectiveness and flexibility,
providing a dynamic approach to federated learning. But
to reduce security flaws, statistical diversity among chosen
trainers must be ensured, and the Kruskal-Wallis H-test offers
a helpful instrument for this purpose.

Combining GAs with the Kruskal-Wallis H-test produces
a thorough method of selecting trainers that strikes a balance
between security and optimization. Even if this method has
shown encouraging results, more investigation is required
to determine its applicability and scalability in actual Inter-
net of Things settings. Future research has to look at how
this method affects IoT device energy consumption and how
well it works to reduce different security risks in federated
learning.

III. MATERIAL AND METHODS
This work presents the genetic algorithm-based trainer
selection approach in federated learning, improved with
the Kruskal-Wallis H-test to guarantee statistical diversity
among chosen devices. With this combined strategy, strong
security in Internet of Things settings is ensured while
federated learning is optimized. The Kruskal-Wallis H-test
is integrated, the genetic algorithm is designed, and the
federated learning training procedure is described in the
methodology.

Our method comprises the subsequent important phases:
1. Create a first population of device subsets (possible

trainers) for federated learning.
2. Fitness Function: Considering security issues, band-

width, computing power, and energy resources, define
a fitness function to assess the quality of each subset.
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3. Operations of Genetic Algorithms: To move the popu-
lation toward ideal solutions, use crossover, mutation,
and selection.

4. The Kruskal-Wallis H-Test: Take use of this statistical
test to guarantee diversity among chosen subsets.

5. Federated Learning Training: Measure security and
performance results while doing federated learning
with the chosen subsets.

FIGURE 1. Proposed federated learning.

Figure 1 shows the proposed node selection-based Feder-
ated machine learning model for IoT attack detection. The
aggregating server collects the node characteristic data and
attacks data from all the nodes. Then it applies data to the
genetic algorithm and Kruskal-Wallis H-test algorithm to
select optimal nodes in 2 stages. In the first stage, the genetic
algorithm finds the optimal set of the node using the fitness
function given in equation (1), where it uses the computation
power of the individual node, the energy level available at the
individual node, the vulnerability level of the individual node
and bandwidth supported by the node as candidate parameter
for the fitness function. The node that has the highest com-
putational power, highest energy level, low vulnerability and
high bandwidth is selected as an optimal node to participate
in the training process under the genetical algorithm. Further
in the second stage, using non-parametric statistical test of the
Kruskal Wallis test is used to select optimal nodes based on
the diversity available in the training data of the individual
node. Under the second level, those node has some statis-
tically significant data which means some non-correlated
data is selected as the optimal node for training. The node
that has a similar type of data is eliminated in the training
process. This step ensures only the node that has data to the
scope of improving the accuracy of the model or the data
that has the scope of learning new knowledge only admitted
under the training process, which saves energy and bandwidth
of the entire federation processing training process. As of
scalability is concerned. The federated learning framework
itself has some inbuilt features to support scalability because
it is a distributed Machine Learning algorithm in nature.

Genetic algorithm and the Kruskal-Wallis H-test-based
trainer selection

Input: IoT device attack data a(n), Number of iterations (K), IoT device
data d(n)

Output: Attack detection model

1. Initialize the population (P) with fitness f(t)

2. for i =1 to K

3. Make initial population P with random values with chromosome length of
M devices

4. Do tournament selection p(1),p(2)

5. apply two-point cross-over between p(1),p(2)

Make new chromosomes cnew = crossover(p(1),p(2))

6. do mutation on cnew with a probability of 0.03

Cnew_mut = mutation(cnew)

7. Compute the fitness value for the ith iteration for the selected set DS (cnew)

F(i) = f (t) =
∑

tr∈DS comp_power(tr) +
∑

tr∈DS avai_BW (tr)+∑
tr∈DS avai_energ(tr) −

∑
tr∈DS Valnerability(tr)

8. Arrange the descending order of the node according to fitness value.

Store selected DS device at ith iteration as

OP[i] = first_DS_node(F(i))

End for

9. Find maximum of F(i) and the corresponding solution as final solution

10. Collect Ri value from all the devices. Compute the H-Test value of the
Kruskal-Wallis on optimal solution devices data set

H =

(
12

N (N + 1)

) k∑
i=1

R2i
ni

− 3(N + 1)

11. Repeat step 10 for N number of random trials and Calculate p values for
H-Test values

12. Select the devices that have p <0.05 as the final optimal device FO

With the increased size of nodes, only the real-time commu-
nication handling is to be addressed. The diverse data source
are handled by the proposed Kruskal Wallis H-test.

A. DESIGNS OF GENETIC ALGORITHMS
Federated learning subset selection is optimized by the
genetic algorithm (GA). The operation of the algorithm is as
follows:

1) SETTING UP
Vulnerability is randomly assigned between every node on a
scale of 0 to 1. Normalised available energy is also generated
on a scale of 0 to 1. For calculating available energy, every
node is assumed to have 1 watt of initial power. From it
spending energies are subtracted to generate available power.
The normalised bandwidth and processing capability are also
generated on a normalised scale between 0 to 1.

• Population Initialization: Assemble a first set of device
subsets. A collection of devices that might take part in
federated learning is represented by each subset.
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• Chromosome Representation: Encoded as a binary vec-
tor with each bit denoting whether a device is included
(1) or not (0), each chromosome represents a subset of
devices.

2) FUNCTIONAL FITNESS
The quality of every subset is assessed by the fitness function
using several criteria:

• Computational Capacity: Total of the devices (e.g., CPU
cores’) computational resources.

• Bandwidth: The devices in the subset’s total network
bandwidth.

• Energy Resources: Computed energy capacity or battery
levels of the devices.

Security Considerations: Optional standards, such as known
vulnerabilities or device security ratings.

The fitness function seeks to reduce security hazards
while optimizing computing power, bandwidth, and energy
resources is

f (t) =

∑
tr∈DS

comp_power(tr) +

∑
tr∈DS

avai_BW (tr)

+

∑
tr∈DS

avai_energ(tr)−
∑

tr∈DS
Vulnerability(tr)

(1)

3) OPERATIONS OF GENETIC ALGORITHMS
Select parent subsets for crossover using a tournament selec-
tion mechanism. Subsets are selected at random and the most
fit subset is chosen for the tournament. Crossover: To create
new subsets, combine two parent subsets. A popular method
is to swap out parts of the parent subsets at a single or two-
point crossover.

• Mutation: Use mutation to give the population variation.
Mutations usually entail a low probability (e.g., 5%) of
bit flipping in the chromosome.

4) H-TEST KRUSKAL-WALLIS
The chosen subsets aremade to represent a statistically signif-
icant range of device characteristics using the Kruskal-Wallis
H-test. To determine whether there is appreciable diversity
among subsets, this test is run on their fitness values. An extra
mutation is done to boost diversity if the test shows that the
subsets are overly homogeneous.

B. TRAINING IN FEDERATED LEARNING
Federated learning training is conducted on the chosen device
subsets following their genetic algorithm optimization and
Kruskal-Wallis H-test diversity verification. With the chosen
subsets, a federated learning environment is first initialized
during the training setup process. Participating in cooperative
model training is every subset.

• Model Aggregation: Combine the contributions from
each subset using a federated learning aggregation
algorithm (such as Federated Averaging).

• Performance Measures To gauge how well the trainer
selection process worked, measure the accuracy, training
time, and energy consumption of the model.

• Security Evaluation: To guarantee robustness, during
federated learning training, keep an eye out for security
incidents or vulnerabilities.

This section describes a thorough approach to trainer selec-
tion in federated learning for Internet of Things security.
The proposed method guarantees statistical diversity and
optimizes trainer selection by combining genetic algorithms
and the Kruskal-Wallis H-test, thus enhancing the security
and effectiveness of the federated learning environment. This
methodology is validated and its possible applications in
real-world IoT settings are shown by the experiments and
results in the following sections.

IV. RESULT AND DISCUSSION
We define a set of performance measures that capture the
efficiency and security aspects of the system to assess the
efficacy of the suggested method for trainer selection in
federated learning. Among these are security risk, computa-
tional efficiency, communication cost, and model accuracy.
Together with formulas for each measure, we also discuss
their importance in the framework of federated learning and
Internet of Things security. The number of nodes considered
for the simulation is 50. The Genetic algorithm parameter
settings used in the framework are as follows.

1. Number of generations- 20
2. Population- 50
3. Chromosome size(binary)- 28 bits
4. Crossover probability- 85%
5. Mutation- 3 points
6. Selection method- Roulette wheel selection

A. PERFORMANCE MEASUREMENT
1) MODEL ACCURACY
How well a federated learning model does on a validation
dataset following training is measured by its model accuracy.
It is computed as the share of correctly predicted instances
among all instances in the validation dataset. Greater preci-
sion translates into better model performance.

accuracy =
no of correct prediction

total number of predictions
× 100 (2)

2) COMMUNICATION COST
Data transmission during federated learning training is
assessed by communication cost. Given the often restricted
bandwidth and network resources of IoT environments, this
measure is crucial. The total amount of data transmitted
throughout training between devices and the central server
is the communication cost.

commcost =

∑n

i=1
amount of data send by device

+

∑n

i=1
amount of data received by device

(3)

Reduced costs of communication indicate effective device
communication during training.
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3) COMPUTATIONAL EFFICIENCY
In federated learning, computational efficiency evaluates how
long it takes to finish a training round. It shows the efficiency
of the genetic algorithm-based trainer selection as well as
the computing power of the chosen devices. This measure is
calculated as the total training time for each training round.

computationalefficiency =

∑n

i=1
traning_timei (4)

Lower values of computational efficiency are better since
they show quicker training and more efficient use of the
device resources.

4) SECURITY RISK
One important indicator of the possible weaknesses con-
nected to the chosen devices in federated learning is security
risk. This measure takes into consideration well-known secu-
rity problems including attack exposure, security holes, and
device vulnerabilities. We define security risk as a weighted
total of these elements forming a composite score.

security_risk =

∑n

i=1
Weight i ∗ vulnerability_scorei (5)

Less security risk values point to a safer federated learning
environment.

5) DIVERSITY MEASURE
The diversity among the chosen devices is assessed by use of
the diversity measure. It is obtained from the findings of the
statistically significant differences between data groups test,
or Kruskal-Wallis H-test. The uniformity of device features
makes this step essential for lowering security risks. The
test statistic for the Kruskal-Wallis test is called the H-value.
In this framework, every node will compute the Rank for the
observation Ri and will share the value with the central server
which is used for calculating H value.

Diversity Measure

= H =

(
12

N (N + 1)

) ∑k

i=1

R2i
ni

− 3 (N + 1) (6)

where k is the number of groups.; N is the total number of
observations across all groups.; ni is the number of observa-
tions in group i.; Ri is the sum of the ranks for observations
in group i. Higher diversity measure values point to a more
robust trainer selection process by indicating more statistical
diversity among the chosen devices.

A thorough framework is provided by these performance
metrics for assessing the suggested method for trainer selec-
tion in federated learning for Internet of Things security.
Evaluation can capture both the efficiency and security
aspects of the system by taking into account model accuracy,
communication cost, computational efficiency, security risk,
and diversity measures.

B. RESULTS DISCUSSIONS
This research work uses the internet-available data source
for the performance analysis of the proposed work.

Cyber security dataset for IoT and IIoT [11] named
Edge-IIoTset is used in this research work. : The edge IIoT
data set used in this study covers a wide range of IoT envi-
ronments, almost all possible sensors. So, the test result of
our proposed method covers most of the IOT scenarios and
it is a robust one. After node selection by genetic algorithm
under a non-parametric statistical test the data share goes to
the training process on the selected optimal node by divid-
ing the available data among the selected nodes. At each
node, the data are split into 70% training 15% testing and
15% validation. The data are useful to train logistic regression
SVMand neural networkmodels. Thosemodels are evaluated
and given below.

1) ACCURACY MEASURE OF MACHINE LEARNING MODELS
Accuracy for the various machine learning models is calcu-
lated and plotted in Figure 2 fromfigure 2 we can observe that
the neural net model provides the highest accuracy of 99.8%
compared to the other two models. Moreover, we can observe
the proposed framework of node selection provides more
accuracy compared to the traditional all-node-based training
process.

FIGURE 2. Accuracy of various machine learning algorithms.

This observation can be observed in all machine learning
models. The proposed framework of node selection provides
improved accuracy in all machine learning models.

2) COMMUNICATION COST
The communication costs involved in the proposed node
selection mechanism are analysed and compared with the
traditional all-node basis training process. The neural net-
work model is taken for the evolution because it provides
high accuracy, and the model is taken with 1000 parameters
and each parameter is represented by 32-bit precision. The
communication cost is calculated by counting the number
of transmitted bytes by the node and received by the node.
The result of communication cost is presented in Table 1.
From Table 1, it is evident that the traditional all-node-based
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TABLE 1. Communication cost in federated machine learning.

training of 50 nodes has a higher communication cost,
whereas the optimal node selection procedure with 5,10,20
and 25 optimal nodes has the lowest communication cost.
In the experiment, It is observed that only on multiply
of 5 some improvement is presented. So based on the observa-
tion and to avoid unnecessary computation, the optimal node
search is set.

3) COMPUTATIONAL EFFICIENCY
The computational presidency of the proposed framework
is evaluated by calculating the training time involved in the
mechanism the following assumptions are made for evaluat-
ing the competition efficiency.

• Model Size: 1,000 parameters
• Computational Power: different nodes have different
computational power, ranging from low to high. Cate-
gorizing computational power into three groups:

◦ Low: 5 nodes
◦ Medium: 30 nodes
◦ High: 15 nodes

• Time to Train One Round: depends on the computational
power of the nodes.

◦ Low computational power: 10 seconds per round in
5 nodes

◦ Medium computational power: 5 seconds per round
in 30 nodes

◦ High computational power: 2 seconds per round in
15 nodes

To compute the total training time for 25, 50, and 100 rounds
Of training, it is used the weighted average based on the
number of nodes in each computational power category (7),
as shown at the bottom of the page.

The result of computer training time is presented in Table 2
for 3 cases of node distributions called balance distribu-
tion, more low-power node distribution and more high-power
node distribution. The training time was also compared with
the optimal node selection mechanism where the proposed
mechanism selected 20 optimal higher computational power

TABLE 2. Training time.

nodes whose training time is also presented in the table.
From the table, it is evident that the proposed optimal node
selection provides less training time compared to the tradi-
tional method because the proposed mechanism selected the
optimal 20 nodes for the training process. We have evaluated
the time complexity of the genetic algorithm and Kruskal
Wallis H-test. The genetic algorithm takes 800 milliseconds
and the Kruskal Wallis H-test takes 150 milliseconds in the
server node. The total time complexity is less than 1 second
which can be ignored when comparing the training time
concerning table 2.

The training time for different numbers of training rounds
was also analysed for all three 3 node distributions and pre-
sented in Figure 3. From the figure it is observed that training
time increases with respect to increased training rounds and
it takes a maximum of 650 seconds for the low power nodes
distribution for 100 rounds of training. Fromfigure 3, it is also
evident that the proposed optimal node selection mechanism
can achieve less training time.

FIGURE 3. Training time concerning the number of rounds of training.

Ttrain =

∑n
i=1 Time per round for node i ∗ Number of nodes with that power

Total number of nodes
(7)
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4) SECURITY RISK
Since the proposed mechanism also takes care of the attack
in the machine learning training process where the vulnera-
ble nodes are avoided to accommodate the training process
thereby the security in that training process and the devel-
oped models are ensured. For this, each model is assigned a
vulnerability score based on the history of behaviour using
the accuracy track of the developed model by the individual
node. The following assumptions are made to calculate the
security risk in the training process where some vulnerable
nodes can also inject wrong data and wrong model updates.

Every node is assigned a vulnerability score between
0 and 10, where 0 denotes no vulnerability at all and 10 is
the maximum vulnerability.

Inversely proportional to the vulnerability score is the secu-
rity risk. Superior security is indicated by lower vulnerability
scores.

The vulnerability score was generated at random for
all 50 nodes.

The security level measured is presented in Figure.4. From
the figure.4, it is evident that different nodes have assigned
different vulnerability scores and thereby different security
levels. The average security levels are calculated for all the
node’s training processes and the proposed optimal node
training process. Those given in the dotted line From the
average security level, it can be observed that the pro-
posed optimal node selectionmechanism provides the highest
average security level compared to the traditional all-node-
based training process because the proposed mechanism only
selects less vulnerable nodes and the training process.

FIGURE 4. Average security level analysis.

5) DIVERSITY MEASURE
Kruskal-Wallis H-test is used to select only the nodes that
have useful information for training and those nodes that have
redundant data are avoided for the training process to ensure
more accuracy in that developed model. The performance of
accuracy is measured for various numbers of the optimally
selected nodes in the experiment and given in Table 3. From
Table 3, it is evident that the proposed optimal node selection

by the Kruskal-Wallis H-test can achieve the highest accuracy
compared to the traditional all-node-based training process
and literature work [13].

TABLE 3. Accuracy measure for optimal node selection by Kruskal-Wallis
H-test.

V. CONCLUSION
In this study, efficiency and security were investigated in
the integration of genetic algorithms and the Kruskal-Wallis
H-test for dynamic trainer selection in federated learning
in Internet of Things settings. We found that improved
model accuracy in federated learning was a result of genetic
algorithm-based trainer selection. Our method had a gener-
ally lower communication cost than conventional random or
fixed trainer selection techniques. The capacity of the genetic
algorithm to determine the best subsets of devices resulted
in less data transmission, which increased communication
efficiency. Because bandwidth and network resources may be
scarce in Internet of Things settings, this is especially crucial.
Another area where our method showed notable benefits
was computational efficiency. The security risk assessment
made clear how important the Kruskal-Wallis H-test is to
preserving diversity among the chosen trainers. We find
that the Kruskal-Wallis H-test combined with genetic algo-
rithms provides a reliable method for trainer selection in
federated learning for Internet of Things security. Efficacy
and security are balanced in this method, which tackles
the main problems with federated learning in heteroge-
neous IoT settings. The Kruskal-Wallis H-test has limitations
of being sensitive to outliers and has high computational
complexity. Computational complexity is handled in the pro-
posed work by making distributed computations of rank
values. This proposed framework is verified in simulation
by using internet-available data because of limited resources,
the evaluation of the proposed framework will be done in
deployed practical scenarios in future.
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