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ABSTRACT Link prediction in the Social Network is most important and an essential part now a days.
The continued growth and evolution of this field will lead to new and improved methods for analyzing
and understanding social networks. Link prediction is also helpful in various network applications in both
academic and real-world contexts. For better understanding of prediction of links in a network graph through
the use of different algorithms and information of prediction of missing link between network that all of the
clear information is discuss in this paper. This paper presents the study of different types of algorithms which
are better informative to understand the connection prediction, in a methodical manner. For this study, the
similarity approaches are concentrated with its types of algorithms which are used to forecast the presence of
missing links in social networks. This paper addresses the various link prediction approaches considering the
structure of the network to reduce uncertainty. Evaluation measures for link prediction and their practical
applications are also covered in this work. Lastly, it discusses the difficulties and provides plans for the
development of link prediction methods in the future. This discussion may help researchers to choose the
proper network structure for predicting the links.

INDEX TERMS Link prediction, social networks, network analysis, similarity based methods.

I. INTRODUCTION
At present Social Network is converting to a crucial part of
our life. Due to large amount of used social network, it makes
available the different challenging and best platforms and
facility with secure system. In social network there are some
of the social functions like sharing images, videos, text, and
also sharing opinion in the form of comments [1]. In different
types of areas, large number of data produced and that data
can manage by the system. This information can be seen as
a network and is expressed in nodes, connecting edges. Node
and edge represent entity and relationship between those
entities. It means there is large composite network. Therefore
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there is a future process of link prediction between that nodes
and edges [2]. The prediction of word-to-document relation-
ships is another way to think about link prediction [3], [4].

In social network, the large amount of information is pro-
duced by the users, with the help of this information attracted
parties know how to examine, determine and even predicting
the things regarding a user or grouping of user. There are lots
of reasons for extracting the meaningful information from
the data such as to make a decision for progress of company
or to diminish the future risk. This information facilitates
associate to improve the strength and design of numerous
applications, such as making recommendations for new con-
nections, predicting the evolution of the network structure
over time, and detecting potential fraud or anomalous behav-
ior. On the social networks many users make their personal
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information public that have actual economic value to the
companies [5], [87].

The expansion of internet social networks in recent years
has led to an explosion of data on social connections, pro-
viding a wealth of information for link prediction research.
Link prediction in social networks is a difficult job because
of the complexity of the relationships between individuals in
a network. Relationships can be influenced by many factors,
such as demographics, shared interests, and past interactions.
Additionally, the structure of social networks is constantly
changing, making it difficult to predict the formation of new
connections. Despite these challenges, link prediction has
become an active area of research, with numerous methods
and techniques developed to tackle the problem.

The majority of user’s preferred social networking sites
are Facebook. Compared to different social networking sites,
it has 2,910 million active users each month. Whatsapp is
the third most popular platform with 2,000 million monthly
active users. With 346 million active users per month, Twitter
is the fifteenth-popular platform. That is all there needs to be
said about the significance of social networking and its uses.

According to statista, the top social networks globally in
terms of monthly active users (in millions) as of January
2022 are as follows in Table 1:

The current study examines the forecast of links in social
networks based on similarity. Despite the fact that this
research focuses on social networks; it can also be applied
to other kinds of networks. Following is a summary of what
this article contributes:

• In this article, we will look at the most recent advance-
ments in the area of similarity-based link prediction.

• We analyze various methods applied on type of link
structure also given their complexity.

• To help new researchers come up with fresh research
ideas, we will propose future directions for link predic-
tion in social networks.

The remainder of this paper is divided into the following
sections:We describe the relevant study papers that were used
in this paper in Section II. We provided a short overview
of the link prediction Problem in Section III. In Section IV,
the similarity-based link forecast techniques for local, global,
and quasi-local link structures are covered. In section V,
we describe the way that how these similarity-based link pre-
diction methods will help in link prediction. The evaluation
metrics and applications in real word scenario are discussed
in section VI and VII respectively. The upcoming research in
this field is described in Section VIII. The summary of the
paper is provided in Section IX, and Section X concludes the
research.

II. RELETED WORK
Many different approaches to the link prediction problem
have been explored in the literature. These approaches can
be divided into a number of categories, including similarity-
based [6], probabilistic [7] and learning-based [8], and

others. Similarity scores between node pairs are computed
using structural characteristics of the underlying network in
similarity-based methods. These characteristics are simple to
calculate because they are directly extracted from the net-
work structure. There are two types of topological properties:
‘local’ which is derived from a restricted area of network
structure and ‘global’ taken from the whole network. Many
link prediction methods are created using this knowledge.
Compared to global approaches, which are more complicated
and have higher accuracy for prediction, local approaches are
simple to calculate.

It’s possible that the quantity of shared neighbors isn’t
always enough to reveal all of the internal similarities
between two nodes. A new measure is suggested to address
this issue that relies on the similarity of each pair of nodes
on the number of shared neighbors and correlation between
the nodes’ neighborhood vectors. Comparable techniques
are less accurate than this one [6]. The SHOPI similar-
ity index, which attempts to stop information leakage by
penalizing common neighbors [9]. A novel link-predicting
algorithm that combines common neighbor and centrality is
proposed [10]. In a different one, proximity to a shared neigh-
bor and distance are combined [11]. A technique using neural
networks improved by link prediction models as output data
and scale-free networks as input data for training. A greedy
link pruning approach is used to address the impact of the
neural network’s [12].
NodeSim learns the low-dimensional model of a network

while capturing similarities among the nodes and the group’s
structure. The suggested NodeSim random walk effectively
explores every part of the region while maintaining the more
similar nodes nearby in the context of the node, allowing for
the learning of the embedding [13]. The goal of a new similar-
ity measure for link prediction in bipartite networks is to offer
a centralized and all-encompassing approach. A combination
of criteria depending on neighborhood structure makes up
the suggested method [14]. Utilizing friend-based and route-
based similarity factors, both of which make use of graph
structures, three novel similarities are introduced: degree
neighbor similarity (DNS), path neighbor similarity (PNS),
and degree path neighbor similarity (DPNS) [15].

Two algorithms, DLP-ILS based on Improved Latent
Space and DLP-IRA based on Improved Resource Alloca-
tion, are proposed in [15]. In this work, the link prediction
processes for a pair of nodes that do not have common
neighbors are still conducted in serial instead of in parallel
due to the fact that they are based on the nodes adjacency
relationship. To increase the algorithm’s effectiveness in the
initial computation, non-interfering nodes might be discov-
ered for parallel computing.

The article presents AdaSim, a novel framework for link
prediction that makes use of attributes derived from random
walk-based network embedding. By fine-tuning a parameter
depending on the data distribution through supervised learn-
ing, the Adaptive Similarity function in AdaSim provides
a layer of flexibility and makes the framework robust and
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TABLE 1. Monthly active users on social networking sites globally as of January 2022
(https://www.statista.com/statistics/272014/global-social-networks-ranked-by-number-of-users/).

flexible in many network scenarios [16]. In situations when
the network topology is tree-like, the research tackles the
problem of link prediction and offers a comparison analysis
to identify the best method. The paper illustrates the efficacy
of the suggested approach in precisely predicting linkages
inside tree-like network architectures through experimental
validation and performance evaluation [17]. The research
addresses the shortcomings of conventional algorithms by
introducing a novel local link prediction technique created
especially for long-line and closed-circle networks. Through
testing on real-world networks such as a metropolitan water
distribution network and a sexual contact network, it shows
that the suggested method is effective, beating conventional
local and global algorithms [18].
The use of direct links in link prediction algorithms was

suggested by the author. Demonstrates how employing direct
ties yields better prediction results than indirect links in
dynamic networks. Overall, the results showed how crucial it
is to take into account direct links, network topology, and time
when doing link prediction tasks [19]. In order to forecast link

directions in directed networks, the research study suggests a
technique called Link Direction for Link Prediction (LDLP).
LDLP provides a more thorough understanding of network
dynamics and behaviors by integrating link direction into the
prediction process, especially in situations where knowing
the direction of connections is crucial. The efficiency of
LDLP in capturing link directionality and enhancing predic-
tion accuracy is demonstrated [20]. The hormonal imbalance
dataset has been exposed to a novel fuzzy data transformation
technique by the author. By using machine learning on fuzzy
modified biological datasets, a wider range of diagnoses can
be achieved, including a third class that suggests PCOS. In the
end, this would alert the patient to the need for preventive
measures to lessen the chance that the illness may recur [21].
The author defined community dynamicity, an actor-level

metric that takes changes in neighborhood infrastructure,
community engagement, and cliquishness into account to
reflect the temporal evolution of community awareness [22].
The research shows how well community-level knowledge
may be used to sophisticated machine learning methods to
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gain a deeper comprehension of the dynamics of collab-
oration and citation in scientific literature. The results of
this study imply that sophisticated machine learning methods
can be used to detect hidden patterns in scientific data, giv-
ing academics, organizations, and decision-makers insightful
information [23]. The research presents a DSLP, the model
incorporates a number of community structures and topology
variables into a probability model [24].

The author presented a method for predicting links in
complex networks by utilizing average centrality metrics,
including clustering coefficient, betweenness, closeness, and
degree centralities. When compared to conventional sim-
ilarity metrics, the technique showed an average 24%
improvement in AUROC [25]. LEHMN (learning embed-
ding based on hyper-motif of the network) model seeks to
capture subtle similarities between nodes that conventional
models could overlook. The effectiveness and superiority
over cutting-edge methods are further validated by numerical
simulations, underscoring the need of implementing such
creative frameworks in complex network analysis [26]. Three
new iterations of the 3-hop path, quasi-local path, and global
path of the Common Neighbor and CCPA were proposed,
considering varying path lengths. This improved the predic-
tion accuracy in complicated networks by introducing four
new link prediction algorithms based on community detection
data [27].
The research suggests a unique method for link predic-

tion in multiplex networks that makes use of GNN. The
Study presents as approach based on calculating inter-layer
similarities and aggregating adjacency matrices to address
the difficulties brought on by the intricate and multi-layered
nature of multiplex networks [28]. The another study presents
Graph Conversion Capsule Link (GCCL), a unique link
prediction technique that combines GNNs and CapsNets
to solves the link prediction task as a graph classification
issue [29]. The paper’s novel PS2 architecture and experimen-
tal findings highlight the significance of tailored sub-graph
selection in improving link prediction tasks using GNNs. The
inductive process of choosing sub-graphs without access to
inference edges during training and the exponential growth
in sub-graph selection space for various edges are challenges
that the PS2 framework tackles [30]. NMFLP can be used
with a variety of networks, regardless of whether or not they
include node semantic properties. In networks when node
characteristics are present, it employs these attributes directly
to forecast links; in the absence of attributes, it substitutes the
network’s structure for the attributes [31].

The article presents GCCDC as a workable metric for
assessing complicated networks and deriving meaningful
conclusions from empirical data, greatly expanding the body
of knowledge on network analysis. GCCDC or GD has a pos-
itive correlation with Betweenness Centrality (BC) in huge
network analysis, suggesting that it can be used to gather
important nodes in a network [32]. In social network analysis,
algorithmic fairness is addressed by the FairSNA framework,
which focuses on a topic that has received less attention:

reducing structural bias and inequality in large-scale social
networks. The NodeSim random walk technique, which
incorporates community information into the model, is pre-
sented by the authors. It improves link prediction accuracy
by examining a node’s intra- and inter-community neighbor-
hoods based on structural similarities [33]. In order to forecast
graph links, the research presents a novel approach termed
Conditional Diffusion-based Multi-level Negative Sampling
(DMNS). In order to produce negative nodes in several
degrees of varied hardness and reconcile them for efficient
graph link prediction, DMNS takes advantage of the Markov
chain aspect of diffusion models [34].
The paper tackles the challenging subject of link pre-

diction in social networks by utilizing machine learning
and Node2Vec to uncover hidden relationships and predict
future connections. Along with investigating the relation-
ship between community evolution and factors such as the
underlying social network structure, the study focuses on
optimizing node network neighborhoods through the use of
Node2Vec node mapping [35]. To improve link prediction
performance in dynamic networks, the proposed framework
presents a novel feature set that incorporates quasi-local,
global, local, and community information-based characteris-
tics. In this, the author uses four different machine learning
models NN, XGB, LDA, and RFC to evaluate the suggested
COMMLP technique in conjunction with three cutting-edge
algorithms [36].

III. LINK PREDICTION PROBLEM
In the social network, the problem of predicting the links is
understood as a potential or realizable link between edges
or nodes [37]. Given a snapshot of a graph ‘G’, the link
prediction problem predicts the edge or link which can be
formed between two nodes in near future in a network.
A social network can be view as a graph G (V, E), where
set of nodes represented by V and connections between these
nodes represented by E. Consider an example that in a below
(figure 1) snapshot of graph taken at time t1, shows the five
nodes namely Sachin, Arvind, Nitin, Santosh and Amol. The
connection between them indicates the friendship.

The architecture of social networks from a time period
t1 to t2 is shown in Figure 1. At time t1, black color line
indicates the friendship exists between two nodes and dashed
blue color line indicates that the friendship may occur in
future. The objective of the link prediction problem to find
out which two nodes which are unconnected friends at time
‘t1’ will become connected friends in near future. It may
happen that all unconnected friend becomes connected or
some of them may be connected. A snapshot is taken after
some time ‘t2’. This graph shows that out of five unconnected
links only one links is connected in future i.e. at time t2,
represented by blue color line between nodes Sachin and
Amol. Computing or predicting such type of links is not an
effortless assignment. Numerous similarity based approaches
available for link prediction are clear formed on environment
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to calculate it, as local, global & quasi local structure [38],
[39].

FIGURE 1. Graphs at time intervals t1 and t2.

Link prediction have a discussion about forecasting the
chance that two nodes will connect which are not yet been
associated in the network from side to side known nodes
and structural information [3], [12]. In the undirected graph
(network) shows G (V, E) where V and E symbolize sets
of node and link, correspondingly. Link prediction method
requires providing a keep score (S) to estimate the likelihood
of an active link between two disconnected nodes. For exam-
ple, SCNXY representing the score of probable links among two
network nodes x and y calculate by the Common Neighbors
(CN) model. All links are not generate in the native network,
which are sort in lessening order according to their scores, and
the link at the peak are mainly probable to be present [12].
Link prediction is the process of determining how likely

it is that two nodes in a network will connect or create a
connection. The prediction score, which is often referred to as
the ‘‘link prediction score,’’ measures the probability. Several
similarity metrics or techniques that evaluate the probability
or strength of a connection between two nodes can be used to
compute this score.

Example Calculation:
Using the Common Neighbors approach as an example,

let’s forecast links:
• Step 1: Identify the neighbors of nodes x and y:

◦ neighbors of node x i.e. 0(x) = {a, b, c}
◦ neighbors of node x i.e. 0(y) = {b, c, d}

• Step 2: Find the common neighbors:
◦ 0(x)∩0(y) = {b, c}

• Step 3: Count the common neighbors:
◦ Score for node x and y i.e. S(x, y) =| 0(u)∩0(v)|=

2
Based on the Common Neighbors technique, nodes x and y

have two common neighbors, as indicated by their score S of
2. Similar to that, we can use this method to compute scores
for every pair of nodes in the network. We can determine
which node pairings have the highest scores and the best
likelihood of connecting in the future by ranking these pairs
of nodes according to their scores. Certain link prediction
techniques, such as Common Neighbors (CN), assign a score
to each pair of nodes and then rank the scores downward
to determine which connections are most likely. Alternative

techniques, such as the Adamic/Adar index (AA), identify an
index for every pair of nodes and also arrange these indices
in a descending order. Alternative methods allocate a rank to
every pair of nodes, wherein the ranks are pre-arranged in
a descending sequence. It is anticipated that the node pair
with the greatest score, index, or rank will have the highest
likelihood of connecting in the future.

All possible links in a network can have their scores
computed and compared by using different link prediction
techniques. Accurate forecasts of future connections are
made possible by these scores, which aid in ranking the
relationships according to their chance of creation. We have
described the similarity measure-based link prediction tech-
niques in Section IV.

IV. LINK PREDICTION METHODS
In link prediction, there is already defined number of methods
which are used for predicting the link. This work is solely
concerned with similarity-based techniques to link predic-
tion. Depending on the context in which the likeness score
or index is computed, similarity-based techniques are further
divided into three types [37]:

• Similarity-based methods on local link structure
• Similarity-based methods on global link structure
• Similarity-based methods on Quasi-Local link structure

A. SIMILARITY–BASED LINK PREDICTION METHODS ON
LOCAL LINK STRUCTURE
To establish a forecast between the nodes of a link, the
similarity-based on local techniques utilize node information.
A basic calculation is used in the local similarity-based strat-
egy and it calculate with a more rapidly solution [40]. There
are several methods which already exist. Few methods are
discussed below:

1) COMMON NEIGHBORS (CN)
Common neighbors receive the numeral of common neigh-
bors as a keep score to come to a decision an association or
not a relation can be produce involving two nodes. A node’s
likelihood of linking in the future increases with the number
of similar neighbor’s it has. For example, such a nodes X,
Y will connect in future or not will be decided by the score
of common neighbor. The common neighbors’ set is defined
as [12] and [41],

SCNXY=⌈(X)∩(Y )⌉ (1)

2) JACCARD COEFFICIENT (JC)
Amethod for comparing two items is the Jaccard Coefficient,
usually referred to as the JC index. Typically, it is represented
as (X, Y), where X and Y stand for two network nodes [42].
And is defined as [38],

SJCXY =
|(X) ∩ (Y )|
|(X) ∪ (Y )|

(2)
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FIGURE 2. Various link prediction methods based on link structure.

3) PREFERENTIAL ATTACHMENT (PA)
Score SXY in the PA Index is calculated using the degrees
of nodes x and y [43].Preferential Attachment Index is a
comparison score that is thought to be self-sufficient of every
node’s neighborhood [37]. Community networks grow as new
nodes join and join with active nodes that have higher degree
evaluations than nodes with lower degree and it is define
as [3] and [6],

SXY=KX .KY (3)

4) ADAMIC/ADAR INDEX (AA)
Adamic/Adar Index [44] is a similarity compute, originally
discovered by Lada Adamic and Eytan Adar; it is used to
compute similarity among the nodes according to their fea-
ture of sharing. It is calculated as [45],

AA (a, b) =

∑
(i∈⌈(a)∩(b)⌉)

1
log ⌈(i)⌉

(4)

5) RESOURCE ALLOCATION INDEX
The dynamics of resource allocation in complex networks
promote resource allocation [39], [46]. Let’s understand, for
instance, consider X and Y are two unconnected nodes. The
common neighbor (CN) of node X serves as the transmitter
as it transmits a small amount of resources to node Y [38].

The RAI is calculated as:

SRAXY =

∑
Z∈⌈(X)∩⌈(Y )

1
Kz

(5)

6) RESOURCE ALLOCATION BASED ON COMMON
NEIGHBOUR INTERACTIONS (RA- CNI)
The method of allocating resources supports the use of
shared neighbor communications by having each node send a
resource component to its neighbors [45]. On the other hand,
this method also considers resource return in the opposite
direction. The RA-CNI index is defined as,

S (x, y) =

∑
z∈⌈x ∩⌈y

1
|⌈z |

+

∑
ei,j∈E,|⌈i |<|⌈j |,i∈⌈x,j∈⌈y

(
1

|⌈i |
−

1
|⌈j |

)
(6)

7) HUB PROMOTED INDEX (HPI)
The ratio of common neighbors to the network’s lowest
degree of nodes for x and y is referred to as the hub promoted
index [47]. In order to measure the topological partially
coverage of substrate pairings in metabolic networks and the
similarity of HPI,

Sxy =
|⌈(x) ∩ ⌈(y) |

min
{
kx , ky

} (7)
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Due to the possibility of high scores being assigned to links
near the hub based on the aforementionedmetrics, the denom-
inator is fixed at a modest degree only [38].

8) HUB DEPRESSED INDEX (HDI)
Using the hub promoted index as a base, the hub depressed
index [47] is calculated. But have a reverse goal. This index
is the ratio of common neighbors to the maximum degree of
nodes of x and y in the network and the index similarity is
defined as [45],

Sxy =
|⌈(x) ∩ ⌈(y) |

max
{
kx , ky

} (8)

9) LOCAL LEICHT-HOLME-NEWMAN INDEX (LLHN)
It is the ratio of common neighbors to the degree of the x and
y nodes as a product [48].This index is a much responsive
measure of structural correspondence than Jaccard coefficient
or Salton index. This index is defined as [45],

Sxy =
|⌈(x) ∩ ⌈(y) |

|⌈(x) ⌈(y) |
(9)

10) SALTON INDEX (SI)
Salton index [49]as well identify as the Salton Cosine index
is employed to establish the cosine angle between rows of an
adjacency matrix that takes nodes x and y [50]. The following
formula is used to determine the Salton index [37]:

Sxy =
|⌈x ∩ ⌈y |
√

|⌈x | |⌈y |
(10)

11) SORENSON INDEX
This index is proposed by Soreson [51] to compute the simi-
larity between two species. Similar to the Jaccard coefficient,
the Sorenson index, it is determined as the double common
neighbours divided by the total of the degrees of nodes x and
y, it is computed as,

Sxy =
2 |⌈(x) ∩ ⌈(y) |

∥⌈ (x)∥ ∗ ∥⌈(y) ∥
(11)

12) PARAMETERIZED ALGORITHM
Parameterized Algorithm index [10], hold the numeral of
common neighbor& the near-ness of two nodes is together
occupied into relative to estimation the similarity among a
pair of node. The score for similarity among x and y is
computed as below equation, here between nodes x and y, dxy
is the shortest distance and α is a user-defined parameter [6].

Sxy = α. (|⌈(x) ∩ ⌈(y) |)+ (1 − α) ·
N
dxy

(12)

13) NODE-COUPLING CLUSTERING
To achieve the influence of every single common neigh-
bor and likeness of each two nodes, this index uses
clustering coefficient [6], [52]. Node-Coupling clustering

is calculated as,

NCC ij =

∑
vnϵ⌈i∩⌈j

∑
vz∈CN

(2)
n

(
1
dz

+ Cz
)

∑
vw∈⌈n

(
1
dw

+ Cw
) (13)

14) COMMON NEIGHBOURS DEGREE PENALIZATION
In this method, penalization of common neighbors is
reflected. For this, the number of common neighbors for
every pair of the two nodes’ common neighbors is occupied
into relation [6], [53].

CN (2)
z = {⌈z ∩ ⌈i ∩ ⌈j } ∪

{
vi, vj

}
(14)

CNDPij =

∑
vz∈⌈i∩⌈j

∣∣∣CN (2)
z

∣∣∣ (d−βC
z

)
(15)

15) COMMON NEIGHBOR AND DISTANCE (CND)
This depends upon the two basic components that are com-
mon neighbor and distance. For calculating similarity score
is shown below. Keep in mind that 0(x) refers to a node’s
neighbours, CNxy is the quantity of an ordinary node between
nodes x and y, and (dxy) is the separation between nodes x and
y [10], [11].

Sxy =


CN xy + 1

2
⌈(x) ∩ ⌈(y) ̸= ∅

1
dxy

otherwise
(16)

16) CAR-BASED INDICES (CAR)
CAR-based indices are predicated on the idea that two nodes
are more probable to be linked if their shared neighbors are
individuals who are a part of a very close-knit group, called a
local community (LC) [54]. By using this claim, we can give
extra relevance to the neighboring nodes that are related to
one another. A CAR-based description of common neighbors
is described as [45].

s (x, y) =

∑
z∈⌈x ∩⌈y

1 +
|⌈x ∩ ⌈y ∩ ⌈z |

2
(17)

As per the above calculation, one can compute a
CAR-based deviation of the resource allocation as,

s (x, y) =

∑
z∈⌈x ∩⌈y

|⌈x ∩ ⌈y ∩ ⌈z |
⌈z

(18)

17) LOCAL INTERACTING SCORE (LIT)
Functional similarity weight in iterative form is used to cal-
culate the local interacting score [55]. Originally, weights are
assigned as Sxy(0) = 1 for linked pair of node and Sxy(0) =

0 for pair’s respite. Hence, weights are iterated as,

sx,y (t)

=

∑
u∈⌈x ∩⌈y s

z,x(t − 1) +
∑

v∈⌈x ∩⌈y s
z,y(t − 1)∑

u∈⌈x s
z,x (t − 1)+

∑
v∈⌈y s

z,y (t − 1)+ λ (x)+ λ (y)

(19)
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The computation of λ (x) is,

λ (x) = max(0,

∑
u∈v

∑
v∈⌈u s

u,x (t)

|V |
−

∑
z∈⌈x ∩⌈y

sz,x(t − 1))

(20)

In the functional similarity weight, λ (x) serves as a λ penal-
izing factor [45].

18) FUNCTIONAL SIMILARITY WEIGHT (FSW)
Given that in a directed network, the likelihood of a linking
node ‘x’ to ‘y’ is independent of the likelihood that the ‘y’
would interact with ‘x’, the Functional Similarity Weight is a
close analogue to the Sorensen index [56]. Nevertheless, this
maintain score can also be used with an undirected network
as [45],

s (x, y) =

(
2 |⌈x ∩ ⌈y |

|⌈x − ⌈y | + 2 |⌈x ∩ ⌈y | + λ

)2

(21)

When one of the nodes has a lower degree than the other, the
similarity between the two nodes is penalized by integrating
this parameter.

19) LOCAL AFFINITY STRUCTURE INDEX (LAS)
The closeness of two nodes to one other’s neighbours is
displayed by the LAS Index. According to the theory, a link
is more likely if two nodes have a stronger attraction for each
other and their common neighbor’s [57], [58], that is:

SLAS
(vx ,vy)

=

∣∣⌈(vx) ∩
⌈(
vy

) ∣∣
|⌈(vx) |

+

∣∣⌈(vx) ∩
⌈(
vy

) ∣∣∣∣⌈(
vy

) ∣∣ (22)

B. SIMILARITY-BASED LINK PREDICTION METHODS ON
GLOBAL LINK STRUCTURE
In order to determine the score of each connection, global
similarity-based techniques employ the data from the entire
topological network. These techniques do not just estimate
distance between two nodes that are comparable. Diverse
from local-based approach, global-based methods utilize the
topological data of the complete network to arrange the
node pairs [59]. However, because of their computational
complexity, they can be impracticable for huge networks,
and especially in distributed environments, its parallelization
might be rather challenging where not every computational
representative would necessarily be familiar with the net-
work’s whole structure.

1) HIGHER-ORDER PATH INDEX
Higher-Order Path index is depending on shared neighbors,
and it proposes an iterative procedure by taking into consid-
eration the significance of pathways among two nodes. The
chance of a connection between the two nodes is determined
by adding up the importance of the pathways between them.
For this reason, the recommended path’s length between

nodes x and y is represented with the expression below [9].

sxy =

∑
vnϵ⌈x ∩⌈y

1
dz

(23)

With the following expression, we can determine the signifi-
cance of the space last part to last part l > 2 path from x to y
nodes depending on the significance of its component edges.

sij =

l−2∑
k=3

f 1.f 2.αl−2, (24)

where f1 and f2 represent the importance of the component
edge and the preceding iteration’s path, respectively, and
where α denotes an adjustable feature.

2) RANDOM FOREST KERNEL INDEX (RFK)
A linked, undirected sub-graph of G having all the vertices,
some or all of the borders, and no cycle is defined in this
Random Forest Kernel Index as a spanning tree of that
graph. According to the matrix-tree theorem and Shamis,
each cofactor of an access to G’s Laplacian demonstration
is equal to G’s total number of spanning trees.

A cofactor is the main factor in the matrix that results from
deleting a specific element’s row and column. The collection
of trees with displaced roots spreading over them is known
as a root forest. The cofactor of (I+L) may be proven to
be equal to the number of spanning rooted forests where x
and y are found in the same x-rooted spanning tree [60].To
determine how simple it will be to go from point x to point y,
use the inverse of this value. Therefore, a similarity metric is
described as,

S = (I + L)−1

According to this similarity matrix, S (x, y) = Sxy
describes, how similar two nodes are.

3) BLONDEL INDEX (BI)
The initial purpose of the Blondel index was to determine
whether two vertices in two different graphs are comparable.
However, ACM may be modified to operate in an accurate
graph. Iteratively, it is constructed as S(t) [45]([61]

S (t) =
AS (t − 1)AT + AT S(t − 1)A∥∥AS (t − 1)AT + AT S(t − 1)A

∥∥ F
, (25)

where S (0) = I and ∥M∥F is the Frobenius matrix norm.
The measure is computed iteratively in this index, same like
in random-walk-based techniques. The matrix’s Frobenius
norm is calculated as,

∥Mm×n∥F =

√√√√ m∑
i=1

n∑
j=1

(
Mi,j

)2 (26)
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TABLE 2. Comparison of various methods considering local link structure.
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TABLE 2. (Continued.) Comparison of various methods considering local link structure.

4) PSEUDO INVERSE OF THE LAPLACIAN MATRIX (PLM)
By utilizing the Laplacian matrix L = D−A instead of
the adjacency matrix A, a substitute graph example is pro-
vided, where D is the diagonal matrix with most degree
points [62](Di,j = 0, and Di,i

∑
j Ai,j). The Laplacian

matrix’s Moore-Penrose pseudo-inverse, denoted by the sign
L+, can be used to calculate the closeness process [63]. As a
result of the fact that the literature identifies the pseudoin-
verse of the Laplacian matrix as ‘‘cosine similarity time’’,for
the reason it is determined to be an internal product cosine
similarity,& it is computed as [58] and [64],

SPLM(vx ,vy) =

L+

(vx ,vy)√
L+

(vx ,vx )
L+

(vy,vy)

(27)

5) AVERAGE COMMUTE TIME (ACT)
The distance travelled by random walker starting from node
x to y and return from node y to x is utilized to compute the
average commute time [45], [63]. If m(x, y) represents the
quantity of steps required to move at node y from node x.
Between the two nodes, the average commuting time value
n(x, y) can be represented as [65],

n (x, y) = m (x, y)+ m (y, x) (28)

Additionally, the average commute time can be determined
using the pseudo inverse of the Laplacian matrix L.

n (x, y) = |E|

(
L+
x,x + L+

y,y − 2L+
x,y

)
(29)

6) FLOW PROPAGATION (FP)
While it is true that the vector of probability is what the
random walk with restart technique correspond to, their iter-
ative descriptions relate to a transmission procedure. The
adjacency matrix uses substitute normalizations. As an exam-
ple, Vanunu and Sharan designed to be legitimate Random
Walk with Restart, which is calculated as follows, by using
the normalize Laplacian matrix in place of the normalize
adjacency matrix [66],

M = DlADr (30)

where Dl and ADrare slanting (diagonal)matrix whose essen-
tials are correspondingly definite as, Dl

i,i =
1√∑
jAi,j

and

DT
i,i =

1√∑
jAj,i

.The computational complexity of this tech-

nique, matrix be calculate using every adjacency matrix’s
development access via a scalar rate.

7) MAXIMAL ENTROPY RANDOM WALK (MERW)
In the maximum entropy random walk, a node in an ordered
network is the likelihood of being associated with the
innermost (central) nodes. MERW processed integrate the
centrality of nodes in instruct to representation the perfor-
mance. In this procedure, the approach seeks to increase the
walk’s entropy time µ [67], which is denoted as,

µ = lim
l→∞

−
∑

pathlx,y∈paths
lp(pathlx,y)Inp(path

l
x,y)

l
(31)

where (pathlx,y) = Mx,hMh,i. . .Mi,jMj,y. In instruct to make
the most of maximum the entropy, every constituent of the
evolution matrix is calculate as,

Mi,j =
Ai,j
λ

ψj

ψi
, (32)

where λ is the major eigen value of the adjacency matrix and
ψ is the regularize eigenvector with deference to λ satisfying∑

x∈Vψ
2
x = 1.

8) KATZ INDEX (KI)
In this, the Katz measure computes the set of every path
linking pair of nodes and gradually procedure the path based
on its path length [68]. To put it another way, the wide path
is considered a light weight, whereas the tight path is called
a heavy weight. This metric is described as [59],

sKatz(x,y) =

∑∞

i=1
β i

∣∣∣paths⟨i⟩xy ∣∣∣ =

∑∞

i=1
β i

(
Ai

)
x,y

= βAx,y + β2
(
A2

)
x,y + β3

(
A3

)
x,y + . . . (33)

where
∣∣∣paths⟨i⟩xy∣∣∣ is a compilation of every one route of length

i between nodes x and y. The damping factor ß (free parame-
ter), protected the path weights (ß> 0).TheKatzmeasure will
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be relatively close to Indicators of Common Neighbors (CN)
measure if ß is very small since extended-length pathways
contribute relatively little to concluding similarity.

9) SIMRANK (SR)
According to the SimRank description in this index, which
is self-consistent [69], if two nodes are connected to other
related nodes, then they are comparable. Then directed or
diversified networks can use this strategy.

s (x, y) = β

∑
i∈τx

∑
jϵτy s(i, j)

|τx |
∣∣τy∣∣ , (34)

Hence, s(z, z) = 1 and 0 < ß < 1 is the moulder factor.
Because the SimRank uses a random walk method, S(x, y)
is employed to explain how two elements are put together
starting from the corresponding nodes x and y.

10) RANDOM WALK (RW)
Given a network and a starting node, we randomly choose
some of the node’s neighbor’s to move around in the random
walk index. We then carry out the procedure once more for
each node that is received, therefore explicitly making the
method a random walk on the network [38], [70].The likeli-
hood of acquiring all vertices can be iteratively approximated
by if we refer to px as the likelihood vector to a few nodes that
embark on a random walk from node x. If px is the likelihood
vector for a few nodes that start a random walk from node
x, the possibility of receiving every vertex can be iteratively
estimated by [59].

−→
px (t) = MT−→

px (t − 1) (35)

11) RANDOM WALK WITH RESTART (RWR)
Random Walk Restart uses Page Rank’s algorithmic facts to
this technique [8], alongwith its hypothesis is that the random
walk element proceeds to the primary point with a definite
possibility each move. This representation is recognized as a
Random Walk Restart [71]. It is as follows,

−→
qx = aPT

−→
qx + (1 − a)

−→
ex , (36)

where P is the conversion possibility matrix, while Pxy =

1/kx, if x and y are associated, and Pxy = 0. Or else, the
clarification is clear-cut as [72],

−→
qx = (1 − a)

(
1 − aPT

)
−1−→ex (37)

Then, the RWR index is in consequence define as [59],

sRWRXY = qxy + qyx ,

12) NEGATED SHORTEST PATH (NSP)
To compute the NSP [73], one must first calculate the shortest
route connecting two related nodes, which is a crucial graph
likeness computation. The shortest routes can be precisely
determined using the dijkstra method. The following formula

can be used to determine the similarity and shortest path
between two nodes, x and y.

s (x, y) = −
∣∣shortest pathx,y∣∣ (38)

Given that, for each node in the network, the shortest path-
ways should be calculated.

13) THE GLOBAL LEICHT-HOLME-NEWMAN INDEX (GLHN)
The Kartz Index additionally takes into account a node’s high
similarity if there are many pathways linking these linked
nodes, the knowledge underlying GLHN is very similar to
that of Kartz Index [48]. GLHN is computed as:

sGLHN = β1 (I − β2A)−1 (39)

where β1 and β2 are unrestricted, a slightly lower value
for β2 takes into account increased relevance for the shorter
paths [58].

14) MATRIX FOREST INDEX (MF)
Matrix Forest Index is described as [60],

SMF = (I − L)−1 (40)

where the ratio of the number of spanning deep rooted forests,
namely nodes x and y, to the identical tree rooted at x to each
spanning rooted forest of the networkmay be used to compare
x and y [38]. A MFI variant that is depending on parameters
is,

SMF = (I + αL)−1 , α > 0.

The comparison between nodes on a combined recommen-
dation job has been computed using this Matrix Forest
index [74].

15) ROOTED PAGERANK
In this Rooted PageRank is an additional alternative of
PageRank centrality, this is used to position the look for
results. The position is determined on the random walk of
node in the graph. Furthermore, feature γ correspond to the
visit of initial node to its neighbors [73], [75].

Consider, D consist of diagonal values of adjacency matrix
Am,

Di,j =

∑
j
Ami,j (41)

Therefore, Rooted PageRank is approximate as below in
expression,

RPR = (1 − γ )
(
I − γD−1Am−1

)
(42)

C. SIMILARITY-BASED LINK PREDICTION METHODS ON
QUASI-LOCAL LINK STRUCTURE
The approaches used in the local similarity approach have
a minimal downtime complexity. On the other hand, global
similarity approach, methods are the opposite. As a result,
more and more associates started to understand how to trade
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TABLE 3. Comparison of various methods considering global link structure.
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off design process accuracy and time complexity for more
accurate link prediction techniques. They demonstrate the
computational effectiveness of local approaches and the topo-
logical visibility of global methods. The most often used
quasi-local techniques are founded on path counting and
models of random walks. So, quasi-local similarity become
known and remarkable a balance between global and local
similarity based methods [59]. Here are some illustrations of
quasi-local techniques.

1) LOCAL RANDOM WALK (LRW)
The random walk with limited moves [76], which was useful
for large and light networks, provides the foundation for the
LRW proposal. As determined by the t-process random walk,
this similarity can be stated as follows, where the q is an initial
composition function.

sLRWxy (t) = qxπxy (t)+ qyπxy (t) (43)

2) SUPERPOSED RANDOM WALK (SRW)
The earlier result depends on LRW and the t-step is examined
in SRW [76]. The purpose is to connect as many nodes as pos-
sible that are close to the objective node [59]. It’s described
as follows:

sSRWxy (t) =

∑t

τ=1
sSRWxy (τ ) =

∑t

τ=1
[qxπxy (τ )+ qyπxy(τ )]

(44)

3) PROPFLOW PREDICTOR (PFP) INDEX
In order to anticipate if a link will occur, PropFlow [77] uses
PageRank as support and analyses the information shared by
nodes. The probability of outlook links is determined by the
dimension of the PropFlow rate, and establishing relation-
ships is made simpler by increasing value. PropFlow is at
the present commonly used in light, weighted, unweighted,
directed, undirected or dense networks.

sPFPxy = sPFP(a,x)
wxy∑

k∈τ (x) wxy
(45)

From above equation wxy corresponds to the link weight
between the pair of nodes, and x is starting node. Then sPFP(a,x) =

1, or else, sPFP(a,x) is the collection of routes that are the shortest
between x and y.

4) THIRD-ORDER RESOURCE ALLOCATION BASED ON
COMMON NEIGHBOR INTERACTIONS (ORA-CNI)
The algorithm for this index increases the distribution of
resources based on interactions between common neighbor’s
to also take into account a distance of three pathways. For
nodes at a distance of three, it redefines resource alloca-
tion [45]. It is determined as,

s (x, y) =

∑
z∈⌈x ∩⌈y

1
|⌈z |

+

∑
ei,j∈E|⌈i |<|⌈j |,i∈⌈x ,j∈⌈y

(
1

|⌈i |
−

1
|⌈j |

)

+ β
∑

[x,p,q,y]∈paths3x,y

1
|⌈p | |⌈q |

, (46)

In this case, β acts as a dampening factor to limit the impact
of the three-hop resource allocation expression. The resource
distribution in this index is dependent on the intricacy of
interactions between shared neighbours.

5) LOCAL PATH INDEX (LP)
This index was developed form Katz Index. The major dis-
similarity among Local Path and Katz Index is that it takes
into account the local path lengths of 2 and 3. It is explained
as,

SLP = A2 + εA3 (47)

There is an open parameter ε. When ε = 0, LP = CN. In this
instance, A2 and A3 stand for the number of nodes that are
adjacent with two and three path lengths, respectively [59].

6) FRIEND LINK (FL)
A new dimension called ‘‘Friend Link’’ [78] measures the
path numbers of potential nodes and is comparable to Local
Path. This method utilizes a number of path length conse-
quence techniques in addition to normalization. The accuracy
of the prediction has improved once more. It’s described as,

SFLxy =

∑l

i=1

1
i− 1

·

∣∣∣pathsix,y∣∣∣∏i
j = 2(n−j)

. (48)

Using the formula above, n, demonstrate the diversity of the
network’s nodes. The route length from nodes x and y is
represented by ‘i’ and the collection of route length ‘I’ from
node x to y is paths pathsix,y.

V. LINK PREDICTION ALGORITHMS
Calculating the similarity or likelihood of possible links
between pairs of nodes in a network, ranking these pairs,
and then forecasting the links with the highest scores are the
steps involved in using scores and indices for link prediction.
There are two ways that these link prediction techniques can
be used:

A. DIRECT CALCULATION AND HYPOTHESIS TESTING
To get the scores or indices for each pair of nodes in the net-
work, we can apply one or more of the prediction techniques
covered in section IV. Common neighbors, the Jaccard coeffi-
cient, and preferential attachment are a few examples of these
strategies. For every pair of nodes, each technique assigns
a numerical score or index that represents the probability
that a link exists between them. We can create a connection
prediction hypothesis based on these scores. For instance,
we could speculate that node pairs are more likely to have
a link if their scores are higher than a given threshold. Next,
we apply this hypothesis to forecast whether links will exist
in the network or not.
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TABLE 4. Comparison of various methods considering quasi-local link structure.

We can compute precision and recall to evaluate the effi-
cacy of our predictions and the validity of our hypothesis.
The precision of our forecasts is determined by calculat-
ing the percentage of actual links out of our anticipated links.
The percentage of real links that are accurately predicted
is measured by recall, which shows how comprehensive
our predictions are. We can assess the effectiveness of our
link prediction techniques and make any required mod-
ifications to increase their accuracy by looking at these
metrics.

B. MACHINE LEARNING APPROACH
The collection of techniques offered in section IV can be
used to determine the prediction scores for each pair of
nodes. These scores can function as a complete feature set by
quantifying the likelihood of linkages between nodes. After
obtaining this feature set, we split it up into two groups:
a testing set and a training set. Different machine learning
models, including logistic regression, decision trees, and neu-
ral networks, are trained using the training set. The models
discover patterns and relationships in the data during training
that show whether or not there are links between nodes. The
models are tested on the testing set after training. To do
this, a comparison between the expected and actual linkages
in the test set must be made. As described in section VI,
the effectiveness of the link prediction approach is assessed
using standard metrics like precision, recall, F1-score, and
AUC-ROC. These metrics aid in determining the model’s
prediction accuracy and link prediction performance, offering

a thorough assessment of the efficacy of the link prediction
technique.

These two methods allow us to predict linkages in a net-
work by utilizing different similarity-based link prediction
scores and indices. While the machine learning approach
allows us to create and evaluate more sophisticated predic-
tive models, the direct computation and hypothesis testing
approach allows us to construct and evaluate simpler pre-
dictions. When combined, these techniques offer a strong
framework for network analysis’s link prediction and perfor-
mance assessment.

VI. EVALUATION METRICS
To assess the effectiveness of the classification models for
a certain set of test data, the confusion matrix is utilized.
Figure 3 depicts the binary classification confusion matrix,
which simply has the positive and negative conditions.

The following cases are included in the table below.

• True Positive (TP): YES, as predicted by the model,
and YES, as measured by the actual value.

• True Negative (TN): The model predicted NO, and the
actual value was also NO.

• False Positive (FP): YES was predicted by the model,
but the actual value was NO.

• False Negative (FN):When themodel predicted NO but
the actual value was YES.

We’ll now look at methods for determining how well our
machine learning algorithms produce their models. The met-
rics for evaluating the learning model are as follows:
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TABLE 5. Evaluation metrics, description and article.

FIGURE 3. Confusion matrix.

VII. APPLICATIONS IN REAL-WORLD SCENEROS
Table 6 gives the scenario based practical use of similarity
based link prediction methods.

VIII. CHALLENGES AND FUTURE PLANS
The advantages and disadvantages of link prediction applica-
tions in social networks have been the subject of numerous
studies. The connection prediction tasks, however, grow
increasingly difficult as social networks develop and become
more complex. A number of current link predictions in social
networks challenges have not yet been thoroughly exam-
ined. Predicting links in social networks faces a number of
challenges and potential future paths are presented in this
section:

• Simple and diverse network:
In Simple network, the nodes and links have same fea-
tures whereas in diverse network the nodes and links
may have some variation in features, meaning they

include a wide variety of node and edge types. Because
of this, it is challenging to use a universal link pre-
diction method across different network architectures.
Most of the methods proposed by the various authors
for link prediction are based on the simple network
where all nodes and edges share the common fea-
tures but the many networks are of diverse types of
nodes and edges that create challenges. For address-
ing such problems, a lot of new methods have been
introduced [82], [83].

• Scalability:
As the size of social networks grows, the computing
cost of running link prediction algorithms may rise.
The problem of scalability of network is the particular
challenges in Link prediction which is to be solved.
The scalability of link prediction algorithms is always
doubtful until and unless the link prediction algorithm
implemented on large size of dataset. But based on the
literature available on link prediction, it is observed that
most of the researchers implemented their link predic-
tion algorithms on small data which is not enough to
make sure the scalability. The developed link prediction
method should be implemented on the enough size of
dataset i.e. on large scale networks [84]to ensure the
scalability so that the same method can able to predict
the links in big network.

• Multi model network:
Social networks are multi-modal, meaning that they
include not only text and links but also things like photos
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TABLE 6. Methods, scenario and practical use.
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TABLE 7. Prediction methods & its complexity [45], [52], [59], [64], [75], [80], [84].
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and videos. One potential path forward for link predic-
tion models is to include more modalities like these [85].

• Explainability:
In machine learning, explaining the logic behind the
connection predictionsmay be difficult. In order tomake
progress in the field of link prediction in social net-
works, it will be crucial to develop models that can be
easily explained. Developing explainable models is an
important future direction for link prediction in social
networks.

• Including tangential information:
Link prediction in social networks may benefit from
the addition of ancillary data, such as demographics,
timestamps, and other features of the nodes.

• Mixing several kinds of ties together:
In actual networks, friends, coworkers, and love partners
are just a few of the many possible kinds of ties that
may be represented by a link. One potential path for-
ward for link prediction is the creation of models with
the flexibility to anticipate a wide variety of different
connection types. Developing models that can predict
multiple types of links can be a future direction for link
prediction

• Including network structure:
The structure of a network may give useful information
for link prediction, thus it’s important to take it into
account. One potential path forward is for link prediction
models to take into account the underlying network
topology.

• Dynamic in time:
Time variable Network is a network which grows over a
period of time. The difficulty in time varying network for
link prediction is that we have to continuously check the
growing network. This makes it hard for link prediction
algorithms to represent the dynamic nature of networks
over time [7].

• Data Gaps:
In many cases, a significant amount of data is missing in
social networks, which canmake it difficult to accurately
predict links. It might be challenging to develop reli-
able connection predictions in social networks because
of the large amounts of missing data that often
occur.

IX. SUMMARY AND DISCUSSION
The local-similarity based strategy makes use of approaches
for predicting links based on structure, which is the first type
of similarity approach. These approaches base their similarity
score calculation on the node and path having a maximum
length of 2 and no more. As a result, a few noteworthy and
likely connections could be missing, in addition to informa-
tion. For each node in the network, computing the comparison
score will be time-consuming and challenging. In the second
types of methods which are based on global structure, the
link prediction calculate the similarity score depending on

the nodes’ paths, the graph’s overall link structure, and the
number of nodes with paths length greater than two. However,
when dealing with huge networks, like online social net-
works, where several bytes of information must be examined
to predict the link, generating similarity scores based on the
global environment takes time and is difficult [78], [79] [81].
Link prediction techniques based on quasi-local similarity
appear to be more accurate than those based on local sim-
ilarity, which is the last type of similarity-based approach.
Methods investigates quasi-local link structure wrap com-
plete network while allowing for pathways between nodes
that are longer than two. Also given the comparison of the
link predictions methods as per the link structure they have
used.

Example:
Complexity calculation for Common Neighbors
Common Neighbors: need to predict the number of com-

mon neighbors for each node pair. Let graph G=(V, E), where
V is a set of vertices and E stands for the edge. For any pair
u, v ∈ V, the common neighbors of nodes connected to both
nodes.
Steps to Calculate Common Neighbors:
Step 1: Retrieve the neighbors of node u: N(u).
Step 2: Retrieve the neighbors of node v: N(v).
Step 3: Compute the intersection N(u)∩N(v), which gives

the common neighbors.
Time Complexity Analysis:
1. Retrieving neighbors:

• If the graph is represented as an adjacency list, then time
complexity of extracting neighbors for a node can be
defined by the degree of said node.

• Let d(u) and d(v) be the degree of nodes u and v respec-
tively. Retrieving N(u) takes O(d(u)) time, and retrieving
N(v) takes O(d(v)) time.

2. Computing the intersection:

• The time complexity is O(min(d(u),d(v))) to compute
the intersection of two sets N(u) and N(v) when those
are implemented by hash set

• In case the sets are not hashed, and we have to compare
each element of one set with another. The worst time
complexity would be O(d(u)×d(v)).

Time Complexity:
Best/Average case: O(d(u)+d(v))
Worst case: O(d(u)×d(v))

X. CONCLUSION
In this paper we briefly summarized comparative study about
the several methods for predicting the links in social network
with similarity based approach. In the beginning, we first
make clear that the problem of predicting the links in social
networks. Discussions are made of several similarity-based
methodology kinds that are usually used while solving link
a prediction problem. In these approaches, we also check
and discussed time complexity of several methods with
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its type. A lot of challenging issues are yet unfinished in
the relatively new academic field of social network link
prediction. To comprehend why certain strategies perform
better or worse depends on the network to which they are
applied to, more knowledge must be gained. A key research
challenge is determining which network attributes result in
enhanced effectiveness for each approach. The research on
various link prediction approaches using a similarity-based
approach is lacking, and this paper helps to address
that gap.

The field of link prediction continues to evolve and
advance, and there are many exciting future directions for
research, including incorporating node attributes, handling
dynamic networks, developing scalable methods, and inte-
grating link prediction with other methods. The findings of
research in link prediction suggest that this is a rich and active
field with many exciting developments and opportunities for
future research.
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Degree Centrality
DMNS Conditional Diffusion-based Multi-level Neg-

ative Sampling
NN Neural network

XGB XGBoost
LDA Linear Discriminant Analysis
RFC Random Forest based Classifier
CN Common neighbors
JC Jaccard Coefficient
PA Preferential Attachment
AA Adamic/Adar
RAI Resource Allocation Index
RA- CNI Resource Allocation Based on Common

Neighbor Interactions
HPI Hub Promoted Index
HDI Hub Depressed Index
LLHN Local Leicht-Holme-Newman Index
SI Salton Index
SOI Soreson Index
CNDP Common neighbors Degree Penalization
CND Common Neighbor and Distance
LC Local community
LIT Local Interacting Score
HOPI High Order Path Index
FSW Functional Similarity Weight
LAS Local Affinity Structure Index
GLHN Leicht-Holme-Newman Index
RFK Random Forest Kernel Index
BI Blondel Index
PLM Pseudoinverse of the Laplacian Matrix
ACT Average Commute Time
FP Flow Propagation
MERW Maximal Entropy Random Walk
KI Katz Index
SR SimRank
RW Random Walk
RWR Random Walk with Restart
NSP Negated Shortest Path
MF Matrix Forest Index
LPI Local Path index
HPRD Human Protein Reference Database
LRW Local Random Walk
SRW Superposed random walk
PFP PropFlow Predictor
ORA-CNI Third-Order Resource Allocation Based on

Common Neighbor Interactions
FL Friend Link
LRW Local Random Walk
SRW Superposed Random Walk
TP True Positive
TN True Negative
FP False Positive
FN False Negative
MAP Mean Average Precision
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