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ABSTRACT This work presents a novel control paradigm to improve the Direct Current Regulation (DCR)
of two-level inverters that are connected to the grid with LCL filters. The Deep Reinforcement Learning
(DRL) based Deep Deterministic Policy Gradient (DDPG) algorithm is utilized to address the constraints
of traditional control methods, such as Proportional Integral (PI) controllers and Model Predictive Control
(MPC). The suggested method tackles challenges like as non-linearity, model dependency, and parameter
fluctuations, which have a substantial impact on the performance of the DCR of grid connected two-level
inverters of electric power system. The DDPG algorithm offers a flexible control technique that enables
adaptive learning and optimization of policies. The results are validated in Real time mode Hardware In
Loop (HIL) usingOpal-RT&Texas instrument launchpad. Simulations performed on theMATLABplatform
provide a reliable testing environment to assess the effectiveness of the proposed controller compared to
traditional alternatives. The simulation results clearly show that the DDPG-based controller performs better
than any other controller. This strategy surpasses traditional methods, demonstrating an increased resistance
to reliance on specific models and uncertainties in parameters.

INDEX TERMS Deep reinforcement learning, direct current regulation, grid-connected inverters, LCL
filters, deep deterministic policy gradient, PI controller, model predictive control.

I. INTRODUCTION
Over the past five years, Deep Reinforcement Learning
(DRL) has significantly accelerated progress in the areas
of power electronics and electrical engineering [1], [2].
DRL has made substantial contributions to enhancing the
performance of electrical applications by optimizing the
switching of converters and inverters within the field of
power electronics [3], [4], [5]. Its applications span various
domains, including motor drives, renewable energy systems,
and electric vehicles [6], [7], [8], [9], [10], [11]. Continuous
research and advancements in DRL are anticipated to
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profoundly reshape the power electronics industry and the
broader discipline of electrical engineering. Notably, DRL
has emerged as a potent and influential force within the realm
of electrical engineering, particularly concerning renewable
energy sources [12], [13], [14]. Figure 1 illustrates the evolv-
ing applications of DRL in various electrical engineering
domains such as electric drives, DC microgrids, Maximum
Power Point Tracking (MPPT) in solar photovoltaics, and
electric vehicle charging stations [2], [15].

In the context of electric drives, Deep Reinforcement
Learning (DRL) has proven effective in augmenting speed
control for Permanent Magnet Synchronous Machines
(PMSMs) [16], [17], [18], [19], [20], [21], [22]. The
adaptability of DRL algorithms becomes evident in scenarios
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FIGURE 1. Implementing DRL in various electrical engineering applications showcases its effectiveness in renewable grid
integration, MPPT in solar photovoltaics, electric drives, EV charging locations, and DC microgrids.

such as voltage regulation within DC microgrids, where they
exhibit robust performance, contributing to the stable and
efficient operation of microgrids [23], [24], [25], [26], [27],
[28], [29], [30], [31], [32]. DRL algorithms have demon-
strated remarkable efficacy in tackling the complex obstacles
related to Maximum Power Point Tracking (MPPT) for
photovoltaic modules, showcasing their ability to optimize
power extraction in various environmental situations [33],
[34], [35]. Additionally, DRL has demonstrated excellence
in optimizing grid-connected inverters, playing a crucial role
in achieving accurate current regulation and ensuring the
seamless integration of these inverters into larger power
systems [36], [37]. In particular, the application of DRL in
the control of battery charging for electric vehicles stands out,
showing its ability to handle dynamic changes, uncertainties,
and variations in the charging process, ultimately contributing
to the efficient and reliable operation of electric vehicles in
real-world scenarios [38], [39].
This research aims to advance our understanding of

the intricate performance of Deep Reinforcement Learning
(DRL) in various electrical engineering applications, thereby
contributing to the ongoing development in this field. The
future of renewable energy grid integration systems is
anticipated to be significantly influenced by DRL, leading to
the development of more efficient, adaptive, and sustainable
energy solutions [40], [41]. DRL, with its dynamic and

evolving nature, has the potential to significantly impact the
electrical engineering field. It can provide innovativemethods
and solutions to address the intricate issues associated with
power systems and the integration of renewable energy
sources [42], [43], [44], [45].

Grid-connected two-level inverters with LCL filters play
a crucial role in modern power systems, serving as inte-
gral components in renewable energy applications and
distributed generation systems [46], [47]. The motivation
behind employing these inverters lies in their ability to
efficiently convert DC power from renewable sources, such
as solar panels or wind turbines, into AC power compatible
with the electrical grid. The inclusion of LCL filters
(inductor-capacitor-inductor) in these inverters is motivated
by the need to address grid requirements for low harmonic
distortion and improved performance in terms of current and
voltage regulation. LCL filters help mitigate high-frequency
harmonics, reduce total harmonic distortion (THD), and
enhance the overall stability and reliability of the grid-
connected system [48], [49].
One of the significant advantages of grid-connected two-

level inverters with LCL filters is their capacity to provide
higher quality power output, meeting stringent grid codes
and standards. The LCL filter not only improves the system’s
ability to filter out harmonic content but also aids in damping
high-frequency resonances, contributing to enhanced grid
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integration. These inverters find applications in a wide range
of scenarios, including photovoltaic systems, wind energy
converters, and energy storage systems [50]. By ensuring
a cleaner and more stable connection to the grid, these
inverters facilitate the seamless integration of renewable
energy sources, promoting sustainability and reducing the
environmental impact of power generation. The ongoing
development and optimization of grid-connected two-level
inverters with LCL filters underscore their importance in
the evolving landscape of power electronics and renewable
energy integration [51].

The necessity of DCR in a GCI stems from the imperative
to adhere to grid standards and regulations. The LCL filter,
while essential for attenuating high-frequency harmonics,
introduces resonances that can jeopardize stability if not
properly controlled. Current control strategies, such as
proportional-integral (PI) controllers, are implemented to
address these challenges, ensuring that the inverter’s output
adheres to specified grid codes. This control is crucial to
maintain high-quality power output, minimize harmonic dis-
tortions, and stabilize the network connection. Furthermore,
optimal power transfer and grid stability depend on effective
current control, making it an indispensable component for
the reliable integration of renewable energy sources into the
electrical grid [52], [53].

Various current control techniques are utilized in the
research domain to enhance the performance of these
inverters [54], [55], [56], [57]. The merits of these tech-
niques include precise current regulation, reduced harmonic
distortion, and improved overall system efficiency. Model
Predictive Control (MPC), sliding mode control (SMC), and
proportional-integral control (PI) are among the commonly
explored approaches. MPC offers advantages in handling
non-linearity and uncertainties, providing a dynamic control
strategy [58], [59], [60], [61], [62]. Sliding mode control
techniques excel at maintaining precise current tracking
and responding effectively to changes in the grid or load
conditions. One of the significant merits is the robustness
of sliding mode control to parameter variations and external
disturbances, crucial for ensuring the stable and reliable
operation of inverters connected to the grid [63], [64], [65].
On the other hand, PI control, a well-established technique,
offers simplicity and ease of implementation [66]. These
techniques contribute to achieving grid compliance and
power quality standards, essential for the seamless integration
of inverters into the electrical grid.

However, these current control techniques are not without
their drawbacks and challenges. One notable challenge is
the trade-off between achieving fast dynamic response and
minimizing overshoot, particularly in transient conditions.
The computational complexity associated with advanced
control techniques such as MPC can be a drawback in real-
time applications [67], [68], [69], [70], [71]. Additionally,
the need for accurate modeling of the system dynamics
poses a challenge, as inaccuracies can lead to suboptimal
performance [72], [73], [74], [75], [76]. Furthermore, in the

context of LCL filters, resonance issues may arise, and miti-
gating these resonances without compromising other aspects
of performance remains a research challenge. The notable
drawback of sliding mode control in grid-connected inverters
is the occurrence of chattering, involving high-frequency
oscillations that may introduce harmonic content and degrade
current waveform quality. In the context of grid-connected
systems prioritizing power quality and adhering to stringent
grid code requirements, mitigating chattering poses a critical
challenge. Addressing chattering is essential to prevent
increased stress on inverter components, ensuring sustained
system efficiency and reliability [77], [78]. As researchers
explore novel control strategies for LCL-powered grid-
connected inverters, addressing these challenges and finding
a balance between complexity and performance are crucial
for the continued advancement of this technology in power
systems.

This article contributes to the existing literature in the
following ways:
• The paper presents a control architecture based on the
DDPG algorithm for the dq-axis current control of a
two-level inverter coupled to a power grid.

• The effectiveness of the proposed control technique has
been confirmed by deviating from training conditions.

• The proposed controller has been successfully deployed
in real time utilizing OP4512 simulator and a Texas
Instrument Launchpad in HIL mode.

• The proposed controller has been compared analytically
in steady state and dynamic performance characteristics
against well-established and advanced control tech-
niques.

The article is structured in the following manner: Section I
explores the implementation of DRL in different applications
and emphasizes the significance of GCIs, investigates LCL
filter configurations, analyzes the need for current controller
strategies, and evaluates existing control mechanisms docu-
mented in the available literature. Section II introduces the
mathematical model for the GCI, the PI control structure,
and provides an overview of the MPC controller structure.
Section III provides an explanation of the DRL structure,
including its basic framework, as well as the training
methods used. Section IV explores the assessment of DRL’s
performance in both training and testing scenarios and
conducts a comparison analysis of its performance. Section V
provides a summary of the main discoveries in GCI current
controller approaches utilizing DRL and examines possible
future research scope avenues in this domain.

II. MATHEMATICAL FORMULATION OF THE
CONTROLLER CONFIGURATION FOR THE TWO-LEVEL GCI
The structure of the two-level GCI with a LCL filter
configuration can be noticed in Figure 2, displaying the
standard configuration for a grid-connected inverter and its
associated closed-loop control structure, highlighting the
dq-axis. This arrangement consists of three legs, with two
MOSFET switches per leg, leading to 8 possible switching
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FIGURE 2. An illustrative presentation of the standard configuration for a
grid-connected inverter and its associated closed-loop control structure,
emphasizing the dq-axis.

states. This configuration entails the participation of multiple
components.

The continuous time dynamics of the mentioned config-
uration are represented by inverter terminal voltage, Vinv =[
Va1N Vb1N Vc1N

]T , the switching state, S = [Sa Sb Sc],
inverter currents, i1 =

[
ia1 ib1 ic1

]T , grid currents, i2 =[
ia2 ib2 ic2

]T and grid voltages Vgabc =
[
Vga Vgb Vgc

]T .
The inverter-side filter inductor is denoted by L1, lumped
resistance is denoted by R1, the filter capacitor by C , and
the grid-side inductor is denoted by L2, lumped resistance
is denoted by R2. The output voltage of the inverter and
the switching state are related by Vm = SmVdc where m ∈
{a, b, c}.
The mathematical modeling of a grid-connected two-level

inverter with an LCL filter involves capturing the dynamic
behavior of the system, which is crucial for designing current
control tasks using PI and MPC controllers. Let’s denote
state variables as i1, i2, vc, input variables as vabc, output
variables i2 and provide a simplified representation of the
system. Consider the state-space representation of the grid-
connected two-level inverter with LCL filter:

ẋ(t) = Ax(t)+ Bu(t)

y(t) = Cx(t)+ Du(t) (1)

where:

x(t) represents the state vector,

u(t) represents the input vector,

y(t) represents the output vector.

where

A =


−
R1
L1

0 −
1
L1

0 −
R2
L2

1
L2

1
C −

1
C 0

 ,B =

 1
L1

0 0
0 0 0
0 0 0

 ,

C =

0
1
0

 ,D = 0.

For ease of controller design, the abc-frame components
are projected into the dq-frame, as defined by the following
relationship. Vdq = 2

3PVabc, where

P =


1 − 1

2 −
1
2

0
√
3
2 −

√
3
2

1
2

1
2

1
2


A. PI CONTROLLER DESIGN
The current control task using a Proportional-Integral (PI)
controller involves regulating the inverter current based on
the error signal. Let iref(t) be the reference current, and i(t)
be the actual inverter current. The control input udq(t) for PI
is given by:

udq(t) = Kp
(
edq(t)

)
+ Ki

∫ (
edq(t)

)
dt (2)

where Kp and Ki are the proportional and integral gains. The
error signal edq(t) represents the discrepancy between the
desired and actual values along the d and q axes. The PI
controller requires frequent retuning of the controller gains to
handle uncertainties and parameter variations in the system,
which can be resource-intensive and impractical for dynamic
environments.

B. MPC CONTROLLER DESIGN
Finite Control Set Model Predictive Control (FCS-MPC) is
a sophisticated control strategy employed in grid-connected
inverters to regulate the grid currents and ensure the stability
of the inverter grid integration. The design process for
FCS-MPC involves several intricate steps that collectively
contribute to its effective implementation in real-world appli-
cations. To commence the design process, it is imperative
to construct accurate mathematical models of both the
grid-connected inverter and the electrical grid itself. These
models encapsulate the system dynamics, power electronic
components, and the intricate interactions between the
inverter and the grid as shown in equation 1. Following this,
the continuous-time system model undergoes discretization,
converting it into a discrete-time framework suitable for the
discrete nature of MPC given by equation 3.

Vdq(t) = idq(t)R+ L
didq(t)
dt
+ Vcdq(t) (3)

A critical aspect of FCS-MPC design involves the creation of
a prediction model, which forecasts the system’s evolution
over a predetermined prediction horizon as shown in
equation 4-5. This predictive capability enables the opti-
mization of control inputs based on anticipated future states.
Simultaneously, a finite control set is defined, representing
the permissible set of control inputs, typically voltage vectors,
that the inverter can apply during each control interval.

idq(k + 1)− idq(k)
τs

=
Vdq(k)− Vcdq(k)

L
−
idq(k)R
L

(4)

where R, lumped resistance, τs, sampling time.

VOLUME 12, 2024 119843



A. Rajamallaiah et al.: Direct Current Control of Grid Connected Two Level Inverter

Central to the design of FCS-MPC is the formulation
of a comprehensive cost function shown in equation 5,
reflecting the desired control objectives. This cost function
encompasses terms related to current reference tracking,
minimization of grid current harmonics.

iPdq(k + 1) = idq(k)+
τs

L
[Vdq(k)− Vcdq(k)]−

τs

L
[idq(k)R]

(5)

With the cost function, prediction model, and finite control
set in place, the next step involves formulating an opti-
mization problem. This problem aims to minimize the cost
function over the prediction horizon, subject to the system
dynamics, constraints on control inputs, and compliance with
grid requirements. An appropriate optimization solver is then
selected to efficiently solve this constrained optimization
problem, considering real-time constraints.

The actual control input is calculated by the optimization
solver, reflecting the optimal voltage vectors that minimize
the defined cost function. This optimal switching control
input is applied to the inverter, and the control process is
executed in a receding horizon manner. This recalculation of
the finite control set, considering the updated system state,
ensures adaptability to dynamic conditions.

The drawback of MPC lies in its model dependency, com-
putational complexity, and the need for solving optimization
problems in real-time, which may lead to increased compu-
tation time. DRL can address this challenge by leveraging
neural networks to approximate complex control policies
learned through reinforcement learning. DRL methods, such
as DDPG, offer a more efficient approach, enabling the
system to learn and adapt control strategies in dynamic
environments, thus mitigating the model dependency with
traditional FCS MPC.

III. CONTROLLER DESIGN
The DRL framework for the two-level inverter connected to
the grid with an LCL filter involves an agent that interacts
with an environment. The agent makes decisions based
on observed states, takes actions to control the inverter
switches, and receives rewards as feedback, aiming to
optimize the inverter’s performance in terms of grid stability,
current regulation, and power quality. Figure 3 presents a
standard configuration of the DRL framework, highlighting
the interactions among the environment (grid-connected
inverter), agent (DDPG), and their associated components.
The components of a DRL framework in the context of
a grid-connected two-level inverter with an LCL filter are
defined as:

A. ENVIRONMENT
In this context, the environment refers to the grid-connected
two-level inverter with an LCL filter. It encapsulates the
dynamics and behavior of the power electronic system, taking
into account factors such as the grid conditions, LCL filter
parameters, and the overall electrical network.

FIGURE 3. Presenting a standard configuration of the DRL framework,
highlighting the interactions among the environment (grid-connected
inverter), agent (DDPG), and their associated components.

B. AGENT
The agent is the DRL-based controller designed to regulate
the dq-axis currents of the inverter. It interacts with the
environment, making decisions (actions) to optimize the
system’s current tracking performance based on the observed
states. Here, the agent is a DDPG neural network as shown
in Table 1. The table provides detailed configurations for
the DDPG neural networks, comprising actor and critic
components. The actor network features three layers with
neuron counts of 32, 16, and 1, respectively, and utilizes
the ReLU activation function, with a learning rate of 0.001.
Similarly, the critic network has the same layer configuration
but employs the Tanh activation function, with a lower
learning rate of 0.0001. General parameters for the DDPG
setup include a discount factor of 0.9, a mini-batch size of
512, and an experience buffer length of 2 million, facilitating
efficient learning and experience replay. The action space
is continuous, indicating the network’s capacity to handle a
range of values rather than discrete actions.

C. STATES
States represent the relevant variables and parameters that
describe the current condition of the system. In the case
of the grid-connected inverter, states include the current
DC voltage, inverter output current, grid voltage, LCL filter
currents, and other pertinent variables that influence the
system’s behavior. The observation set encompasses feature
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TABLE 1. DDPG Neural network configurations.

parameters, including the grid voltages in the dq-frame
(Vdg(t),Vqg(t)), and the inverter’s output currents in the
d-q frame (Id (t), Iq(t)). The set additionally incorporates
the error signals along the d-q axis, represented as ed (t)
and eq(t), together with their corresponding integral values(∫
ed (t),

∫
eq(t)

)
. Furthermore, the observational set is

precisely articulated through the formal expression given in
Equation (11):

O=
[
Vdg(t),Vqg(t), Id (t), Iq(t), ed (t), eq(t),

∫
ed (t),

∫
eq(t)

]
(6)

Herein, Vdg(t) and Vqg(t) represent the voltages of the grid
in the dq-frame.

D. ACTIONS
Actions refer to the control inputs that the agent is capable
of impacting the system. In the DC control of the inverter,
actions may involve adjusting the modulation index, chang-
ing the switching frequency, or manipulating other control
parameters to regulate the output and respond to variations in
the grid or load conditions. In the context of inverter current
control, the tasks may involve estimating the dq-voltage
values (Vd ,Vq), these then be transformed into benchmark
values in the abc frame for generating PWM pulses, as seen
in Figure 3.

E. REWARD
The reward signal serves as feedback to the agent, indicating
the desirability of its actions in the given state. In the context
of the inverter, the reward could be designed to encourage
objectives such as achieving precise current regulation by
minimizing the error signal and responding effectively to
dynamic changes in the grid. The reward signal is given by
the equation 7.

R(t) =


1− |edq(t)|, if |edq(t)| ≤ 0.001
0.01− |edq(t)|, if 0.001 < |edq(t)| ≤ 0.01
0.001− |edq(t)|, if 0.01 < |edq(t)| ≤ 0.1
−5|edq(t)|, if 0.1 < |edq(t)|

(7)

The given equation defines the reward function R(t) based
on the error |edq(t)| in a control system. The reward function

assigns different values depending on the magnitude of the
error:
• If the error is very small (|edq(t)| ≤ 0.001), the reward
is high (1− |edq(t)|), incentivizing precise control.

• For errors slightly larger (0.001 < |edq(t)| ≤ 0.01), the
reward decreases to 0.01− |edq(t)|.

• For moderate errors (0.01 < |edq(t)| ≤ 0.1), the reward
further reduces to 0.001− |edq(t)|.

• If the error exceeds 0.1, the reward becomes signifi-
cantly negative (−5|edq(t)|), penalizing large deviations.

This structure encourages the control system to mini-
mize errors, rewarding precision and penalizing significant
inaccuracies.

Algorithm 1 Deep Deterministic Policy Gradient (DDPG)
1: Input: Initial policy parameters θ , Q-function parameters

φ, empty reply buffer D
2: Set target parameters equal to main parameters θtarg ← θ ,

φtarg ← φ

3: repeat
4: Observe state s and select action a = clip (µθ (s)+

ϵ, aLow , aHigh
)
, where ϵ ∼ N

5: Execute action a in the environment
6: Observe next state s′, reward r , and done signal d to

indicate whether s′ is terminal
7: Store

(
s, a, r, s′, d

)
in reply buffer D

8: If s′ is terminal, reset environment state
9: it’s time to update then
10: for however many updates do
11: Randomly sample a batch of transitions B ={(

s, a, r, s′, d
)}

from D
12: Compute targets: y

(
r, s′, d

)
= r + γ (1− d)

Qφtarg

(
s′, µθtarg

(
s′
))

13: Update Q-function by one step of gradient descent
using:

∇φ
1
|B|

∑
(s,a,r,s′,d)∈B

(
Qφ(s, a)− y

(
r, s′, d

))2
14: Update policy by one step of gradient ascent using:

∇θ
1
|B|

∑
s∈B

Qφ (s, µθ (s))

15: Update target networks with:
16: φtarg ← ρφtarg + (1− ρ)φ,
17: θtarg ← ρθtarg + (1− ρ)θ
18: end for
19: end if
20: until convergence

F. TRAINING PROCEDURE
DDPG is a robust deep reinforcement learning algorithm
specifically developed to address reinforcement learning
issues involving continuous action spaces. In contrast to dis-
crete action spaces, which allow for the explicit enumeration
and selection of actions, continuous action spaces necessitate
the use of more advanced methodologies. DDPG tackles this
difficulty by integrating components from policy gradient
techniques and Q-learning.
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At its core, DDPG maintains two important components:
an actor and a critic. The actor is responsible for selecting
actions, and the critic evaluates these actions by estimating
their expected return. The algorithm operates iteratively,
continuously improving both the actor and the critic to learn
an optimal policy.

The training procedure of the DDPG algorithm consists of
several sequential steps, as outlined in Algorithm 1 (citation).
To start, as shown in Step 1, the algorithm initializes its policy
parameters (θ ) and Q-function parameters (φ). Additionally,
it creates an empty replay buffer (D) to store experiences,
which is crucial for breaking the temporal correlations in the
data and improving the stability of learning.

The concept of target networks is a key feature of DDPG:
target actor and target critic. These target networks, which
include both a target policy network θtarg and a target
Q-function network φtarg, are assigned the same values as the
primary parameters θ and φ in Step 2. However, they are only
updated periodically and with a soft update using a parameter
ρ, which helps stabilize training.

The main loop commences in Step 3 and iterates through
the following phases until a specified stopping criterion is
satisfied. In Step 4, the current state s is observed, and an
action a is selected by introducing clipped noise to the output
of the policy function. Step 5 executes the selected action in
the environment, followed by observing the next state s′, the
reward r , and the done signal d in Step 6. In Step 7, these
observations are subsequently saved in the replay buffer D.
If the next state is a terminal state, the environment state is
reset in Step 8. During the model update process, as specified
in Step 9, a set of transitions is randomly selected from the
replay buffer for updating, as explained in Step 10.

The core of DDPG’s training loop involves selecting
actions, executing them in the environment, and storing the
resulting experiences in the replay buffer. These experiences
consist of the current state (s), the selected action (a), the
received reward (r), the next state (s′), and a done signal
(d) that indicates if the next state is terminal. Importantly,
DDPG encourages exploration by adding noise sampled from
a normal distribution to the actions. This noise helps the agent
explore the state space effectively.

The update phase is where DDPG shines. When it’s time to
update, the algorithm randomly samples a batch of transitions
from the replay buffer (D) as shown in Step 11. For each
transition, it computes the target Q-values (y) based on the
observed reward, next state, and the target networks as shown
in Step 12. This step is essential for training the critic network
(φ) effectively.
DDPG then performs two critical updates. First, it updates

the critic network (φ) using gradient descent to minimize the
mean squared error between the current Q-values and the
target Q-values as shown in Step 13. This step ensures that
the critic provides accurate value estimates.

Second, it updates the actor network (θ ) using gra-
dient ascent, aiming to maximize the expected Q-value
for the current state as shown in Step 14. This update

FIGURE 4. An arrangement demonstrating the step-by-step process of
implementing the proposed DDPG algorithm online.

encourages the actor to select actions that lead to higher
returns.

Finally, DDPG performs the target network updates by
softly blending the main networks and the target networks as
shown in Steps 15 to 17. This gradual update helps stabilize
learning by reducing target volatility.

The algorithm repeats this process until convergence as
shown in Step 20, typically monitored by tracking the
performance improvement or a predefined stopping criterion.
After completing the training successfully, the agent is saved
as an optimal policy. It is then deployed onto the controller
board for real-time experimentation in the following section.

IV. KEY FINDINGS AND ANALYSIS
This section specifically examines the results of DCR in a 3-
phase two-level GCI. The utilized control techniques include
the application of the DDPG algorithm, along with traditional
PI and MPC approaches. The PI gains are determined using
the Ziegler-Nichols strategy for initial estimation, followed
by a trial-and-error method to obtain the best gains. The gains
are represented as follows:

KP1 = 5, KI1 = 5000, KP2 = 5, KI2 = 5000 (8)

The execution and verification of the DRL control
framework require an extensive range of simulations and
real-time experiments. During the training phases of DRL,
simulations are performed using MATLAB 2021 software
on a powerful Dell system 5820 (32GB RAM, 16GB GPU).
The training approach yields an optimized Deep DRL agent
utilizing the Math Kernel module for Deep Neural Networks
(MKL-DNN) module.

Real-time validation is a critical aspect, and for this
purpose, the OP4512 OPAL-RT simulator and Texas Launch-
pad F28379D are employed. The hardware setup, illus-
trated in Figure 4, ensures seamless coordination between
components. Experimental verification involves meticulous
evaluation using the OP4512 Opal-RT Target simulator,
F28379D Texas Launchpad, and host computer, as depicted
in Figure 4.
The OP4512 simulator is equipped with 16GB of RAM,

an Intel Xeon E3 processor, and 256GB of SSD memory,
facilitating real-time simulations. It boasts a range of input
and output channels, including Analog In, Analog Out,
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FIGURE 5. The Real-Time Hardware Setup is implemented utilising
OP4512 simulator, F28379D microprocessor, Dell computer.

Digital In, and Digital Out, ensuring flexible data transfer.
The TMS320F28379D Launchpad, the Host computer, the
OPAL-RT simulator, and it’s software platformwork together
to coordinate the verification of the Real-Time simulation.

The TMS320F28379D Launchpad, with a processing
speed of 200MHz includes two C28xCPUs, two CLAs,
1MB Flash memory, and features like ADCs, DACs, and
PWMs. The Exploration advances through a structured
process, starting with training of the DDPG agent in offline
using simulink and transitioning to real-time implementation
on both the Op4512 simulator and the TMS320F28379D
microprocessor.

The hardware connections, as illustrated in Figure 5,
facilitate that a OP4512 system delivering grid voltages
and inverter currents, and the launchpad receiving and
interpreting these signals. Real-Time execution, detailed in
the flowchart in Figure 4, involves configuring the processor,
integrating the model onto the OPAL target, setting I/O
parameters, and designating the target, confirming the control
technique’s efficacy in a real-time setting. In the HIL setup,
Opal-RT simulates the real-time behavior of a 2-level GCI,
while the Texas Instruments F28379D LaunchPad executes
the DDPG algorithm for control. The process begins with
Opal-RT initializing the simulation model and establishing
communication with the F28379D LaunchPad. During sim-
ulation, Opal-RT generates real-time signals representing
voltage and current outputs of the inverter, which are then
transmitted to the LaunchPad.

On the LaunchPad, the DDPG algorithm processes these
signals to generate control commands, which are sent back
to Opal-RT. The algorithm, comprising actor and critic
networks, continuously evaluates and refines the control
strategy based on feedback received from Opal-RT. This
feedback loop enables the algorithm to dynamically adjust
the inverter’s operation to meet performance objectives such
as voltage stability and harmonic reduction. By leveraging
the computational capabilities of the F28379D LaunchPad,
the DDPG algorithm ensures efficient and adaptive control
of the inverter in real-time, as depicted in the provided
flowchart.

The outcomes derived from the application of the DDPG
technique in both the training and testing scenarios are
deliberated in Case-A. The effectiveness of the proposed
DDPG method is evaluated in Case-B by comparative

TABLE 2. The configuration parameters for 2 level GCI.

assessment. The results are Verified utilizing the real-time
Opal-RT experimental setup. The control approach described
in Case-C is evaluated for its ability to track fluctuating
references, simulating real-world settings. Case-D involves
conducting a thorough study to compare and evaluate the
controllers’ collective dynamic responses. This analysis
aims to discover the relative degrees of excellence of each
controller under typical working circumstances and when
there are fluctuations in parameters. Lastly, in Case-E, the dq-
currents’ tracking stability is evaluated during grid dynamic
conditions. The characteristics of the GCI are obtained using
well-established real-time research techniques, as detailed in
[61] and [70]. Table 2 provides a summary of the parameters
to ensure reproducibility. The table outlines key configuration
parameters for a two-level inverter with an LCL filter,
indicating a power rating of 100 KVA, an output voltage of
415 volts Line-to-Line, a DC link voltage of 700 volts, and
operating at a frequency of 50 Hz. Notably, the LCL filter
resonates at 1 KHz, while the inverter switches at 10 KHz.
Capacitance and inductance values of 100 microfarads and
1.5 millihenries, respectively, underscore the filter’s design
importance. The sampling time of 1 microsecond highlights
control system time resolution. These parameters collectively
inform system capabilities and design considerations for
efficient and effective operation.

A. CASE-A: PERFORMANCE OF DDPG CONTROLLER IN
TRACKING REFERENCE CURRENT
The DRL agent is trained using the DDPG algorithm for a
total of 910 episodes on a 3-phase two-level inverter equipped
with an LCL filter. The training incorporates fluctuations in
dq-reference current as described by equations (9) - (10).

id (t) =


−180 A, if 0 < t ≤ 0.4
−80 A, if 0.4 < t ≤ 0.7
−160 A, if 0.7 < t ≤ 1.0

(9)

iq(t) =
{
0 A, if 0 < t ≤ 1.0 (10)

VOLUME 12, 2024 119847



A. Rajamallaiah et al.: Direct Current Control of Grid Connected Two Level Inverter

FIGURE 6. The 3-phase grid currents utilizing the DDPG method under
training conditions.

FIGURE 7. Using the DDPG approach, performance tracking of dq-axis
currents under training conditions.

After successfully completing the training, testing is
conducted on the agent using distinct reference current
waveforms, which deviate from the waveform values used
during training, as described by equations (11) - (12).

id (t) =


−160 A, if 0 < t ≤ 0.4
−110 A, if 0.4 < t ≤ 0.7
−60 A, if 0.7 < t ≤ 1.0

(11)

iq(t) =
{
0 A, if 0 < t ≤ 1.0 (12)

Figure 6-8 display waveforms depicting variations in dq-
axis currents, grid currents, and THD of the two-level GCI.
These figures represent the training condition. Similarly,
Figure 9-11 show the same waveforms during the testing
phase. These graphs clearly demonstrate that the grid currents
effectively align with the reference waveforms and that the
grid current’s THD complies with the conditions specified
in the IEEE 519 grid code. Moreover, it’s clear that the
trained agent has developed a skilled comprehension of
the fundamental patterns and connections inherent in the
training data, enabling its application to to unfamiliar
data.

FIGURE 8. Using the DDPG approach in a training case, the THD of
3-phase grid currents is 2.29%.

FIGURE 9. Grid currents in three phases under test conditions with the
DDPG approach.

FIGURE 10. Performance tracking with the DDPG approach for dq-axis
currents under test conditions.

B. CASE-B: HIL VERIFICATION OF CONTROLLERS
EMPLOYING DDPG, PI CONTROL, MPC STRATEGIES
The PI,MPC andDDPG algorithms are deployed in F28379D
and it’s real-time results are showed in following manner.
Figure 12 illustrates the real-time validation of 3-phase grid-
side current waveforms using the DDPGmethod, showcasing
its effectiveness in accurately capturing and reproducing
grid currents. In Figure 13, the DDPG method’s real-time

119848 VOLUME 12, 2024



A. Rajamallaiah et al.: Direct Current Control of Grid Connected Two Level Inverter

FIGURE 11. Using the DDPG approach in a testing example, grid currents
THD is 1.76%.

FIGURE 12. DDPG method-based real time validation of 3-phase grid side
current waveforms.

validation of DQ-axis current tracking performance is
depicted, demonstrating its ability to precisely track desired
current trajectories. Similarly, Figure 14 showcases the
utilization of the PI approach to validate three-phase grid-
side current waveforms in real-time, providing insights into
the method’s performance in current regulation. Figure 15
complements this by exhibiting the real-time validation of
DQ-axis current tracking performance using the PI method,
highlighting its capability in accurately tracking desired
current trajectories. Moreover, Figure 16 demonstrates the
real-time validation of three-phase grid-side current wave-
forms employing the MPC technique, underscoring its
effectiveness in regulating grid currents. Lastly, Figure 17
illustrates the real-time validation of DQ-axis current tracking
performance using the MPC approach, showcasing its ability
to accurately track desired current trajectories over time.

Figures 18 through 20 show the THD graphs for each
of the three ways. In normal operation, all controllers show
respectable dynamic and steady-state performance. Nonethe-
less, the following scenario will assess their resilience, static,
and dynamic performance features.

C. CASE-C: ADAPTABILITY TO VARIATIONS IN REFERENCE
CURRENT
In the preceding two assessments, step waveforms have been
employed as reference waveforms. However, in practical
applications such as grid-connected inverters used in solar
PV or wind grid integration, the reference waveforms
fluctuate due to uncertainties in irradiance, temperature, and

FIGURE 13. DDPG method-based real-time validation of DQ-axis current
tracking performance.

FIGURE 14. Using the PI approach to validate three-phase grid-side
current waveforms in real-time.

FIGURE 15. PI method-based real-time validation of DQ-axis current
tracking performance.

FIGURE 16. Three-phase grid-side current waveforms are validated in real
time using the MPC technique.

wind speed. Equation (13) defines the randomly fluctuating
reference waveform in such scenarios.

Equation (13) defines a fluctuating reference wave-
form S(t) commonly seen in practical applications like
grid-connected inverters for solar PV orwind grid integration.
It consists of a constant DC component Sdc and a sum of
sinusoidal components, each characterized by its amplitude
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FIGURE 17. Utilising the MPC approach to validate DQ-axis current
tracking performance in real time.

FIGURE 18. Using the DDPG approach, the THD for grid-side three phase
currents is 4.20%.

FIGURE 19. Using the PI approach, the THD for grid-side three phase
currents is 5.29%.

FIGURE 20. Using the MPC approach, the THD for grid-side three phase
currents is 5.08%.

Ap, angular frequency ωp, and phase angle φp. This equation
captures the variability of reference waveforms due to factors

FIGURE 21. The tracking the dq axis currents performance under varying
reference currents using the DDPG approach.

such as irradiance, temperature, and wind speed fluctuations.

S(t) = Sdc +
M∑
p=1

Ap sin(ωpt + φp) (13)

In this unstable and chaotic wind environment, a solar PV
generates electricity by utilizing a negative d-axis value and
a zero q-axis value, indicating the absence of reactive power.

In addition, Figure 21 demonstrates the remarkable
efficiency of the controller based on DRL in accurately
following the fluctuating reference current waveform under
optimal switching conditions in the power converter.

D. CASE-D: COMPARATIVE ASSESSMENT OF THE
PROPOSED METHOD PERFORMANCE IN CASE OF
UNCERTAINTY IN PARAMETERS
The comparative assessment evaluates the performance of the
proposed method under conditions of parameter uncertainty,
specifically focusing on variations in filter inductance. This
analysis demonstrates how the proposed method adapts to
changes in inductance values, which are critical in appli-
cations like GCIs. The method’s robustness is highlighted
by its ability to maintain stability and performance despite
these variations, showcasing superior adaptability compared
to traditional control strategies [79]. This robustness ensures
reliable operation in real-world scenarios where filter
inductance can fluctuate due to manufacturing tolerances,
aging components, or environmental factors, underscoring
the proposed method’s effectiveness in handling practical
uncertainties [80].
In this scenario, a comprehensive assessment is conducted

to compare the proposed DDPG technique with traditional
PI and MPC methods in terms of their performance in
handling dynamic parameter changes. The study specifically
investigated two parameter variations: modifications in the
resistance and inductance of the grid filter. The results
revealed a notable effect on the controller, with observable
effects arising from alterations in the grid filter inductance
rather than changes in resistance. The controller exhibited
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FIGURE 22. Examining the static & dynamic performance of dq current
tracking using PI, MPC & DRL control methods with nominal parameters.

FIGURE 23. PI, MPC, and DRL control algorithms’ static and dynamic
responses to dq-current tracking under parameter mismatch situations
are compared, with values 25% above normal levels.

FIGURE 24. PI, MPC, and DRL control approaches are compared with the
static and dynamic responses of dq-current tracking in a parameter
mismatch scenario where values exceed nominal values by 25%.

remarkable durability in the face of fluctuations in the
resistance of the grid filter. An important discovery showed
that the controller had less influence when the grid filter
inductance surpassed the specified value; however, adverse
outcomes occurred when the inductance fell below the
set threshold. The examination focuses on evaluating the
effectiveness of performance in both fixed and moving
conditions, as well as compliance with grid code criteria.
Figure 22 exhibits the current management of the dq-axis
accomplished by utilizing the DDPG technique, the PI,
and MPC controllers, and their comparison under typical

TABLE 3. Evaluating steady & dynamic performance measures for DRL,
MPC, and PI control methods across different operating situations.

FIGURE 25. Demonstrating the dq-current’s stability in the face of phase
angle change and dynamic grid voltage situations.Variation in parameters.

operating conditions. Figures 23 and 24 depict the current
tracking performance under two conditions: when the filter
inductance parameter is less than 50% of the nominal
value and when it is greater than 25% of the nominal
value, respectively. The analysis of both stable and changing
performance is displayed in Table 3 for all three situations.

The table evaluates the static and transient performance of
PI, MPC, and DRL control methods across various operating
conditions (50% below nominal, nominal, and 25% above
nominal). Key metrics include percentage overshoot, settling
time, steady-state error, and THD. The DRL control method
demonstrates superior performance with consistently lower
percentage overshoot, faster settling times, reduced steady-
state error, and competitive THD values compared to PI
and MPC across all evaluated scenarios, highlighting its
effectiveness in handling diverse and dynamic operational
conditions.

The performance evaluation reveals that the DRL control
method outperforms PI and MPC methods across various
operating conditions. DRL consistently achieves lower
percentage overshoot, faster settling times, and reduced
steady-state errors, indicating its superior stability and
efficiency. Additionally, DRL maintains competitive THD
values, further underscoring its effectiveness in managing
diverse and dynamic operational scenarios. These findings
suggest that DRL is amore robust and reliable control method
for optimizing performance in variable grid conditions.
• The ranking of robustness in terms of overshoot is as
follows: DDPG is the most robust, followed by MPC,
and then PI. The DDPG controller consistently exhibits
the lowest percentage of overshoot, maintaining a value
of less than or equal to 10% even when subjected
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FIGURE 26. Grid current THD study in the context of dynamic voltage rise.

FIGURE 27. Grid currents’ THD investigation with dynamic voltage dip
circumstances.

to higher step changes across all parameter variables.
It demonstrates a high level of resilience regarding
overshooting.

• The settling time is ordered as follows: DDPG <
MPC < PI. The DDPG-based controller has a more rapid
response.

• The controllers can be ordered in terms of steady-state
error as follows: DDPG < MPC < PI. Out of all
the controllers, the DDPG controller demonstrates the
most efficient and stable performance in the long term.
It efficiently reduces steady-state error, showcasing
outstanding steady-state performance.

• The controllers, ranked in ascending order based on
their THD values, are DDPG, MPC, and PI. The DDPG
controller regularly delivers decreased THD values.

This study emphasizes the enhanced stability and effi-
ciency of the DDPG controller compared to PI and MPC.

E. CASE-E: EVALUATION OF THE PROPOSED METHOD IN
VARIOUS CHANGING GRID SCENARIOS
In current scenario, the stability of the suggested controller
has thoroughly evaluated while considering evolving grid
voltage settings. These settings are defined by voltage
fluctuations spanning from 0.9 to 1.1 V P.U. The evolving
condition is deliberately initiated, starting at time t=0.05 s
and concluding at t = 0.35 seconds, in order to mimic
scenarios including both voltage escalation and reduction,
as well as phase angle alterations. Figure 25 demonstrates

FIGURE 28. Grid current THD in the event of phase angle distortion.

that the controller effectively maintains stability by precisely
tracking the reference current, even in the presence of voltage
fluctuations caused by swell, sag, and phase angle variation
dynamics. Additionally, the THD checked under these
specific circumstances adheres to the grid code standards
specified by the IEEE 519. The information is depicted
in Figures 26 to 28. This thorough assessment highlights
the controller’s skill in maintaining stability and enhancing
performance across a variety of dynamic and ever-changing
operational conditions.

V. CONCLUSION
In conclusion, this article significantly contributes to the
existing body of literature by introducing a novel control
architecture based on DRL for the DCR of a inverter
integrated into a power grid. The paper presents the technical
details of introduction of DRL into the grid connected inverter
with training and testing case studies. The efficacy of the
proposed control technique has been validated through exper-
imentation, revealing its superior performance compared to
several traditional control strategies. The successful real-time
deployment of the DRL-based controller, utilizing Opal-rt
and a F28379D microprocessor in HIL mode, underscores
its practical applicability. The performance of the proposed
controller has been validated for real time scenarios of
renewable applications. Furthermore, The analytical compar-
ison of the DDPG controller’s performance for GCI DCR,
evaluating both steady-state and dynamic characteristics has
been carried out. This comparison included conventional
and advanced control methodologies, such as PI and MPC
controllers, to assess robustness against parameter variations.
This research advances the understanding of advanced
control methodologies in power electronics, provides a
tangible and validated solution for enhancing the DCR of
inverters in practical grid integration applications. Future
work focuses on implementing theDRL on physical hardware
setups.
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