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ABSTRACT The investigation focused on the prediction of stock prices amidst significant macroeconomic
and geopolitical volatility, particularly targeting North-American and European banks in 2022 — a year
marked by intense economic shocks, including inflation, geopolitical tensions, and supply chain disruptions.
A multidimensional approach was employed, integrating advanced Artificial Intelligence (AI) techniques
such as Recurrent Neural Networks (RNNs) and sentiment analysis, utilizing a comprehensive dataset
that includes traditional financial metrics and sentiment-driven data from social media, specifically Twitter
(recently renamed X). By employing LSTM and FinBERT models, the study revolved around several key
analyses: assessing the impact of different market conditions across the US and EU; exploring the potential
benefits of data aggregation from multiple banks within these markets; examining the influence of varying
historical data spans on model performance; and integrating sentiment analysis to capture the nuanced
influence of public sentiment on stock movements. The findings indicate that market-specific dynamics
significantly affect the predictive models, with higher inter-bank correlation observed in the US compared
to a more fragmented European market. Additionally, models incorporating recent data streams and public
sentiments tend to outperform those relying on traditional, longer historical data.

INDEX TERMS Artificial intelligence, natural language processing, sentiment analysis, stock price
forecasting, time series.

I. INTRODUCTION
Recent years have seen unprecedented macroeconomic
volatility and geopolitical disruptions that have profoundly
affected the banking sector. The traditional stability of this
sector was significantly challenged, resulting in banks trading
at discounted values relative to other sectors. The impact of
these disruptions has been notably severe in 2022, a year
marked by robust revenue growth but overshadowed by
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multiple economic shocks, including inflationary pressures,
geopolitical tensions, and supply chain disruptions exacer-
bated by the ongoing effects of the pandemic.

At least four shocks are affecting banks globally:
(i) Macroeconomic shock, as the rising of inflation and the
likelihood of recession are testing central banks; (ii) Asset
value shock, including the devaluation of fintech and
cryptocurrencies (as the bankruptcy of some high-profile
crypto organizations); (iii) Energy and food supply shock
related to the war in Ukraine, are contributing to inflation and
putting millions of livelihoods at risk; (iv) Supply chain shock
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FIGURE 1. Banking profitability through the eras, reported in terms of
percentage of return on equity, adjusted from 2000 till 2021, not adjusted
from 2019 till 2021, and forecasted range from 2021 till 2022. The figure
reports the divisions from the Golden era to the New one.

began during the first pandemic lockdowns continues to affect
global markets.

These shocks have revealed and magnified the vulnera-
bilities of banks, driving a divergence in their performance
based on geographic location, funding profiles, and operating
models. Despite the return on equity for banks reached a
14-year high in 2022, as shown in Figure 1 with expected
return on equity between 11.5 and 12.5 percent,1 many
still reported returns below their cost of equity, highlighting
the ongoing challenges within the sector. The result of
these pressures represents an increase in the divergence
trend between banks observed during the period taken into
consideration for the present study, with outcomes varying
considerably, depending on funding profile, geography, and
operating model.

This scenario of high uncertainty provides a unique
backdrop for this study, which aims to explore the interplay
of multiple factors influencing bank stock prices. The main
research questions of this study are to investigate how
advanced AI techniques can enhance the prediction of stock
prices under the impact of several factors. To navigate this
intricate landscape, this work leverages advanced Artificial
Intelligence (AI) techniques, including Recurrent Neural
Networks (RNNs), to forecast stock price movements under
different circumstances.

The presented comprehensive analysis spans, indeed,
across several dimensions: (i) analyzing two major economic
market areas—North-American (US) and European (EU)—
to account for different geopolitical conditions. (ii) exploring
whether aggregating data from multiple banks within these
regions can enhance predictive performance. (iii) examining
the impact of varying historical data availability on model
outcomes during both training and inference phases. (iv)
integrating sentiment analysis of tweets from influential
CEOs and financial analysts, recognizing that market move-
ments are increasingly driven by public sentiment, which

1Source: S&P Global https://www.spglobal.com/en/

can shift rapidly following newsworthy events or influential
commentary.

This approach not only captures the intricate time series
patterns of stock prices but also incorporates sentiment
analysis to gauge how investor attitudes and emotional
responses, often expressed through platforms like Twitter,
influence market dynamics. Stock price dynamics remain a
critical area of study due to their significant implications
for the economy and risk management. While traditional
research has focused on financial and technical indicators
to assess investor interest and predict stock trends [1],
the influence of emotional and mood-driven decisions has
become a pivotal element of modern financial analyses [2],
[3], [4]. To support the research, an aligned Twitter (recently
renamed X) dataset was assembled from 2022, featuring
posts by prominent CEOs and financial analysts, aiming to
enrich the understanding of the complex interplay between
sentiment and stock market fluctuations.

The motivation for this research stems from the increasing
complexity and interconnection of the global financial mar-
kets, which are influenced by a variety of factors including
macroeconomic policies, geopolitical events, and public
sentiment. Traditional models that rely solely on historical
financial data may not fully capture the dynamic nature of
these influences. Therefore, there is a need to develop more
sophisticated models that can incorporate a broader range of
data sources to improve predictive accuracy. This study thus
aims to deepen the insight into the complexities of developing
intelligent systems for stock price prediction, which would
have significant implications for the development of more
robust and adaptive predictive models, providing a valuable
resource for newcomers venturing into this intricate field.

The paper is structured as follows. In the next section,
a review of the existing literature on stock price prediction
and financial sentiment analysis is presented, while in
Section III the materials and the methods employed in the
study are introduced, describing dataset, model architecture,
experimental setups, and evaluation metrics. Then, the results
and findings are presented and discussed in Section IV,
and the key insights and suggestions for future research are
resumed in the Conclusion section.

II. RELATED WORK
The theory of random walks in the stock market, originally
proposed by Fama [5], [6], suggests that stock price
fluctuations can be viewed as random processes. Despite sub-
stantial evidence indicating that relying solely on past price
trends for future price predictions does not yield consistent
profits [7], [8], the prediction of stock price movements
remains an active and compelling research area in financial
engineering, being a hot topic for the research in this field
lately [9], [10].

Current research predominantly focuses on developing
models that predict changes or trends in stock prices, often
framed as classification tasks [11], [12], rather than attempt-
ing to predict exact future prices. A prevalent method in this
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realm is technical analysis, which leverages stock price data
as model inputs. This data typically includes daily opening
and closing prices sourced from public databases such as
Nasdaq2 [13], Bloomberg3 [14], and Yahoo Finance4 [15].
With the evolution of machine learning technologies, particu-
larly deep learning and enhanced computational capabilities,
there has been a significant increase in the use of neural
network-based models like Convolutional Neural Networks
(CNNs) for analyzing stock prices [16], [17].

Among the various types of neural networks used in
this context, RNNs like Long Short-Term Memory (LSTM)
networks, have been extensively explored for analyzing
market behavior and beyond. Their inherent ability to
handle sequential data makes them particularly suitable for
fields involving temporal data, ranging from healthcare to
economics [18]. Specifically, LSTMs have proven successful
in developing forecast systems for predicting financial market
volatility [19], and have been effectively combined with
CNNs [20], traditional econometric models [21], [22], and
sentiment analysis techniques [23], [24]. The continued
success of these networks, even amidst the emergence of
more complex architectures (e.g., Transformers), under-
scores their suitability for the analysis intended in this
paper.

Moreover, the role of textual data in stock price prediction
has become increasingly prominent [25], as investors’
sentiment and financial textual sentiment are interconnected
and influence each other. Traditionally, investor sentiment is
gathered through surveys that regularly solicit opinions on
market conditions. However, as the availability and quality
of digital data grow, researchers have begun to explore
how news articles and social media sentiment can impact
stock market dynamics. Financial news, for instance, has
proven valuable for training predictive models by extracting
sentiment scores, which have been shown to improve model
performance beyond that achievable with historical price
data alone [24], [26], [27]. Platforms like X (a.k.a, Twitter),
however, have become crucial for sentiment analysis, with
several studies demonstrating a correlation between stock
price movements and public sentiment expressed about
companies online [28], [29], [30].
The sophistication of sentiment analysis techniques has

also advanced [31], for either binary (positive vs negative)
assessments or more complex emotional dimensions. These
technique-driven advances have also been reflected in the
finance domain [25]. Indeed, the financial sentiment analysis
panorama has rapidly shifted from lexicon approaches to
machine and deep learning ones, overcoming the main
drawbacks of the former ones, which are usually less accurate
that learning-based methods and require significant human
efforts for building domain-specific lexicons [32], [33], [34].

2https://www.nasdaq.com/
3https://www.bloomberg.com/
4https://finance.yahoo.com/

This progression has been further propelled by the
introduction of the Transformers architecture in Natural
Language Processing, exemplified by specialized models
such as FinBERT, which was specifically tailored for
financial sentiment analysis [35] and was employed in
several recent works to extract information from financial
texts, like named entities [36], [37]. These application-driven
developments highlight the growing potential of integrating
textual data with traditional quantitative inputs to enhance the
accuracy of stock price predictions.

Our study builds on all these advancements, integrating
sentiment analysis as a component of a broader comparative
analysis aimed at evaluating the performance of AI models in
predicting stock price trends under varying conditions.

III. MATERIALS AND METHODS
A. DATASET
The collected dataset comprehends two subsets reporting
either the stock price series over time (Finance dataset) or the
public tweets of relevant financial accounts (Twitter dataset).
Both the two subsets refer to a total of 26 banks stocks, under
the period span from December, 31st 2021 to December,
31st 2022. In particular, to include banks from both the
North-American and European markets, the banks were
selected among the highest in terms of market capitalization
associated with either the Federal Reserve (17 banks) or
the European Central Bank (9 banks). Market capitalization
indicates the size and scope of one bank in relation to the
others. Generally, banks with higher market capitalization
are considered larger and more important than those with
lower market capitalization, which reflects on the investors
confidence.

Each sample in the built dataset was structured as a β × n
matrix, for which its size is determined by the number of
β timestamps (i.e., the sequence length) and the number of
features n for each timestamp (i.e., the features extracted
from the financial time series and, eventually, the features
sentiment features extracted from the tweets).

1) FINANCE DATASET
For each selected bank under analysis, the stock information
was extracted from Yahoo Finance. For each stock, at each
time (day) t , features regarding the daily opening and closing
prices, the daily trading volume, the highest price, and the
lowest price were retrieved. It is worth noting that, being
the stock market recorded during the working days (from
Monday to Friday, excluding several holidays throughout the
year), the time series under analysis do not completely cover
the 365 days of the calendar year. Then, given the stock
price value St ∈ R, for each time t , St was remapped into
categorical classes yt , reflecting either a positive or a negative
trend, as follows

yt =

{
+1, if 1 = St − St−1 > 0
−1, otherwise
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2) TWITTER DATASET
To constitute the corpus of financial tweets associated with
the selected banks, the process began by identifying the
most active profiles in publishing bank-related information
through the use of the TrackMyHashtag online service.5

A total of 34 profiles belonging to important financial anal-
ysis individuals and organizations were identified, including
CEOs and executives.6 Then, tweets and their related features
(i.e., retweets, likes, and dislikes) were collected from
those accounts via the Apify scraping framework,7 and then
polished. In particular, only informative tweets written in the
English language were included, by filtering out tweets either
automatically identified as belonging to other languages,8

consisting only of emoticons, or containing Wordles-like
texts.9 Thus, the collected dataset consists of ≈ 14k tweets,
for a total weight of 43.1 MB of textual data.

All the collected tweets were published in the same time
frame used for the collection of financial data. However, since
tweets can be published every day, it was necessary to align
the tweets published during weekends (or other holidays)
with the ones posted on Mondays (or the day after the
holiday ending). After being properly tokenized, each tweet
was given in input to FinBERT [35], a well-known Large
LanguageModel specifically designed for sentiment analysis
in finance,10 to obtain a triplet of values corresponding to the
positive, neutral, and negative sentiments expressed by the
text. Then, given the empirical literature showing financial
market contagion, i.e., interdependence between financial
markets [38], [39], [40], and the relatively high correlations
shown by the several banks (Section III-A), the sentiment
triplets were averaged across all the tweets posted on a given
day by weighting each tweet by the number of its retweets
and likes, thus modeling the importance of each tweet by its
diffusion across the social platform.

B. MODEL
Building on recent advancements in stock price forecast-
ing [24], [26], [29], the study employs an LSTM network as
the foundational architecture of the model. LSTMs represent
an evolution of traditional RNNs, distinguished by their
capacity to capture and learn dependencies over extended
time periods. This is made possible through their sophisti-
cated design, which includes memory cells and gating mech-
anisms, enabling the network to selectively retain or disregard
information throughout lengthy data sequences [41]. With
the integration of on-top fully-connected layers, this ability

5https://www.trackmyhashtag.com/
6A detailed information on these profiles may be found in Appendix B.
7https://apify.com/
8https://pypi.org/project/langdetect/
9https://www.nytimes.com/games/wordle/index.html
10Since FinBERT is trained for a sentiment analysis task in a domain akin

to the one presented by the collected tweets, the model was implemented
without any adaptation and fine-tuning steps to thework use case. This avoids
having an expensive annotation phase for the tweets.

makes them particularly suitable for tackling time-series
forecasting and sequence classification tasks.

To optimize the model’s performance, a hyper-parameter
search was conducted, as detailed in Appendix A. Addition-
ally, to ensure the robustness of the model, an early stopping
mechanism was implemented during training to prevent
overfitting, halting the training process if there is no decrease
in the loss value on the validation set for 200 consecutive
epochs. The model was trained from scratch by randomly
initializing its weights once for all the experimental setups
presented next.

C. EXPERIMENTAL SETUPS
To thoroughly investigate the proposed methodologies,
a series of experiments were conducted by varying several
factors that could influence the model’s performance, and
thus assess their impact. To ensure consistency in the
experiments and enable a straightforward comparison of
trained model outputs, a consistent prediction time window
was maintained in all the different setups, i.e., the last month
of the year collected in the dataset (as shown in Figure 2).

1) MARKET INFLUENCE
To analyze different markets’ regions, distinguishing and
measuring the effects of geographical and economic factors
on the stock predictions, the banks affiliated with the Federal
Reserve and the US federal government, and the ones
affiliated with the European Central Bank were separated.

2) BANKS AGGREGATION
By aggregating several banks together, the aim was to
assess whether employing data from more banks could help
the model learn more general patterns independently from
the given bank. Thus, local and global experiments were
performed. In the former case, one model was trained for
each bank. In the latter, the training and test sets were built by
aggregating the data from all the banks available. However,
to avoid potential noises given by banks belonging to different
markets, the territory division was maintained, including
either only the banks related to the USA or the EU economies.
The evaluation was made on a test set encapsulating all the
test samples of the individual banks from that economic area.

3) TRAINING TIME SPAN
The time span γ related to training data can have an impact on
performance. In general, the availability of the training data
is a crucial factor in training predictive models effectively,
especially for deep learning approaches. However, including
excessively old data in the training set can introduce some
challenges, since financial market data is highly dynamic and
subject to various factors such as economic events, policy
changes, and market trends, specific to certain time periods.
Older data may thus contain patterns and trends that are no
longer relevant or reflective of the current market dynamics.
To take this aspect into account, the benefits of training the
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FIGURE 2. Training/test split with different values of γ .

models with a time span γ either full or half of dataset,
as shown in Figure 2, were explored.

In the former case, data from December, 31st 2021 to
November, 31st 2022were employed for the training phase of
the model, while in the second scenario data from July, 31st

2022were used, again, up to the last month (December 2022),
which was employed for testing for all the experimental
setups.

4) SEQUENCE TIME SPAN
Long sequences potentially provide the model with more
contextual information and allow it to capture longer-term
dependencies in the data. However, there are trade-offs asso-
ciated with using longer sequences, especially in domains
like the stock market where the data can be volatile and
noisy, making it more challenging to extract meaningful
patterns and trends. On the other hand, shorter sequences
may provide more focused and immediate information to
the model, helping in the capture of more recent trends and
patterns. To explore the impact of sequence length β onmodel
performance, three different lengths were experimented with:
5 days (one stock market week), 10 days (two weeks), and
20 days (one stock market month).

5) SENTIMENT CONTRIBUTION
What can be said about the contribution of the extracted
sentiment features? To assess this aspect, different experi-
ments with different features sets were conducted, either with
(a total of n = 8 features) or without (only the n = 5 stock
features) the sentiment triplets gathered from Twitter with
FinBERT. By considering the two distinct markets, here the
aim was also to explore how sentiment analysis on Twitter
can vary across different geographical regions and markets.

D. EVALUATION
At the outset of the proposed analysis, the Pearson correlation
index was applied to evaluate the relationships among various
banks, distinctly categorizing them into US and EU markets.
Then, to evaluate the presented approach and take into
account the limitations given by the imbalanced datasets, the
F1-score was calculated. Such a metric harmonizes precision
and recall, offering a balancedmeasure ofmodel performance
across varying class distributions. The application of the
F1-score weighted metric is particularly critical, as it adjusts
for the prevalence of classes within the test set, ensuring that
each class’s impact on the overall performance is proportional
to its frequency. This methodological choice addresses the

potential overestimation of model performance that can occur
in unbalanced datasets.

IV. RESULTS AND DISCUSSION
In this study, several factors that could potentially have an
impact on the development of a predictive model for stock
prices were investigated. The results obtained by varying all
these parameters are reported in Table 1.

A. MARKET INFLUENCE
As for the first result of the analysis, the obtained correlation
results revealed a significantly high average value of 0.778 for
US banks, with a peak correlation of 0.982 observed between
Goldman Sachs and Morgan Stanley. This high correlation
among US banks suggests a synchronized market behavior
heavily influenced by unified economic policies from the
Federal Reserve and the US federal government, which tend
to promote a cohesive financial environment. Conversely,
the correlation values for European banks stood at a lower
average of 0.596. This reflects a greater diversity within
the European banking market, attributable to the unique
economic conditions prevailing in different EU member
states. Despite the overarching regulations of the European
Central Bank, the varied fiscal and monetary policies at
the national level contribute to a less coherent inter-bank
relationship.

This foundational diversity in the European market elu-
cidates why European banks tend to perform better with
aggregated data in a global approach. The lower intra-market
correlation suggests that combining data frommultiple banks
can provide a more comprehensive understanding of the
market dynamics, smoothing out idiosyncrasies of individual
banks. It enables predictive models to capture broader
economic trends rather than being overly swayed by the
anomalies of single entities. In essence, the aggregation helps
to mitigate the noise introduced by the diverse economic
policies across Europe, leading to more stable and reliable
predictive performance.

The higher inter-bank correlation observed in the US
market, compared to the more fragmented European mar-
ket, suggests that the management strategies should be
tailored to the specific market conditions. In the US,
unified economic policies lead to synchronized market
behaviors, making it feasible to apply more generalized
management approaches. In contrast, the diversity within the
European market necessitates a more nuanced approach that
considers the varied economic conditions across different
countries.

The classification results, as detailed in Table 1, illustrate
significant differences between the North-American and
European banking sectors, too. For North-American banks,
the models achieved an encouraging average F1-score
of 0.68, with some banks reaching scores around 0.80.
This indicates a strong performance despite the inherent
volatility of the banking industry during the studied period.
In contrast, European banks exhibited lower effectiveness,
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TABLE 1. Performance (in terms of F1-scores) of the best settings found across American (top block) and European (bottom block) banks within the
classification task. The banks are reported (by their acronyms) in order of their market capitalization.

with an average F1-score of 0.447 and a minimum score
of 0.181 for BNP Paribas, signaling the complexities of
accurately predicting stock movements in these markets.

B. BANKS AGGREGATION
Interestingly, for most of the banks, the global approach,
in which the banks were aggregated within the given market,
was particularly successful when compared to its local
counterpart, in which the models were trained using only the
data pertaining to the individual bank under investigation,
especially in Europe. This observation underscores the value
of a comprehensive dataset in reflecting broader market
trends and improving model robustness. Especially for
the European market, for which the global setting was
predominant. Noteworthy, among the US area, the few
banks showing better performances with a local setting, i.e.,
employing only the data coming from the given bank, are
in the top and bottom groups per market capitalization. This
may indicate that ‘‘out-of-scale’’ assets may diverge from the
collective behavior of the market.

This aggregation can thus help to mitigate the noise
introduced by diverse economic policies and provides
a more comprehensive understanding of market dynam-
ics, thus improving the reliability of risk management
models.

C. TRAINING AND SEQUENCE TIME SPANS
By analyzing the training time span γ , a preference for
models trained solely on the last half of the dataset was
observe, which aligns with the expectations that recent trends
are more indicative of future movements. However, this
trend does not uniformly apply across all banks and regions,
indicating the importance of market-specific strategies and
the potential value of incorporating longer historical data
periods in certain cases. Indeed, for both areas, the best
performances were obtained by exploiting a short sequence
time span (β), i.e., 1 or 2 market stock weeks, which
have been outperformed by the 1-month setting in only few
scenarios. Particularly only one for the US area (for JP
Morgan) and one for Europe (for UniCredit). Nonetheless,
the diversity in sequence span selectionmight reflect different
banking strategies and the significance of capturing various
time-dependent patterns.

D. SENTIMENT CONTRIBUTION
Regarding the role of sentiment analysis, the findings indicate
that incorporating Twitter sentiment data into the models
offers mixed benefits. While it appears to enhance classifi-
cation performance for some of the largest North-American
banks by market capitalization, it does not uniformly
improve outcomes across all banks, particularly in Europe.
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This variability may be attributed to the geographic focus
of the sentiment data and the methods used for sentiment
aggregation.

In the presented cases, the integration of sentiment analysis
from social media platforms can provide additional insights
into market movements driven by public sentiment. This
approach can be particularly useful for risk managers to
anticipate market reactions to news and events in real-time.
However, the employed Twitter dataset comprises tweets
from selected influential financial analysts and CEOs, and
while this provides valuable sentiment data, it may not fully
represent the broader market sentiment, leading to potential
biases.

V. CONCLUSION
The study on predictive modeling for bank stock prices
in the US and Europe has revealed that market-specific
dynamics significantly influence model performance. The
higher inter-bank correlation in the US suggests that uni-
fied economic policies lead to more synchronized market
behaviors, supporting models based on individual bank data.
In contrast, the greater diversity among European banks,
due to varied national economic policies, indicates that
aggregated data models are more effective, capturing broader
market trends and smoothing out individual discrepancies.
Additionally, models trained on recent data generally out-
perform those based on longer historical periods, though the
optimal data span varies by region and bank. Incorporating
Twitter sentiment data has proven beneficial primarily for
North American banks.

Limitations of this study include the exclusive focus
on bank stocks. Future research should expand the scope
to include other stock groups, particularly those that are
less interconnected, to evaluate different market contexts.
Additionally, comparing these findings with other classifi-
cation (and sentiment analysis) models or techniques, such
as a regression-to-classification approach, would provide
a valuable additional dimension of analysis. Neverthe-
less, this study highlights the importance of tailoring
predictive models to reflect regional economic conditions
and the potential of integrating diverse data sources to
enhance forecasting accuracy, providing a valuable resource
for researchers, especially newcomers to this intricate
field.

APPENDIX A
MODEL ARCHITECTURE
As illustrated in Figure 3, the employedmodels are built using
several layers arranged in a specific sequence:

• An input layer that receives a β × n matrix for
each sample. The matrix size is determined by the
number of β timestamps (referred to in Section III-C4)
and the number of features n for each timestamp
(see Section III-C5)

• A series of nlstm LSTM layers, consisting of ni hidden
units (with i ∈ [1− nlstm]) with alstm activation function

FIGURE 3. Model architecture.

• Several nfc stacked fully-connected layers, consisting of
nj hidden units (with j ∈ [1 − nfc]) with afc activation
function

• One final output layer, consisting of two neurons
(fully-connected to the representation extracted from
the previous last fully-connected layer) and a softmax
activation, which provides prediction probabilities for
the positive and negative trend classes

Different combinations of these layers and settings were
tested. For the LSTM and fully-connected layers, various
numbers of layers and units were tried, using either ReLU
or tanh activation functions. The learning rate and batch
size for training were also varied. The best setup involved
two LSTM layers with specific numbers of hidden units and
ReLU activation, followed by two dense layers. This model
used the Adam optimizer.

APPENDIX B
TWITTER ACCOUNTS
For the sake of completeness, the Twitter accounts included
in this study are listed in Table 2, together with information
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TABLE 2. The Twitter accounts selected for this study, reported by their username, together with their description, the number of followers and the
Tweets-per-Month (TpM) ratio averaged across the twelve months included in the acquired dataset.

regarding the type of account, the number of followers, and
the ratio of tweets per month during the span period under
analysis.
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