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ABSTRACT This paper considers speech and listening enhancement for signals captured in one noisy
environment that must be played back to a listener in another noisy environment. In both far-end speech
enhancement and near-end listening enhancement, overly prioritizing noise suppression or maximizing
intelligibility can result in undue speech distortions and reduced quality, especially when intelligibility is
already high in favorable noise conditions. To address this, the use of a minimum processing framework has
been proposed with the aim of reducing noise or enhancing listening to a minimum degree while ensuring
that a specified intelligibility level is maintained. Furthermore, results have shown that jointly considering
both environments improves performance compared to blindly concatenating far- and near-end methods.
In blind processing, near-end listening enhancement typically assumes that the far-end signal is devoid
of noise, potentially leading to erroneously interpreting noise as speech. Additionally, if the transmitter
and receiver are blind to each other’s presence, multiple instances of far- and near-end enhancement may
occur and possibly work opposite directions, thus leading to degradations in the enhancement performance.
In this paper, we perform a comprehensive exploration of our previously proposed joint far- and near-end
minimum processing framework with systematic analysis and discussion. We derive a closed-form solution
to the joint far- and near-end minimum processing optimization problem, with mean-square error processing
penalty, a speech intelligibility constraint based on the approximated speech intelligibility index, and a
noise power constraint. Performance was systematically studied using objective measures and listening tests
for intelligibility, listening effort, and quality. We compared against relevant joint and blind methods with
minimum and maximum processing. The results suggest that minimum processing achieves intelligibility
comparable to maximum processing while preserving quality in higher signal-to-noise ratios, indicating its
benefits in end-to-end communication. Joint processing provides advantages in objective estimated speech
intelligibility for the minimum processing case, but not for maximum processing. However, no significant
differences were observed in listening test results. This suggests that in certain speech and listening scenarios,
it is feasible to optimize near- and far-end aspects separately, offering a more practical and convenient
approach compared to joint optimization.

INDEX TERMS Minimum processing, joint processing, far-end, near-end, speech enhancement, listening
enhancement.

I. INTRODUCTION
Speech communication systems are used in various contexts,
such as mobile phones, hearing aids, intercoms, and public

The associate editor coordinating the review of this manuscript and
approving it for publication was Manuel Rosa-Zurera.

address systems. Hence, they need to work in diverse
situations, where background noise can significantly impact
both Speech Intelligibility (SI) and Speech Quality (SQ).

In speech communication systems, we can distinguish
between two separate environments, cf. Fig.1: The Far-
End (FE) environment (the target talker’s location) and the
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Near-End (NE) environment (the listener’s location). Typ-
ically, both the FE and NE environments are subject to
interfering acoustic noise sources, resulting in degradation
of both SQ and SI for the listener. To mitigate this, noise
reduction and speech enhancement algorithms can be applied
in both FE and NE environments.

FIGURE 1. Speech communication system with Far-end Speech
Enhancement (FSE) and Near-end Listening Enhancement(NLE).

Based on the number of available microphones, Far-end
Speech Enhancement (FSE) methods may employ either
single- or multi-microphone noise reduction algorithms to
remove noise from recorded signals [1], [2], [3], [4], [5],
[6], [7], [8], [9], [10], [11] before transmission. While FSE
methods can remove noise after it has been mixed with
the target speech, Near-end Listening Enhancement (NLE)
methods must process the signal received from the FE
environment prior to playback in the noisy NE environment.
Thus, FSE techniques cannot typically be used at the NE.
Instead, NLE may utilize knowledge of the NE noise to
pre-process the FSE signal coming from the FE to increase
the SI and SQ in the NE background noise [12], [13],
[14], [15], [16], [17], [18], [19], [20], [21], [22], [23],
[24]. A particular type of NLE technique is Active Noise
Control (ANC) [23], [25], [26], where the aim is to cancel
the noise by adding an anti-phase noise component to the
speech signal before playout. However, ANC performance
is insufficient outside headsets and handheld mobile phone
scenarios [23]. Therefore, because we are not only concerned
with these scenarios, we only consider NLE based on
speech modifications in this work. Recently Deep Neural
Networks (DNNs) have shown good results when optimizing
for advanced SQ and SI predictors in both FSE [7], [8], [9]
and NLE [20], [21], [22], [23]. However, increases in such
predictions do not always translate to subjective performance
gains [10]. Furthermore, DNNs have large memory usage,
are difficult to interpret, and can have difficulties with
generalizing to new acoustic scenarios. Hence, in this paper
we take a more classic signal processing approach, providing
closed-form and interpretable solutions.

Both SI and SQ are important in shaping the listening
experience, and their significance varies depending on the
acoustic setting [27], [28], [29], [30]. However, traditionally,
the aim of NLEmethods has been to exclusivelymaximize SI.
Similarly, FSE methods have been designed according to the
inherent undesirability of noise, and thus, with the purpose
of maximizing noise reduction, leaving only the clean speech
signal. In noisy conditions, enhanced intelligibility may pos-
itively impact the perceived SQ [28], [29], thus making SI a
crucial contributor to SQ in noisy conditions [29]. To increase

SI, NLE techniques potentially introduce speech distortions,
which could diminish SQ; however, these distortions may
be masked by more severe environmental NE noise [29],
[30]. However, if the environmental noise subsides, speech
becomes more intelligible and further SI enhancement is
unattainable, and distortions become more disturbing [11],
[19], [27], [28], [29], [30]. Furthermore, aggressive noise
reduction by FSE also leads to significant speech distortions
and possibly to the loss of contextual noise from the FE
environment [11], [31].

To remedy the effects of excessive FE processing, it was
proposed in [11] to apply a minimum processing principle
to multi-microphone FSE, such that the beamformer output
is minimally processed with respect to a certain reference
signal, provided that a given performance criterion is
fulfilled [11]. In particular, two cases wee investigated
in [11]: in the first case, the processing of the noisy
signal is limited to the minimal amount necessary for
fulfilling an SI requirement, and in the second case, noise is
completely eliminated with an aggressive beamformer unless
the resulting distortion of the clean speech violates the SI
requirement. To remedy the effects of excessive processing
at the NE, [19] applied the minimum processing principle
to NLE. This provided an adaptive NLE that limits the
processing of the signal received from the FE to the minimum
required to achieve a target SI, thereby minimizing speech
distortions in relation to the received signal.

Conventionally, the FE and NE scenarios have been
considered separately [1], [16], [32]. However, several recent
studies have proposed a joint approach to FE and NE speech
enhancement in both single- [33], [34], [35], [36], [37]
and multi-channel cases [38], [39], [40]. Particularly, [33]
proposed a new training strategy for DNNs in cases where
FSE is performed more than once. In [34], both FE noise
reduction and modifications to limit speech distortions were
added to an existing state-of-the-art NLE technique [24].
In [35], a DNN was trained to jointly remove FE noise and
enhance SI using the method [24] as a ‘‘teacher’’. They
showed improvements compared to the joint method in [34],
but no comparison was made against blind approaches.
In [37], a DNN was used to jointly enhance for multiple SQ
and SI estimators, and showed improvements against versions
of the proposed joint DNN method and blind concatenation
of DNNs and classic signal processing methods, but no
comparison was made against other joint approaches. The
work of [36] proposed a classic signal processing approach to
jointly control noise reduction and an NLE post-filter gain to
increase SI, and improvements were reported against a blind
signal processing approach in an informal preference test. For
the multi-microphone case, [38] proposed a maximization
of SI by closed-form optimization based on approximated
mutual information, providing some small improvements in
objective SI measures and an informal listening test against
methods that were unaware of the remaining noise after FSE.
It was then shown in [39] that similar performance could
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be obtained by a simpler closed-form optimization of the
Approximated Speech Intelligibility Index (ASII) [18], [41].

Apart from [34], [36], and [37], the main goal of joint
approaches has been to maximize SI. However, recently
we proposed a joint minimum processing beamforming
and NLE framework [40]. In contrast to existing joint
processing works, this framework processes the signal the
minimum amount required to achieve a desired target SI
while preserving SQ in favorable noise condition [40].
Additionally, it extends the existing single-ended minimum
processing frameworks [11], [19] to jointly consider all FSE,
NLE, and environmental noises simultaneously. However,
[40] only solved the optimization problem numerically, and
a comparison was only made against the blind concatenation
of the single-ended minimum processing frameworks of [11]
and [19]. Thus, the joint minimum processing problem
warrants further theoretical and experimental investigation.

In this paper, we conduct a comprehensive exploration
of the joint FE and NE minimum processing framework
initially introduced in [40]. The core contribution involves
deriving a closed-form analytical solution for the joint FE
and NE minimum processing optimization problem with a
Mean-Square Error (MSE) processing penalty, an estimated
SI constraint represented by the ASII, and a noise power SQ
constraint. A systematic performance study encompassing
objective measures and listening tests for SI, listening effort,
and SQ, is conducted. We evaluate the effects of two aspects:
minimum processing versus SI maximization and joint
processing versus blind processing. Therefore, we compare
against several methods: The joint ASII maximization
of [39]; the blind concatenation of minimum processing
FSE [11] and minimum processing NLE [19]; and blind con-
catenation classic ‘‘maximum’’ processing, i.e., a Minimum
Variance Distortionless Response (MVDR) beamformer [1]
and NLE ASII maximization [18]. The results suggest that
minimum processing achieves a comparable SI to maximum
processing while preserving good SQ in higher Signal-
to-Noise Ratio (SNR) settings, emphasizing the benefits
of applying the minimum processing principle in end-to-
end communication scenarios. However, joint processing
was only advantageous for estimated SI in the minimum
processing case, but not in the maximum processing case.
Finally, the subjective listening tests showed no significant
differences between any of the tested methods. This leads
to overall inconclusive but interesting results suggesting that
in certain speech and listening scenarios, it is feasible to
optimize the near- and far-end aspects separately, offering
a more practical and convenient approach compared to joint
optimization.

The remainder of this paper is organized as follows.
In Section II we present our signal model. Section III
introduces the minimum processing concept and details the
differences between joint and blind approaches. In Sec-
tion IV, we derive the case study optimization problem and
its solution. Section V presents the experimental evaluation.
Sections VI and VII present objective and subjective

performance results, respectively. Finally, we discuss and
conclude the paper in Sections VIII and IX.

A. ABBREVIATIONS
For convenience Table 1 lists the abbreviations used in this
paper.

TABLE 1. Abbreviations used in this paper.

FIGURE 2. Signal model for joint FE and NE optimization.

II. SIGNAL MODEL
We consider the following time-frequency domain signal
model with frequency index k and time index i, cf. Fig. 2,

Zk,i = gk,iwHk,idk,iSk,i + gk,iwHk,iUk,i + Nk,i (1)

= gk,iwHk,iXk,i + Nk,i (2)

= gk,iYk,i + Nk,i. (3)

Here, Sk,i is the clean speech signal at the source location,
Uk,i ∈ CM is the additive FE noise, and Xk,i ∈ CM is the
noisy multi-microphone signal picked up byM microphones,
where dk,i ∈ CM are acoustic transfer functions from the
source to the microphones. First, to improve the SI and
SQ of the noisy signal, Xk,i, we employ a noise reduction
beamformer, wk,i ∈ CM , as FSE with output signal Yk,i.
To further enhance SI and SQ, we apply an NLE gain,
gk,i ∈ R+, before the enhanced speech is played out in the
noisy environment. The purpose of the beamformer wk,i is to
represent all processing focussed on the FE noise, whereas
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the purpose of the NLE gain is to amplify relevant speech
regions over the NE noise. Finally, the signal received by the
NE listener, Zk,i, is contaminated by ambient noise, Nk,i in
the NE environment.

We model the speech and noise as complex random
vector processes comprised of Short-Time Fourier Trans-
form (STFT) coefficients. As is common in the literature,
we assume that the speech and noise processes are uncor-
related and zero-mean random processes with independence
across frequencies [32]. From these assumptions, we can
obtain the speech distortion weighted covariance matrix C (µ)

Xk,i
of Xk,i [11],

C (µ)
Xk,i ≜ CSk,i + µCUk,i = σ 2

Sk,idk,id
H
k,i + µCUk,i , (4)

where σ 2
Sk,i is the clean speech power spectrum level, and

CUk,i ≜ E
[
Uk,iUH

k,i

]
is the FE noise covariance matrix

and µ ∈ R+ is the speech distortion weight [2], [3], and
µ = 1 leads to the standard covariance matrix.
Similar to the existing minimum processing frame-

works [11], [19], [40], we focus on signal processing within
perceptually relevant subbands. That is, signals are analyzed
and processed in, e.g., octave bands, fractional octave bands,
or critical bands that all mimic aspects of human auditory
perception. We define perceptually motivated subbands such
that multiple frequency bins may be included in the same
and/or more subbands, and denote subbands with index j
and frequencies with index k . Hence, we can encompass
the effect of non-rectangular auditory filters. Therefore, each
frequency bin-subband pairing is assigned a weight. For the
j’th subband, we denote the non-negative filter weights as
ωj,k , and let Bj be the set of frequency bins that contribute
to the j’th subband, where j ∈ {1, . . . , J} and J is the
total number of subbands. Thus, the NE noise spectrum
level within one subband, j, and time-frame, i, is given
as

σ 2
Nj,i ≜

∑
k∈Bj

ωj,kσ
2
Nk,i . (5)

Any normalization for the filtering operation is already
included within the subband filter weights, ωj,k . We provide
additional details on the definition of ωj,k and the connection
between subbands and frequency bins in Appendix A.
In practical settings, joint FE and NE optimization requires

sufficiently fast updating of signal properties and synchro-
nization between the FE and NE for efficient processing.
Similarly, the relevant signals must be both encoded, which
leads to quantization noise, and transmitted across a possibly
lossy channel. In this work, we are not concerned with these
practical challenges and investigate performance under the
assumption that they can be handled. Furthermore, with a
similar motivation, we assume that no coupling issues exist
between the microphones and loudspeakers at the FE and
NE. Finally, in practice, the statistics of speech and noise
processes must be estimated online, and we can apply the
mathematical framework on a per time-frame basis. Hence,

FIGURE 3. Block diagram of blind concatenation of FSE and NLE.

for brevity of notation, we disregard the time-index, i, and
assume that we are working within a certain time frame, i,
unless otherwise stated.

III. CONCEPTS
A. BLIND VERSUS JOINT PROCESSING
With joint processing, cf. Fig. 2, the beamformer, wk , and
NLE gain, gk , are determined as a function of all relevant
signals, i.e., (

wjoint, gjoint
)

= fjoint(S,U ,N ). (6)

Hence, in joint processing all processing is optimized and
derived jointly.

On the other hand, with blind processing, cf. Fig. 3, the
beamformer, wk , is first determined as a function of only the
speech and FE noise. Then, the NLE gain, gk , is a function of
the beamformer output signal and the NE noise, i.e,

wblind
= fFSE(S,U ), and gblind = fNLE(Y ,N ) (7)

Thus, the NLE is blind towards the effects of the FSE
and cannot distinguish between speech and noise power in
different parts of the spectrum. In particular, unlike joint
processing, the signal after NLE is the output of a composite
function of FSE and NLE.

B. THE MINIMUM PROCESSING CONCEPT
As in previous works [11], [19], [40], we assume that a
designated target reference signal, SRk , is available, which
could be the output signal from a beamformer with some
specific desired characteristics; see [11] for more details.
Focusing on a specific subband, j, we denote the number of
frequency bins in this subband by |Bj|. We then create the
vectors SRj ∈ C|Bj|,Sj ∈ C|Bj| and Zj ∈ C|Bj| by gathering
all SRk , Sk and Zk for k ∈ Bj. Furthermore, we let Dj(·, ·)
and Ij(·, ·) be two finite non-negative functionals indicating

processing performance. Here, Dj

(
SRj ,Zj

)
measures the

distortion (processing penalty) between the target reference
signal, SRk , and the signal perceived by the NE listener,

Zk , while Ij
(
SRj ,Zj

)
is an intelligibility or performance

estimator for the speech and listening enhancement in
subband j. Consequently, the joint FE and NE minimum
processing beamformer, wMPk , and NLE gain, gMPk , for
subband j, is defined as the solution to the optimization
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problem [40],

argmin
{wk },{gk },k∈Bj

Dj

(
SRj ,Zj

)
s.t. Ij

(
Sj,Zj

)
≥ I ′j , (8)

where I ′j ≜ min
(
Ij, Imax

j

)
with Ij the desired minimum

requirement on the SI performance Ij
(
Sj,Zj

)
, and Imax

j the
maximum achievable performance, when the performance
Ij

(
Sj,Zj

)
is maximized in an unconstrained manner.

In contrast to the existing minimum processing meth-
ods [11], [19], the joint approach considers the com-
bined effects of all noise sources with FSE and NLE
simultaneously.

Finally, we note that a straightforward approach to enhanc-
ing the NE output SNR involves increasing gk indefinitely.
However, this results in an infinite playback volume, and a
substantial gap from the reference signal, thereby violating
the fundamental principle of minimum processing.

IV. JOINT FAR- AND NEAR-END MINIMUM PROCESSING
In this section, we introduce our previously proposed joint FE
and NEminimum processing case study reported in [40] with
preliminary results. We consider an MSE processing penalty,

Dj, and two performance criteria; an SI estimator, ISIj , based
on ASII [18], [19] and a noise power constraint, INPj , for
SQ [40].
Inspired by the solutions in [11] and [36], we define a

multichannel noise reduction vector (beamformer):

wk ≜ αkvRk + (1 − αk )w
µMWF
k , (9)

where αk ∈ [0, 1], vRk is a pre-selected reference beamformer
with a desired property, for example, low speech distortion
(MVDR) or an ambient noise preserving beamformer [11].
Further, wµMWF

k is the speech distortion weighted Multichan-
nel Wiener Filter (MWF) MWF [2],

wµMWF
k ≜

(
C (µ)
Xk

)−1
σ 2
Skdk (10)

with pre-selected speech distortion weight, µ, e.g.,
µ ≫ 1 leading to high noise reduction and high speech
distortion [11]. The parameter αk provides a way to control
the trade-off between the two beamformers, vRk and wµMWF

k ,
and their processing.

Early experiments show that solving (8) for our choice of
Dj and Ij leads to solutions where only a single frequency
within a subband is processed, leading to unpleasant artifacts.
To avoid such solutions and ensure that we obtain more
uniform processing across a subband, we assume that the
NLE gains gk and the combination weights αk are fixed
across an entire subband. That is,

αk = αi ∀k, i ∈ Bj (11)

gk = gi ∀k, i ∈ Bj. (12)

This also aligns with the results achieved in [11] and
existing NLE studies [16], [19], [36], [38], [39], where the

combination weights and NLE gains were derived to be fixed
across subbands. Thus, we may write

wj,k ≜ αjvRk + (1 − αj)w
µMWF
k . (13)

A. PROCESSING PENALTY
As suggested in [11], [19], and [40], we consider a processing
penalty, Dj(·) based on an MSE criterion. We want to
minimize the processing in relation to the reference signal,
SRk . The processing consists of two parts: the beamformer,
wj,k , and the NLE gain, gk . Therefore, we consider a
processing penalty with two penalty terms: one that penalizes
the processing caused by the beamformer, i.e., the distance
between SRj and Y j, Dj

(
SRj ,Y j

)
, and another term that

punishes the processing caused by the NLE gain, i.e., the
distance between Y j and Zj, Dj

(
Y j,Zj

)
. That is,

Dj

(
SRj ,Zj

)
= Dj

(
SRj ,Y j

)
+Dj

(
Y j,Zj

)
. (14)

Since the reference signal, SRk , is the output of the reference
beamformer, vRk , the minimum processing solution to (8),
i.e., wj,k and gk , should minimize the distance to vRk [40].
Therefore, we have that the processing penalty for j’th
subband is,

Dj(SRj ,Zj) =
(
1 − αj

)2
+

(
1 − gj

)2
, (15)

where the details of the derivation are shown in Appendix B.
The first term represents the processing penalty imposed on
to the beamformer, urging wj,k towards vRk . The subsequent
component signifies the penalty associated with the NLE
gain, urging gkwj,k to approach vRk and mitigating potential
speech distortions and excessive playback volume induced by
the NLE gain [40].

B. PERFORMANCE CRITERIA
For the performance criteria we consider both an intelligi-
bility performance criterion, and a noise power criterion to
increase quality performance [40].

1) AUDIBILITY CONSTRAINT
The power of the processed speech within a subband for a
given αj is defined as

δSj (αj) ≜
∑
k∈Bj

ωj,kwHk CSkwk (16)

= α2
j δ

R
Sj + (1 − αj)2δ

µMWF
Sj + αj(1 − αj)δcrossSj (17)

where

δRSj ≜
∑
k∈Bj

ωj,k

(
vRk

)H
CSk v

R
k (18)

δ
µMWF
Sj ≜

∑
k∈Bj

ωj,k

(
wµMWF
k

)H
CSkw

µMWF
k (19)

δcrossSj ≜
∑
k∈Bj

ωj,k2ℜ
{(
wµMWF
k

)H
CSk v

R
k

}
. (20)
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A similar definition applies to the processed FE noise
subband power, δUj (αj). We now define the processed NE and
FE subband SNRs as

ξNj ≜
g2j δSj (αj)

g2j δUj (αj) + σ 2
Nj

, ξFj ≜
δSj (αj)

δUj (αj)
. (21)

Thus, we define (processed) SNR as the ratio between the
(processed) speech power and the (processed) noise power.
This is in contrast to [11], where the signal-to-distortion ratio
is used, i.e., the noise term is defined as the MSE between the
clean speech and processed noise signal; hence all noise and
speech distortions are considered as noise.
Remark 1: We note that the processed NE SNR is upper

bounded by the FE SNR, that is,

lim
gj→∞

ξNj = lim
gj→∞

g2j δSj (αj)

g2j δUj (αj) + σ 2
Nj

=
δSj (αj)

δUj (αj)
= ξFj . (22)

Hence, the SI at the NE, as determined by the SNR, is upper
bounded by the SI of the signal coming from the FE, since the
NE noise can only lower the SI and we must compensate in
the best possible way for this using the NLE gain.

Similar to [19] and [40], we derive optimal processing in
relation to a performance criterion based on the ASII [18].
The original FSE minimum processing method [11] used
SII. Both ASII [18] and SII [41] define SI as a weighted
sum of intermediate subband audibility measures, where
specifically for the ASII the subband audibility is given as
a sigmoidal function of the NE subband SNR, ξNj . We let Ij be
a given minimum requirement on the ASII subband audibility
performance [18] in subband, j. Then, by definition of the
ASII audibility measures [18], it was shown in [19, App. C],
that the SI constraint for the j’th subband in terms of the NE
subband SNR, ξNj , is [40],

g2j δSj (αj)

g2j δUj (αj) + σ 2
Nj

≥ I ξj (23)

ISIj = g2j
(
δSj (αj) − δUj (αj)I

ξ
j

)
≥ σ 2

Nj I
ξ
j , (24)

where I ξj ≜
Ij

1−Ij
. As stated above, the NE subband SI is upper

bounded by the FE subband SI. Considering the terms inside
the parenthesis in (24), we see how the subband SI constraint
is only feasible if an αj exists such that ξFj > I ξj , i.e.,
if the parameterized beamformer can provide a feasible FE
SNR. Therefore, as proposed in [40], we define the following
parameter,

DRj ≜ δRSj − δRUj I
ξ
j , (25)

which indicates the ability of the reference beamformer,
vRk , to provide a feasible FE SNR. That is, DRj is positive
only if the processed FE SNR resulting from the reference
beamformer is above the desired audibility limit. Similarly,
we can define the parameters DµMWF

j and Dcross
j which

indicate the ability of wµMWF
k and the cross combination

of beamformers to provide a feasible FE SNR. Expanding

the terms inside the parenthesis in (24) and using the above
defined parameters, we can define the polynomial,

pFSE(αj) ≜ α2
j D

R
j + (1 − αj)2D

µMWF
j

+ αj(1 − αj)Dcross
j (26)

which represents the ability of the parameterized beamformer
to remove sufficient FE noise for various values of αj. For

example, for αj = 1 the polynomial is equal to DRj and
is positive only if the reference beamformer can remove
sufficient FE noise. Using this polynomial, we can write the
audibility constraint as

g2j pFSE(αj) ≥ σ 2
Nj I

ξ
j . (27)

2) NOISE POWER CRITERION
The joint approach has the advantage of having knowledge
about the noise situation at both the FE and NE [40]. Thus,
in contrast to the blind minimum processing of [11] and [19],
we have the ability to try to control the processing in relation
to noise in both environments [40].
From (23), it becomes apparent that, to enhance the SNR

and meet the audibility requirement, it may be necessary for
the processed FE noise to surpass the NE noise. However,
the improvement in SI could lead to an undesirable decline
in SQ due to elevated overall noise levels, depending on the
noise powers. Consequently, to mitigate distortions resulting
from excessive noise levels, the joint minimum processing
approach introduces a constraint, INPj , on the power of the
processed FE noise [40],

10 log10
(
g2j δUj (αj)

)
≤ 10 log10 σ 2

Nj + 1Uj . (28)

Here, the parameter 1Uj is used to regulate the amount of
dB the processed FE noise power can overpower or must stay
below the NE noise power in subband j [40].

C. OPTIMIZATION PROBLEM AND SOLUTION
Combining the cost function and performance constraints,
we have that the joint FE and NE minimum processing
speech enhancement problem (8) with MSE processing
penalty (15), ASII performance constraint (27) and noise
power constraint (28) is [40],

argmin
αj,gj∈R+

(
1 − αj

)2
+

(
1 − gj

)2 (P0)

s.t. C1 : g2j pFSE(αj) ≥ σ 2
Nj I

ξ
j , C3 : 0 ≤ αj ≤ 1,

C2 : g2j δUj (αj) ≤ σ 2
NjcUj , C4 : 1 ≤ gj,

where cUj = 101Uj/10.
Remark 2: The interaction between the two performance

constraints C1 and C2 and specifically the parameters I ξj and
1Uj determine the feasibility of the optimization problem.
For example, as the SI target increases, the audibility target,
I ξj , also increases, and it becomes more difficult to satisfy
constraint C1. Similarly, as we lower how much the FE noise

119988 VOLUME 12, 2024



A. J. Fuglsig et al.: Joint Far- and Near-End Speech and Listening Enhancement

is allowed to overpower the NE noise by lowering 1Uj it
becomes increasingly difficult to satisfy constraint C2.
Thus, if the beamformers are sufficiently good, such that

there exists an αj where pFSE(αj) > 0, then as the audibility
constraint increases, it requires a larger NLE gain, gj to
satisfy C1. The larger NLE gain then leads to increased
boosting of the processed FE noise power, δUj (αj). However,
if 1Uj is chosen such that the FE noise is not allowed to
sufficiently overpower the NE noise, the optimization may
not have a feasible solution even though the intelligibility
constraint is satisfied.

We show that the solution to the optimization problem is
found at the boundary of the feasible set or at stationary
points. Therefore, we identify the following sets from the
constraints,

FC1 ≜ {α ∈ [0, 1] : pFSE(αj) ≥ σ 2
Nj I

ξ
j } (29a)

FC2 ≜ {α ∈ [0, 1] : δUj (αj) ≤ σ 2
NjcUj} (29b)

FSI ≜
{
α ∈ [0, 1] : σ 2

Nj I
ξ
j > pFSE(αj) > 0

}
(29c)

FNP ≜
{
α ∈ [0, 1] : I ξj δUj (α) − cUjpFSE(α) ≤ 0

}
. (29d)

Finally, we have the set,

FS ≜
{
α ∈ [0, 1] : h′(α) = 0 and h′′(α) ≥ 0

}
, (30)

containing the stationary points of the convex regions of the
following helper function,

h(αj) ≜

√
σ 2
Nj
I ξj

pFSE(αj)
− αj. (31)

Details about the first and second derivatives of h(αj) are
provided in Appendix C-A4. Denoting the boundary of a set
F by ∂F , we have the following theorem, stating the solution
to the optimization problem.
Theorem 1: The optimal minimum processing beam-

former weight, α∗
j , and NLE gain, g∗

j , solution to the
optimization problem (p0) are:
If FC1 ∩FC2 ̸= ∅ or FSI

∩FNP
̸= ∅: α∗

j is the minimum
of the stationary and boundary solutions, i.e.,

α∗
j = argmin

α
π (α),

s.t. α ∈

(
FS ∩ FSI

∩ FNP
)

∪ ∂
(
FSI

∩ FNP
)

∪ ∂
(
FC1 ∩ FC2

)
, (32)

where

π (α) =


1 − α if α ∈ ∂

(
FC1 ∩ FC2

)
h(α) if α ∈

(
FS ∩ FSI

∩ FNP
)

or if α ∈ ∂
(
FSI

∩ FNP
)

.

(33)

and

g∗
j =



1 if α∗
j ∈ ∂

(
FC1 ∩ FC2

)√√√√ σ 2
Nj I

ξ
j

pFSE(α∗
j )

if α∗
j ∈

(
FS ∩ FSI

∩ FNP
)

or if α∗
j ∈ ∂

(
FSI

∩ FNP
)

.

(34)

If FC1 ∩ FC2 = ∅ and FSI
∩ FNP

= ∅: No feasible
solution exists.
The proof of Theorem 1 is found in Appendix C.
Remark 3: We note that the set of stationary points, FS is

a finite discrete set. Similarly, the boundary of an interval
in R is a finite discrete set, and hence, the boundaries of
the intersections ∂

(
FC1 ∩ FC2

)
and ∂

(
FSI

∩ FNP
)
are finite

discrete sets. Thus, to find the optimal solution, we avoid
searching over a continuum of points and instead only need
to compare a small finite number of points. In fact, from the
proof in Appendix C it can be seen that, ∥FS∥0 ≤ 2 and
∥F i

∥0 ≤ 4, for i ∈ {C1, C2, SI,NP}.
With the optimal solution (α∗

j , g
∗
j ) the optimal minimum

processing beamformer is then expressed as

w∗
j,k = α∗

j v
R
k + (1 − α∗

j )w
µMWF
k . (35)

Based on the subband definition, various frequencies may
contribute tomultiple subbands indexed byFk . Consequently,
the optimal beamformer wj, k∗ and NLE gain g∗

j can influ-
ence multiple subbands. Denoting the weight that reflects the
influence of this contribution as ηj,k , the optimal beamformer
and NLE gain for each frequency are,

w∗
k =

∑
j∈Fk

ηj,kw∗
j,k and g∗

k =

∑
j∈Fk

ηj,kg∗
j . (36)

See Appendix A for definition of the weights ηj,k .

1) INFEASIBLE CASES
For the sets in (29), FC1 represents the feasible α

for which g = 1 satisfies C1, FC2 represents the feasible
α for which g = 1 satisfies C2, FSI represents the feasible
α for which we must have g > 1 to satisfy C1, and FNP

represents the feasible α for which g2 = σ 2
Nj I

ξ
j /pFSE(αj) > 1

satisfies C2. Particularly, this means, FC1 = ∅ implies no α

exists for which the beamformer can provide a feasible FE
SNR for the optimal g = 1; FC2 = ∅ implies no α exists for
which the beamformer can provide a feasible FE noise power
relative to NE noise for the optimal g = 1; FSI

= ∅ implies
no α exists for which the beamformer provides a feasible
FE SNR where the optimal NLE gain is g > 1; and finally
FNP

= ∅ implies no α exists for which the beamformer
provides a feasible FE noise power relative to the NE noise
for the optimal g2 = σ 2

Nj I
ξ
j /pFSE(αj) > 1.

For a feasible solution, the constraints C1 and C2 must
both be satisfied simultaneously. Thus, we have that
FC1 ∩ FC2 = ∅ indicates that no α exists for which the
optimal NLE gain is g = 1, and FSI

∩ FNP
= ∅
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indicates that no α exists for which the optimal NLE gain
is g2 = σ 2

Nj I
ξ
j /pFSE(αj) > 1. If either constraint cannot be

satisfied individually, then the constraints cannot be jointly
feasible. Therefore, and because the intersection between an
empty set and another set is always empty, we have a total of
16 different combinations of the sets in (29) that can result in
an infeasible solution, cf. Table 2. For simplicity, we combine
these configurations into four categories, as indicated in
Table 2: (1) infeasibility due to empty intersections, i.e., the
beamformer can provide a feasible FE SI and a feasible FE
noise power but not for the same α; (2) infeasibility because
the FE beamformer cannot provide a sufficient SI for any
choice of g; (3) infeasibility because the processed FE noise
power is too high in relation to the NE noise power for any
choice of g; and (4) infeasibility because the beamformer
cannot provide either a feasible FE SI or noise power for any
choice of g. In Section VI-A, we further investigate how the
number of feasible and infeasible subbands changes with the
FE and NE SNRs.

V. EXPERIMENTAL EVALUATION
We investigate performance in two noise scenarios: (Babble-
Car) where the target talker is in a babble noise setting and
the NE listener is inside a car, and (Car-Babble) the reverse
situation where the target talker is in car noise and the NE
listener is in babble noise. Additional investigations, not
reported here, have shown that the results generalize to other
noise types.

TABLE 2. Categorization of infeasible cases for the optimal joint
minimum processing optimization problem.

A. REFERENCE METHODS
We compare performance against three relevant reference
methods: (1) Blind Min; The blind concatenation of
minimum processing FSE [11] and minimum processing
NLE [19]. The FSE beamformer of [11] is parameterized
according to a reference beamformer and a µ-MWF.
Therefore, these beamformers are selected to be the same
as those used in the proposed joint method. This allows us
to investigate the effect of combining joint processing with

minimum processing in the end-to-end speech enhancement
setting. (2) Joint Max: The joint FE and NE optimization
method based on maximizing ASII [39], since this is also
a joint approach based on ASII but without minimum
processing. Thus, we investigate effects of adding minimum
processing to the joint setting. (3) Blind Max: The blind
concatenation of an MVDR beamformer at the FE (as this is
the beamformer used in [39]) and optimal ASII maximization
at the NE [18]. Thus, we investigate the performance of
the simple classic maximum processing, and the effect of
adding minimum processing to the classic blind end-to-end
approach. Furthermore, we investigate the effect of using
a joint approach [39] against its classic blind counter part
without any relation to minimum processing.

The reference methods [18] and [39] are based on a target
speech power equality constraint. That is, the output power
should match the power of the input signal, Pref . However,
the proposed method is allowed to gain the input signal to
overpower the NE noise, resulting in a total processed power
level of Pprop. Therefore, for a fair comparison, the power
constrained methods [18] and [39] are implemented with the
same power gain to their input signals such that Pref = Pprop.
The blind NLE reference of [19] was, similar to the proposed
method, designed to gain the input signal a sufficient amount
to overpower the NE noise. However, we cannot control
the amount of total applied gain, because the method was
designed specifically without this option.

Finally, the blind concatenation methods are implemented
such that the NLE parts [18] and [19] interpret the signal
coming from the FE, Yk , as clean speech.

B. HANDLING INFEASIBLE SUBBANDS
The joint minimum processing optimization problem (p0)
is solved per subband. However, as shown in Theorem 1,
the existence of a feasible solution is determined by the
subband noise and speech powers. Therefore, to investigate
performance using real speech and noise signals, infeasi-
ble subbands must be handled. In [40], various heuristic
approaches were proposed to find good solutions in infeasible
subbands. However, to better investigate the performance
differences between the proposed joint minimum processing
and the blind concatenatedminimum processing, in this paper
we instead default to using the blind minimum processing
concatenation within these infeasible subbands. Thus, all
differences between the proposed and blind minimum
processing method are due to our joint solution in the feasible
subbands.

C. ESTIMATING STATISTICS
The statistics of speech and non-stationary noisy signals
change over time, and must therefore be estimated and
updated in time. However, updating too fast may lead to
abrupt changes in the processing between time frames,
leading to audible distortions. Therefore, slow time-varying
processing is commonly employed. Hence, in this paper, for
simplicity, we estimate the average speech and noise power
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per Discrete Four Transform (DFT) bin using a long-term
average over several short-time frames,

σ 2
Sk ≜

1
I

∑
i

|Sk,i|2, (37)

CUk ≜
1
I

∑
i

Uk,iUH
k,i, (38)

where I denotes the total number of frames. An expression
similar to (37) holds for the NE noise signal, Nk,i. Thus,
the estimated statistics do not change with time, and we
process signals in a time-invariant manner. For time-varying
processing in practice, the statistics must be updated with,
for example, a recursive average. Furthermore, in the
simulations, we assume that the speech and noise spectra
are known. However, in practical scenarios, the speech and
noise spectra must be estimated from noisy microphone
recordings [32].

D. EXPERIMENTAL SETUP
Unless otherwise stated, the target speech material used
for the evaluations are English sentences from the TIMIT-
database [42] test set sampled at 16 kHz. We pad each target
speech excerpt with 1.5 s of silence at the beginning and end
to allow ramping up the noise level before the speech segment
starts and down after it ends, ensuring a more pleasant
listening experience in subjective listening tests.

The babble noise is created by mixing talkers from the
TIMIT training set. In the (Babble-Car) scenario, we use six
talkers per FE noise source position, and in the (Car-Babble)
setting, we use six competing talkers at the NE. The car noise
is generated by taking a random excerpt of an appropriate
length from noise recorded inside a car traveling at 130 km/h.

We consider an FE room with dimensions 3 × 4 × 3m3,
four noise sources at [0.50, 1.00, 1]m, [0.75, 3.00, 1]m,
[3.00, 2.40, 1]m, and [2.70, 1.30, 1]m, and a target talker at
[1.50, 3.00, 1]m. The FE beamformer has three microphones
at [1.50, 2.00, 1]m, [1.50, 2.02, 1]m and [1.50, 1.98, 1]m,
where each microphone is subject to a 60 dB SNR white
noise. We assume that the room transfer functions are known
and generated without reverberation using [43]. The speech
and noise signals are converted to the time-frequency domain
using an STFT with 32ms Hann windows with 50% overlap
and a sampling rate of 16 kHz. We consider a total of J = 30
auditory subband filters with center frequencies linearly
spaced on the equivalent rectangular bandwidth scale from
150Hz to 8000Hz [44].
We investigate performance with a focus on achieving high

SI with minimal speech distortion. Therefore, we select the
reference beamformer, vR, as the MVDR beamformer, and
µ = 5 for the µ-MWF. The per-band audibility targets, Ij,
and noise power constraints,1Uj , are derived from the overall
parameters A∗ and 1U , using the band importance functions
of the SII as weights, cf. [19, Sec. IV.B]. Through informal
listening and objective scoring we tuned the parameters of the
proposed method, such that the target total ASII is A∗

= 0.9

for all scenarios, while 1U = 0 dB in the (Babble-Car)
scenario and 1U = −5 dB in the (Car-Babble) scenario.
We note that these are not generally applicable values, and
a new tuning should be made when working with other
scenarios.

Finally, to further control the gains and limit excessive
sound levels, we set an additional maximum gain limit on the
NLE gain, g∗

j , of 60 dB.

VI. OBJECTIVE PERFORMANCE
Performance is evaluated and averaged across 10 trials1 from
the TIMIT dataset. We consider performance in terms of
estimated SI with the ESTOI metric and estimated SQ using
the PESQ metric. Furthermore, we consider how the number
of feasible bands changes in (p0) with varying FE and NE
SNRs.

A. FEASIBLE AND INFEASIBLE SUBBANDS
We consider 30 auditory subband filters and solve the joint
minimum processing optimization problem (p0) for each
subband. However, as shown in Theorem 1, a feasible
solutionmay not exist for all subbands depending on the noise
situation at the FE and NE. As, these infeasible situations
must be handled, it is of great interest to investigate how often
we are in an infeasible case (and which one) or in a feasible
case. Table 3 shows the average number of feasible and
infeasible subbands for each infeasibility category (Table 2)
for various SNR and noise combinations, where the average
is taken across the 10 TIMIT trials.

The results show that, for fixed NE SNRs, as the FE
SNR increases the number of feasible subbands increases,
as the number of infeasible subbands due to insufficient
FE SI decreases. For higher fixed NE SNRs, the number
of infeasible subbands that satisfy neither the SI nor the
noise power constraint first increases and then decreases.
In particular, in (Babble-car) scenario (Table 4(a)) the number
of infeasible subbands owing to empty intersections first
increases and then decreases. Thus, as the FE SNR increases,
it generally becomes easier for the beamformer to remove
sufficient FE noise to satisfy the subband SI and noise power
constraints. However, for higher NE SNRs, the remaining
FE noise power is still so high that the beamformer cannot
maintain the processed FE noise below the NE noise until the
FE SNR is sufficiently high and the FE noise power subsides.

For fixed FE SNRs, as the NE SNR increases, the number
of feasible subbands decreases. This seems counterintuitive
at first, because the number of infeasible subbands due to
insufficient FE SI decreases. However, this is caused by
an increase in the number of infeasible subbands satisfying
neither the SI nor the noise power constraint. Furthermore,
for the (Babble-Car) scenario, the number of infeasible
subbands owing to empty intersections first increases and
then decreases. Thus, as the NE SNR increases, satisfying the

1Audio samples available: https://afugls.github.io/Joint_MinProc_FSE_
and_NLE/
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TABLE 3. Out of a total of 30 subbands the tables show the average number of subbands that were either feasible or infeasible according to the four
categories in Table 2, for (a) FE babble and NE car noise and (b) FE car and NE babble noise. Background color scales with the score, brighter colors
correspond to higher values.

SI constraint becomes easier. However, too much FE noise
still remains and causes infeasibility because the NE noise is
so low that the FE noise still overpowers it.

B. ESTIMATED INTELLIGIBILITY
Tables 5(a) and 5(b) show the ESTOI performance of
the proposed and reference methods in the (Babble-Car)
and (Car-Babble) scenario, respectively. At low SNRs,
all methods demonstrate an improvement in performance
compared to the unprocessed scenario, except for instances
of FE babble noise with an SNR less than −25 dB for all
NE car noise SNRs. In FE car noise scenarios, performance
improvement is more substantial than in babble noise
situations because car noise is less detrimental to SI and
easier to remove, thus providing better conditions for the
NLE component to operate effectively. As the SNRs increase,
the unprocessed performance naturally improves, making it
challenging for the various processing methods to exhibit
significant enhancements. Additionally, at higher SNRs,
objective scores may penalize processing artifacts, even
though the speech is highly intelligible. Thus, the differences
in scores at this level may not accurately reflect real-world
perceptual improvements.

Comparing processing methods, the maximum processing
techniques generally exhibit slightly higher performance than
minimum processing methods, with the difference becoming
more pronounced at higher SNRs. This is expected because

the maximum processing methods are designed to maximize
SI. However, because we provided a high SI target the
minimum processing methods also yield high ESTOI scores.
The high SI target also leads to a larger power increase, which
the maximum processing methods utilize to achieve a slightly
higher ESTOI score.

When comparing the joint minimum processing and
blind minimum processing methods, their performances
are relatively similar. However, joint minimum processing
tends to have slightly better ESTOI performance than blind
minimum processing when the FE SNR is at or above
−20 dB for all noise scenarios and NE SNRs. Looking at
Table 3, we see that this corresponds to the number of
feasible bands starting to rise (if not before depending on NE
noise scenario). Because we chose to let the joint minimum
processing default to the blind approach in the infeasible
subbands, we expect joint minimum processing to behave
similar to blind processing if there are no feasible bands.
Thus, the differences in performance are caused by the joint
solution in the feasible subbands, and joint processing can, for
certain SNRs, outperform blind processing in the minimum
processing setting. However, for the maximum processing
methods, their performances remain largely similar across
various noise and SNR combinations, with only marginal
differences. In cases where differences exist, it is inconsistent
whether joint or blind maximum processing is superior, with
blind processing seemingly outperforming more frequently.
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TABLE 4. Average ESTOI and PESQ scores in the (Babble-Car) scenario in (a)+(c) and (Car-Babble) scenario in (b)+(d). Best performance is highlighted in
bold for each SNR and noise pair. Background color scales with the score. Brighter colors correspond to higher values (normalized per measure). Blind
Min: [11] + [19], Joint Max: [39], Blind Max: MVDR + [18].
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This is surprising since the joint maximum processing
method has no feasibility issues; thus, it should always be
able to utilize joint knowledge to outperform blind maximum
processing. Hence, based on objective SI estimation using
ESTOI, it is inconclusive whether joint processing can
consistently enhance performance over blind processing.

Finally, as either noise type vanishes (very high SNRs),
we see, as expected, that there are no differences between
the joint and blind methods. This is expected because if
there is little to no noise at either the FE or NE, the end-
to-end communication scenario tends towards a single-end
scenario. Hence, both the joint and blind methods operate
on the same terms, and it does not matter if the joint
method can utilize joint knowledge if there is not much
to be knowledgeable about. Thus, using the proposed joint
minimum processing method, we automatically obtain the
performance and behavior seen in the single-sided minimum
processing [11], [19].

C. ESTIMATED QUALITY
Tables 5(c) and 5(d) show the PESQ performance of the
proposed and reference methods in the (Babble-Car) and
(Car-Babble) scenario, respectively. We note that PESQ
is very sensitive to noise, and PESQ scores tend to be
dominated by noise at lower SNRs, thus making it very
difficult to discern any differences when noise is the dominant
component [11]. As the SNRs increase, the environmental
FE noise and environmental NE noise become less dominant,
and the PESQ scores increase, and improvements become
evident. Furthermore, PESQ compares clean speech to the
(processed) noisy signal, thus the unprocessed scenarios may
receive the highest score in higher SNRs where speech
distortions exceed the noise level.

In the (Babble-Car) noise scenario, with FE SNRs below
0 dB and NE SNRs below −5 dB, PESQ scores remain
consistently low, and differences are indiscernible between
processed and unprocessed signals. For higher SNRs, the
performance of the processing methods improves. However,
the unprocessed performance remains the highest, with the
minimum processing methods being able to better maintain a
low distortion and higher speech quality than the maximum
processing methods. For the (Car-Babble) noise scenario,
all methods can improve performance over the unprocessed
signal, even at low SNRs, where PESQ can be dominated by
the noise signal [11], and increases in SI lead to increases in
SQ as the speech signal becomes clearer within the noise.

Comparing processing methods, the minimum processing
methods consistently outperform the maximum processing
methods, particularly at high SNRs, where they exhibit
improved speech quality compared to their maximum pro-
cessing counterparts. At lower SNRs, the flexibility of the
minimum processing methods to adopt a more aggressive
MWF beamformer allows them to remove more noise
than the MVDR beamformer employed in the maximum
processing methods, resulting in a more substantial increase
in PESQ. Thus, minimum processing methods achieve

competitive estimated objective SI on par with maximum
processing methods while concurrently achieving superior
estimated objective SQ.

Comparing between joint and blind methods, there is no
difference in performance in either the minimum or the
maximum processing case. As mentioned earlier, at high FE
SNRs, there are many feasible bands, cf. Table 3, but not
much to gain using a joint approach method because there
is not much noise to consider and the terms are the same
for both joint and blind methods. However, surprisingly we
see no difference at the medium SNRs where there are still
many feasible bands. Again it is interesting, that there is
no difference between joint and blind maximum processing,
because there are no feasibility issues, so joint should always
be able to utilize its joint knowledge to increase performance.

VII. SUBJECTIVE PERFORMANCE
In this section, we evaluate the performance of the proposed
joint minimum processing along with the reference methods
in subjective listening tests.

The objective results showed that the joint minimum
processing method obtained a slightly better estimated SI
than the blind minimum processing. However, the results
were inconclusive regarding the effects of joint processing in
the maximum processing setting. Although there was a small
advantage to maximum processing over minimum processing
in the estimated SI. Additionally, there were no differences
between joint and blind processing in terms of estimated SQ,
but there was a clearer difference between minimum and
maximum processing in estimated SQ. However, subjective
intelligibility and quality may not always be well represented
by objective measures, and the differences observed in
these methods may not reflect realistic performance [10].
Furthermore, we conducted informal listening tests, which
indicated that it was difficult to distinguish between the
intelligibility of the evaluated methods, even when there was
a large difference in objective performance.

Therefore, to further evaluate the performance differences
between the joint and blind methods, and the minimum
processing and SI maximization methods, we conducted
subjective listening tests. We perform a listening test for SI
in combination with listening effort, and a separate listening
test for perceptual SQ. We investigate self-reported listening
effort, since SI also affects listening effort [27], and we only
found small differences in estimated SI. Thus, it is interesting
to see if joint processing has a clearer effect on listening effort
than on SI.

The SNRs used in the listening tests were chosen such that
there is noise present at both ends since we are interested in
the joint setup with end-to-end noisy communication. If we
consider very high SNRs at either end, we would repeat the
studies of [11] and [19].

A. SHARED SETUP AND PROCEDURE
Both listening tests were performed in a silent room.
A Lenovo T460s laptop connected to an external monitor
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was used for reporting and displaying the user interface.
The laptop was also equipped with a USB sound card
(DragonFly Black) and a set of closed over-ear headphones
(Beyerdynamic DT-770 Pro 32 ohm) for audio playback. All
audio stimuli in both tests were normalized to a perceived
loudness of −31 LUFS according to the EBU R128 [45] rec-
ommendation for loudness normalization as implemented in
ffmpeg-normalize.2 The test participants were allowed
to adjust the overall volume to a comfortable level during a
prior training session of each test. Both tests included a short
training session to familiarize the participants with the test
procedure, audio stimuli, and user interface and limit learning
bias. The training scores were not included in the final test
results. Finally, to limit listening fatigue, participants were
not allowed to participate in both tests on the same day.

B. SPEECH INTELLIGIBILITY AND LISTENING EFFORT TEST
1) SETUP
A total of 22 (3 female, 19 male) native Danish speaking
untrained listeners, with an age span of 25 to 65 years and an
average age of 39.9 years, volunteered for participation. All
participants had self-reported normal hearing. The average
test time, including the training, was 52 minutes. The user
interface was based on [46] and was modified to also enable
self-reported listening effort.

2) PROCEDURE
We performed a closed-vocabulary matrix test combined
with an additional rating of listening effort. The speech
material used for this test was the Danish Dantale II
corpus [47]. The utterances in the Dantale II corpus were
recorded by a single female native Danish speaker in
silent conditions. Each utterance has a syntactical struc-
ture of name + verb + numeral + adjective +
object and was generated by randomly choosing a word
from a set of 10 different candidate words for each word class
[47].

For a series of trials, the user interface presented a matrix
of all the candidate words for each of the five word classes.
Participants initiated audio playback via a mouse click, and
the audio was played only once. Subsequently, participants
selected the words heard from the matrix of candidate words
using the mouse. When participants were satisfied with their
word selection, a secondwindow automatically openedwhere
participants were asked to rate, using a slider interface, how
much listening effort they spent on understanding the words
on a scale from 0 (no effort) to 10 (maximum effort). After
rating the listening effort, the interface returned to the word
matrix and the stimulus of the next trial was automatically
played. This procedure was repeated until the end of the
test. Intelligibility is measured as the percentage of correctly
identified words.

Each test consisted of 2 noise scenarios × 2 SNR pairs ×

5 processing types (including unprocessed) × 6 sentences =

2https://github.com/slhck/ffmpeg-normalize

120 trials. The target speech and the order of the trials
were random for each participant. For the (Babble-Car)
scenario, performance was evaluated at FE and NE SNR pairs
(−12.5 dB,−40 dB) and (−7.5 dB,−30 dB). In the (Car-
Babble) scenario, performance was evaluated at FE and NE
SNR pairs (−40 dB,−20 dB) and (−10 dB,−10 dB). The
SNR that showed the largest difference in ESTOI scores did
not show differences in SI in informal listening, and indicated
full intelligibility. Therefore, we performed the listening test
at more severe SNRs where it might be possible to detect
differences in SI.

The training session consisted of 20 trials (1 sentence per
noise/SNR/processing pair).

C. SPEECH QUALITY TEST
1) SETUP
The speech quality listening test was conducted by 25
(4 female, 21 male) volunteer untrained listeners, with an age
span of 24 to 65 years and an average age of 39.3 years. All
participants had self-reported normal hearing. The average
test time, including the training, was 46 minutes. The speech
material used for the speech quality listening test was
sentences from the English TIMIT test set. The test was
conducted using a user interface that was slightly modified
from [48].

2) PROCEDURE
We carried out a listening test using the MUlti Stimulus with
Hidden Reference and Anchor (MUSHRA) paradigm [49].
Participants evaluated audio quality on a scale ranging from
0 to 100, segmented into five equal intervals denoted as bad,
poor, fair, good, and excellent. Participants were specifically
directed to assess the basic audio quality in comparison to
a known reference signal, with no additional specifications
provided for the definition of audio quality. Each participant
was presented with a sequence of 2 noise scenarios × 2 SNR
pairs × 4 sentences = 16 trials. Both the reference sentences
and the order of the trials were random for each participant.
Each trial consisted of a clean reference signal and 7 other
signals to be rated: 1 hidden reference, the 4 systems under
test, 1 unprocessed signal, and 1 hidden anchor (unprocessed
signal at lower FE and NE SNRs). For the (Babble-Car)
scenario, performance was evaluated at the FE and NE SNR
pairs (0 dB,−10 dB) and (15 dB, 5 dB), and the anchor SNR
pair was (−10 dB,−20 dB). In the (Car-Babble) scenario,
performance was evaluated at the FE and NE SNR pairs
(−5 dB,−5 dB) and (5 dB, 20 dB), and the anchor SNR pair
was (−25 dB,−10 dB).
The training session consisted of four trials (1 sentence per

noise-SNR pair).

D. LISTENING TEST RESULTS
Figure 4 shows box plots of the results of the three listening
tests for each noise, processing, and SNR condition. For
statistical significance tests of the results, we consider the
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FIGURE 4. Boxplot of the (a) speech intelligibility, (b) listening effort, and
(c) speech quality test results for FE babble and NE car noise (left) and FE
car and NE babble noise (right). Medians and means are indicated by red
horizontal lines and diamonds, respectively. Outliers are indicated by red
crosses. Legend from bottom plot applies to all figures (no reference or
anchor was used in the (a) intelligibility and (b) listening effort tests).
Blind Min: [11] + [19], Joint Max: [39], Blind Max: MVDR + [18].

nonparametric Kruskal-Wallis H test [50], since the assump-
tion of normal distribution of the data is invalid according
to the Kolmogorov-Smirnov test [51], and given the number
of participants and their different interpretations of the
scales [52]. The p-values for the comparisons considered
in this paper are listed in Table 5. p-values are considered
significant and are marked in bold if p < 0.05/m = 0.005
(m = 10), where we have corrected the significance level
with the Bonferroni method [53], and m is the number of
tested hypotheses.

1) SPEECH INTELLIGIBILITY
Considering Fig. 4(a) and Table 5(b) jointly, the results
show across both noise scenarios and all SNR pairs that all

TABLE 5. p-values for (a) the intelligibility, (b) listening effort, and
(c) MUSHRA test. p-values below a Bonferroni corrected significance level
of 0.005 are marked in bold. Blind Min: [11] + [19], Joint Max: [39], Blind
Max: MVDR + [18].

processing methods significantly enhance SI compared to the
unprocessed condition, a result consistent with the objective
ESTOI scores. However, generally, there are large variations
in the data, and it is difficult to determine a particular
trend. Notably, no statistically significant differences were
observed between the maximum and minimum processing
methods. Similarly, no significant differences were found
between joint and blind processing, with the exception of
the (Car-Babble) scenario at very low SNRs. Surprisingly,
in this case, blind minimum processing demonstrated better
performance than joint and blind maximum processing.
In the (Babble-Car) scenario, there appears to be a slight,
insignificant advantage favoring minimum processing meth-
ods over maximum processing; this trend is also reflected
in the ESTOI scores. Despite the expectation that maximum
processing should outperform minimum processing and

119996 VOLUME 12, 2024



A. J. Fuglsig et al.: Joint Far- and Near-End Speech and Listening Enhancement

joint processing outperform blind processing, the limited
participant pool precluded the determination of statistically
significant performance differences.

2) LISTENING EFFORT
Considering the listening effort results in Fig. 4(b) and
Table 5(b), the results show that all methods significantly
alleviate listening effort compared to the unprocessed condi-
tion across both noise scenarios and all SNR pairs. However,
no discernible significant differences were observed between
the maximum and minimum processing methods. Similarly,
no clear distinctions were observed between joint and blind
processing, with the exception of the low SNR case in
the (Car-Babble) noise scenario, where blind maximum
processing exhibited a significantly better outcome than the
minimum processing methods. However, the data exhibits
substantial variations, and no clear tendencies can be
discerned.

3) SPEECH QUALITY
Considering Fig.4(c) and Table 5(c), we see no trends or
significant differences in SQ between the blind and joint
processing methods. However, some trend is seen aligning
with PESQ scores at high SNRs, where the minimum pro-
cessing methods outperformmaximum processing. However,
no significant differences could be determined between the
minimum and maximum processing methods. Although,
in the low SNR case of the (Car-Babble) scenario, the
maximum processing methods significantly outperform min-
imum processing methods. This is in contrast with the PESQ
results, where minimum processing was notably superior to
maximum processing. However, the maximum processing
methods had higher ESTOI scores, although minimum
processing also achieved high ESTOI scores, cf. Table 5(b).
In addition, for the high SNR case of (Car-Babble), max-
imum processing methods are significantly worse than the
unprocessed performance, while no significant differences
are observed between minimum processing methods and
unprocessed or between minimum and maximum processing.
Hence, the optimal balance between SI, speech distortions,
and noise suppression remains unclear in scenarios with
noise at both ends. In the high SNR case of the (Babble-
Car) scenario, all methods were significantly worse than the
unprocessed, aligning with the PESQ results. This indicates
that the increase in estimated SI comes at the cost of speech
distortion. Although not significant, the minimum processing
methods appear to exhibit better quality than the maximum
processing methods, which is also seen in the PESQ results.

4) JOINT VERSUS BLIND
The number of feasible bands is worth noting when
comparing joint and blind minimum processing. There were
only a limited number of feasible bands in both the SI and
listening effort tests, and also in the (Babble-Car) scenario for
the quality test. Hence, there is only slight variations between
the processing of the joint and blind minimum processing

methods. This can partially explain why we see only a
slight performance difference between these methodologies.
Notably, while higher SNRs presented more feasible bands,
lower SNRs levels were specifically chosen for the listening
tests because ESTOI and informal listening tests suggested
that unprocessed SI was so high that all processingwould lead
to maximum SI and the absence of observable differences
at higher SNRs. In contrast, in the (Car-Babble) scenario
in the speech quality test, there were many feasible bands;
however, no significant differences were observed between
the joint and blind minimum processing. Furthermore, it is
interesting that there were only very small variations between
the joint and blind maximum processing despite the absence
of feasibility constraints.

In summary, the subjective listening tests yielded incon-
clusive results regarding the superiority of joint processing
over blind processing in both the minimum and maximum
processing scenarios. Additionally, we did not establish
statistically significant improvements in speech quality with
minimum processing over maximum processing in high SNR
cases, despite trends aligned with objective measures. The
inherent challenge of small sample sizes underscores the need
for future studies with larger participant pools to draw more
definitive conclusions.

VIII. DISCUSSION
The results of this study revealed more distinct differ-
ences between minimum and maximum processing than
between joint and blind processing, although the disparities
remained statistically insignificant in subjective listening
tests. Notably, this showed that the performance of min-
imum processing was not significantly inferior to that
of maximum processing, since both the maximum and
minimum processing methods significantly enhanced SI over
unprocessed signals. This highlights the effectiveness of
minimum processing approaches in SI enhancement.

The proposed joint minimum processing approach con-
verges, by design, towards the performance of single-ended
minimum processing methods in scenarios with high SNRs.
Specifically, ourmethod achieves comparable performance to
the single-ended minimum processing methods [11] and [19]
when there is minimal to no noise at either the NE or the
FE. The adaptability of joint minimum processing is further
emphasized by its ability to provide SI performance similar
to joint maximum processing at low SNRs and when noise is
present in both the FE and NE. In addition, for higher SNRs,
where noise is absent at either end, our approach achieves
a higher SQ. Consequently, the joint minimum processing
method minimizes speech distortions while preserving a high
SI. This indicates the beneficial application of the minimum
processing principle in end-to-end communication scenarios.

Existing studies on joint FE and NE enhancement [33],
[34], [35], [36], [37], [38], [39], [40] show varied results
regarding the superiority of joint processing over blind meth-
ods. Although these studies compare a wide array of methods,
they sometimes omit comparisons against blind methods
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or other blind and joint approaches of the same nature,
leading to a lack of clarity regarding their implementations
under consistent conditions. In our approach, we compared
similar methods to investigate the specific gains from using
a joint approach versus a blind approach, with the aim
of eliminating the confounding effects of vastly different
processing types. Hence, this work provides a clearer indi-
cation of the dynamics between joint and blind processing,
as well as between minimum and maximum processing.
Therefore, it is interesting that our results were incon-
clusive regarding the superiority of joint processing over
blind processing. Despite conducting experiments in oracle
situations, the distinctions between the two approaches were
very subtle. Although trends showed that joint processing
outperformed blind processing in objective SI, the differences
were statistically insignificant in the subjective listening
tests.

The limitation in increasing the joint performance over
blind minimum processing can, in certain cases, be attributed
to the number of feasible bands in the optimization problem.
Hence, the performance constraints must be carefully consid-
ered in practical implementations. However, the absence of
feasibility issues in the maximum processing case indicates
that the lack of performance difference between joint and
blind maximum processing cannot be solely attributed to the
optimization constraints.

We investigated the effect of joint processing when noise is
present at both ends, because this is the only time that it makes
sense to use a joint approach. However, conducting listening
tests with noise at both the FE and NE is not very common.
In [36] and [37], preference tests were used for both SI and
SQ. Reference [38] conducted an informal closed-matrix SI
test. References [34] and [35] conducted SI tests in which
the words heard were typed in a computer interface. In [34]
SQ was assessed only in quiet NE conditions. Hence, it is
not clear what best practice is to judge especially SQ in the
presence of both FE and NE noise. However, by using the
MUSHRA test for SQ, we allowed the participants to freely
judge what they deemed important in terms of SQ, under the
assumption that they were familiar with the target speech,
i.e., the reference signal. Hence, participants judged the
importance of noise and speech distortions simultaneously.
However, future studies may benefit from a clearer focus
on which SQ degradations are caused by either (processed)
environmental noise or speech distortions.

The results also show the impressive performance of
the reference methods, suggesting limited potential for
substantial improvement in terms of SI and SQ. Additionally,
as SNRs improve at either end, the demand for joint FE
and NE speech enhancement diminishes as the situation
converges towards the single-ended cases. Generally, the
better FSE methods are at removing noise in a distortionless
manner by, for example, using DNNs [7], [8], [9] or an
increased number of microphones [5], there is less need for
joint SI and SQ enhancement.

IX. CONCLUSION
We extensively explored the joint FE and NE minimum
processing framework introduced in [40]. The primary con-
tribution lies in deriving a closed-form analytical solution for
the optimization problem, with an MSE processing penalty,
an estimated SI constraint represented by ASII and an SQ
noise power constraint. We provided a thorough explanation
of the key elements and conducted a systematic performance
study, including objective measures and listening tests for SI,
listening effort, and SQ. Performance was compared to joint
ASII maximization, the blind concatenation of minimum
processing FSE and NLE, and the blind concatenation
of classic maximum processing, and revealed nuanced
results.

For estimated SI measured by ESTOI, maximum pro-
cessing methods generally exhibit slightly superior per-
formance, with the proposed joint minimum processing
framework showing a slight edge over blind minimum
processing. However, the results were inconclusive regarding
the consistent superiority of joint maximum processing over
blind maximum processing in ESTOI. The PESQ results
consistently show that minimum processing outperforms
maximum processing, especially in high SNRs, but no
significant differences were observed between the joint
and blind methods. All subjective listening tests yielded
inconclusive results. Subjective listening test results align
with trends observed in objective measures, but fail to
establish significant differences between maximum and
minimum processing or between joint and blind processing.
Hence, minimum processing performs on-par in SI with
maximum processing while preserving a good SQ in higher
SNR settings when noise is present at both ends. Additionally,
because the joint minimum processing method has the
single-ended solutions as special cases, the results and
performance from the single-end minimum processing works
extend to the joint case. This shows that it is also beneficial
to apply the minimum processing principle in the context of
end-to-end communication scenarios.

In essence, our work sheds light on the intricate relation-
ship between SI, SQ, and the joint, blind, maximum and
minimum processing methods. We provide in-depth insights
into the optimization problem of joint minimum processing
and underscore the importance of future investigations
concerning optimization at both FE and NE in a joint
context.

A. FUTURE WORK
Our results provide valuable insights into this field, emphasiz-
ing the need for more thorough investigations with controlled
implementations of joint and blind methods under identical
conditions, for a deeper understanding of the behavioral
aspects of blind and joint processing and a combined review
of the performance of existing results.

Future work, directly pertaining to our method, includes
investigating the conditions for feasibility in the optimization
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problem and how to derive an optimal performance in
infeasible cases. Additionally, interesting extensions include
other optimization targets, ANC, non-linear processing, and
multiple FE environments with only one NE, together with
a single FE broadcasting to multiple NE environments as
in online meetings. It is also very interesting to investi-
gate performance under more real-world conditions, with
estimated speech and noise statistics, and in dimensions
other than SI and SQ, such as complexity, synchronization
requirements, and the need for bidirectional side-information
transfer, are crucial. Particularly, when considering speech
coding and how it can be incorporated into the joint end-
to-end communication, where joint knowledge might be
utilized in allocating limited bit rates to frequencies that
are inaudible due to NE noise. Furthermore, it is interesting
to investigate the impact of nonlinear processes between
FE and NE, especially in the context of speech coding
in real-life systems. Exploring the robustness of methods
to coding added after the beamformer is also of interest.
Similarly, the interplay between the dependence of the
proposed solution on frequency-band energy and automatic
gain control warrants further exploration. In addition, the
potential increase in bit rates for carrying enhanced signals
needs consideration, and adjustments to the solutions may be
necessary.

APPENDIX A
SUBBAND FILTERING
Filtering frequency bins into subbands and determining the
filter weights can be performed in various ways, cf. [11], [19,
App. A]. In this paper, we consider auditory critical band
filters [41] based on the gammatone filter bank model of [44].

As in [19], we let hj be the impulse response of the j’th
subband auditory filter. Now, for the j’th subband, the energy
of the clean speech signal, Sj,i, is given as the convolution
between s and hj, which in the time-subband domain is

S2
j,i ≜

∑
k∈Bj

|Sk,i|2|Hj(k)|2, (39)

where Hj(k) represents the DFT of hj in frequency-bin k .
We generate the frequency domain gammatone filters, Hj(k),
according to [44], and normalize them according to the mean
total weight per frequency, that is.,

H ′
j (k) =

Hj(k)
1
K

∑K
m

∑J
l Hl(m)

, ∀j, k. (40)

We then let the subband filter weights,ωj,k , be the normalized
squared magnitude response of hj, i.e., ωj,k = |H ′

j (k)|
2.

When producing the final beamformers and NLE gains for
each frequency bin, we need to apply a combination formula,
such as that in (36). Because the weights, ηj,k , are applied to
beamformer vectors and NLE gains, and not power spectra,
we let the weights be given according to the normalized
subband filter amplitudes, i.e., ηj,k = |H ′

j (k)|.

APPENDIX B
PROCESSING PENALTY
A. BEAMFORMING COST
For far-end-only minimum processing speech enhancement,
it was shown in [11, Sec. IV.A] that the minimum processing
beamforming processing penalty is

Dj(SRj ,Y j) =

∑
k∈Bj

ωj,k

(
vRk − wk

)H
C (µ)
Xk

(
vRk − wk

)
. (41)

Considering the difference to the reference beamformer in the
cost function we have

vRk − wj,k = vRk −

(
αjvRk + (1 − αj)w

µMWF
k

)
(42)

=
(
1 − αj

) (
vRk − wµMWF

k

)
. (43)

Inserting this into the minimum processing beamforming
processing penalty gives

Dj(SRj ,Y j) =

∑
k∈Bj

[
ωj,k

(
1 − αj

)2
·

(
vRk − wµMWF

k

)H
C (µ)
Xk

(
vRk − wµMWF

k

)]
(44)

∝
(
1 − αj

)2
. (45)

B. LISTENING ENHANCEMENT COST
TheminimumprocessingNLE processing penalty was shown
in [19] to be

Dj(Y j,Zj) =

∑
k∈Bj

ωj,k (1 − gk)2 σ 2
Yk . (46)

Following the results of [19], where it was shown to be
optimal to have fixed gains across the entire subband and to
avoid comb filtering [40], we assume that the gains are equal
across the subband. Therefore, we have that

Dj(Y j,Zj) =
(
1 − gj

)2 ∑
k∈Bj

ωj,kσ
2
Yk ∝

(
1 − gj

)2
. (47)

APPENDIX C
PROOF OF THEOREM 1
We reformulate and solve the optimization problem as a
maximization problem with a simpler cost function. That is,

argmax
αj,gj∈R+

αj − gj

s.t. C1 : g2j pFSE(αj) ≥ σ 2
Nj I

ξ
j , C3 : 0 ≤ αj ≤ 1,

C2 : g2j δUj (αj) ≤ σ 2
NjcUj , C4 : 1 ≤ gj. (48)

Looking at C1 and C2, we see that the optimization problem
is only feasible if

∃αj ∈ [0, 1] : pFSE(αj) > 0 and δUj (αj) ≤ σ 2
NjcUj . (49)

That is, when there exists an αj such that the FE SNR
is above the desired audibility limit and the processed FE
noise is below the upper noise limit. For convex optimization
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problems, the Karush-Kuhn-Tucker (KKT) conditions are
necessary and sufficient conditions that determine the global
optimal solution, cf. [54]. However, we see from the
constraints that we are optimizing over a non-convex set;
hence, the optimization problem is non-convex. Therefore,
the KKT conditions are not sufficient conditions for a global
optimum to our optimization problem, but they are still
necessary conditions [54]. Therefore, we investigate the KKT
conditions to determine an optimum point.

Firstly, we formulate the Lagrangian,

L = αj − gj + λ1αj + λ2(1 − αj) + λ3(gj − 1)

+ λ4

(
g2j pFSE(αj) − σ 2

Nj I
ξ
j

)
+ λ5

(
σ 2
NjcUj − g2j δUj (αj)

)
.

(50)
Determining the gradient and writing up the KKT conditions
we get

g2j pFSE(αj) ≥ σ 2
Nj I

ξ
j , (51a)

g2j δUj (αj) ≤ σ 2
NjcUj , (51b)

αj ≥ 0, αj ≤ 1, gj ≥ 1, (51c)

λ1 ≥ 0, λ2 ≥ 0, λ3 ≥ 0, λ4 ≥ 0, λ5 ≥ 0, (51d)

λ1αj = 0, λ2(αj − 1) = 0, λ3(gj − 1) = 0, (51e)

λ4

(
g2j pFSE(αj) − σ 2

Nj I
ξ
j

)
= 0, (51f)

λ5

(
σ 2
NjcUj − g2j δUj (αj)

)
= 0, (51g)[

1 + λ1 − λ2 + λ4g2j p
′

FSE(αj) − λ5g2j δ
′
Uj (αj)

−1 + λ3 + 2λ4gjpFSE(αj) − 2λ5gjδUj (αj)

]
= 0 (51h)

To solve the optimization problem, we begin by determining
the boundary and stationary solutions. Subsequently, we com-
pare the different feasible solutions and select the onewith the
optimal cost function value as the optimal solution [54].

A. SOLVING KKT CONDITIONS
1) IF λ1 > 0, λ2 = 0, λ3 > 0, λ4 ≥ 0, λ5 ≥ 0
Then we must have α∗

j = 0 and g∗
j = 1 and the cost

function value is fcost = −1. This is only a feasible solution if

pFSE(0) = DµMWF
j ≥ σ 2

Nj I
ξ
j and δUj (0) = δ

µMWF
Uj ≤ σ 2

NjcUj ,

i.e., the µMWF beamformer, wµMWF
k , provides a feasible FE

SNR with a sufficiently low FE noise power.

2) IF λ1 = 0, λ2 > 0, λ3 > 0, λ4 ≥ 0, λ5 ≥ 0
Then we must have α∗

j = 1 and g∗
j = 1 and the cost

function value is globally maximized at fcost = 0. This
is only a feasible solution if pFSE(1) = DRj ≥ σ 2

Nj I
ξ
j and

δUj (1) = δRUj ≤ σ 2
NjcUj , i.e., the reference beamformer vRk

provides a feasible FE SNR with sufficiently low FE noise
power.

3) IF λ1 = 0, λ2 = 0, λ3 > 0, λ4 ≥ 0, λ5 ≥ 0
Then we must have g∗

j = 1, and the cost function is
fcost = αj − 1. To ensure feasibility, it is necessary that the
optimal αj satisfies pFSE(αj) ≥ σ 2

Nj I
ξ
j and δUj (αj) ≤ σ 2

NjcUj .

FIGURE 5. The figure illustrates the five different shapes and feasible
regions that may be created by pFSE(α).

The shape of the polynomial pFSE(αj) defines a set of points

FC1 ≜ {α ∈ [0, 1] : pFSE(αj) ≥ σ 2
Nj I

ξ
j }, (52)

that satisfy C1. The polynomial may define the set to have one
of five possible shapes, (a)–(e), as illustrated in Fig. 5, which
are

FC1
(a) = [0, 1], FC1

(b) = [0, α̃b0 ] ∪ [α̃b1 , 1],

FC1
(c) = [0, α̃c0 ], FC1

(d) = [α̃d0 , α̃d1 ], (53)

FC1
(e) = [α̃e0 , 1].

Similarly, the shape of the polynomial δUj (αj) defines a set
of points,

FC2 ≜ {α ∈ [0, 1] : δUj (αj) ≤ σ 2
NjcUj}, (54)

that satisfy C2. Again there are five possible shapes to the set,

FC2
(1) = [0, 1],FC2

(2) = [0, α̂b0 ] ∪ [α̂b1 , 1]

FC2
(3) = [0, α̂c0 ],F

C2
(4) = [α̂d0 , α̂d1 ], (55)

FC2
(5) = [α̂e0 , 1].

Then,

Fg=1
= FC1 ∩ FC2 , (56)

is the jointly feasible region for both C1 and C2, and we
have joint feasibility if Fg=1

̸= ∅, i.e, the feasible region
is non-empty. Since pFSE(αj) and δUj (αj) are second-order
polynomials, we note that the feasible set, Fg=1, is not
necessarily a convex set. Now since the cost function,
fcost = αj − 1, is strictly monotonically increasing with αj,
the optimal α∗

j is the largest α in Fg=1, i.e., the rightmost
boundary of the feasible region, ∂Fg=1. For example,
if Fg=1

= FC1
(d) ∩ FC2

(4) and α̃d0 ≤ α̂d0 ≤ α̃d1 ≤ α̂d1 , then
Fg=1

= [α̂d0 , α̃d1 ] and the optimal value is α∗
j = α̃d1 .
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4) IF λ1 ≥ 0, λ2 ≥ 0, λ3 = 0, λ4 ≥ 0, λ5 ≥ 0
Finally, we consider the interior stationary solution. Isolating
gj in the audibility constraint, C1, we have

gj ≥

√√√√ σ 2
Nj I

ξ
j

pFSE(αj)
, (57)

where pFSE(α) > 0. The only feasible root is the positive
principal root since we must have gj ≥ 1. Combining the
above limit with gj ≥ 1 we obtain

gj = max


√√√√ σ 2

Nj I
ξ
j

pFSE(αj)
, 1

 . (58)

We see that gj = 1 if for the optimal αj we have
pFSE(α∗

j ) ≥ σ 2
Nj I

ξ
j , which we haved already solved in the

previous case. Therefore, we focus on the case where
pFSE(αj) < σ 2

Nj I
ξ
j ∀αj ∈ [0, 1]. In this case, the optimal gj

is g∗
j =

√
σ 2
Nj
I ξj

pFSE(α∗
j )
. Inserting this into (p0) and rearranging

the terms of C2, we find the optimal α∗
j by solving the

optimization problem

argmax
αj∈[0,1]

αj −

√√√√ σ 2
Nj I

ξ
j

pFSE(αj)

s.t. CSI : σ 2
Nj I

ξ
j > pFSE(αj) > 0,

CNP : I ξj δUj (αj) − cUjpFSE(αj) ≤ 0. (59)

First, we consider the conditions for feasibility. Similar to the
above case, we can define

FSI ≜
{
α ∈ [0, 1] : σ 2

Nj I
ξ
j > pFSE(α) > 0

}
(60)

as the set of points that satisfy CSI . Additionally, for the
second-order polynomial in the noise power constraint,
we define the set of points that satisfy CNP,

FNP ≜
{
α ∈ [0, 1] : I ξj δUj (α) − cUjpFSE(α) ≤ 0

}
. (61)

Letting α̇l, α̇r ∈ R be the real roots of the polynomial,
we have four possible regions for the noise power constraint:

FNP
(i) = [0, 1],FNP

(ii) = [α̇l, α̇r ], (62)

FNP
(iii) = [0, α̇l] ∪ [α̇r , 1],FNP

(iv) = ∅. (63)

The jointly feasible set is then Fg(α)
= FSI

∩ FNP. As we
have seen previously, this is not necessarily a convex set.

Secondly, letting

h(αj) ≜ αj −

√
σ 2
Nj
I ξj

pFSE(αj)
(64)

be the cost function, we investigate the concavity/convexity
of the cost function. It can be shown that

d
dα h(α) = 1 +

√
σ 2
Nj
I ξj p

′

FSE(αj)

2(pFSE(αj))
3/2 (65)

d2

dα2 h(α) = −

3
√

σ 2
Nj
I ξj (p

′

FSE(αj))
2

4(pFSE(αj))
5/2 +

√
σ 2
Nj
I ξj p

′′

FSE(αj)

2(pFSE(αj))
3/2 (66)

= −

2
√

σ 2
Nj
I ξj φ(αj)

4(pFSE(αj))
5/2 , (67)

where

φ(αj)

≜
(
Dcross
j − DRj − DµMWF

j

)2
α2
j

−

(
Dcross
j − 2DµMWF

j

) (
Dcross
j − DRj − DµMWF

j

)
αj

+

(
DµMWF
j

)2
−

(
Dcross
j +

DRj
2

)
DµMWF
j +

3
(
Dcross
j

)2
8

(68)

is a second-order polynomial in αj. Because the optimization
problem is only feasible for pFSE(αj) > 0, the sign of the
second derivative depends on the sign of φ(αj). Let αl ∈ R
and αr ∈ R be the real roots of φ(αj), if they exist, where
we assume αl ≤ αr . Then, we may consider four different
scenarios:
(a) If φ(α) ≥ 0 ∀ α ∈ [0, 1] then h(α) is concave in the entire

interval [0, 1].
(b) If φ(α) ≥ 0 ∀ α ∈ [0, αl] ∪ [αr , 1], and φ(α) < 0 ∀ α ∈

(αl, αr ), then h(α) is concave in the intervals [0, αl] and
[αr , 1], and h(α) is convex in the interval (αl, αr ).

(c) If φ(α) ≥ 0 ∀ α ∈ [αl, αr ], and φ(α) < 0 ∀ α ∈ [0, αl)∪
(αr , 1], then h(α) is concave in the interval [αl, αr ], and
h(α) is convex in the intervals[0, αl) and (αr , 1].

(d) If φ(α) ≤ 0 ∀ α ∈ [0, 1], then h(α) is convex in the entire
interval [0, 1].

We note that the stationary points in the intervals where
h(α) is concave are maxima, and the stationary points in the
intervals where h(α) is convex are minima. Thus, the optimal
points are either at the stationary points of the concave regions
or at the boundary of the convex intervals. However, these
optimal points may not necessarily be feasible.

Let αs be a stationary point in a concave region of h(α).
The stationary points can be determined by explicitly solving
h′(α) = 0 or via a simple bisection of h′(α) on the concave
regions. If αs ∈ Fg(α)

∩ [0, 1], then αs is an optimal and
feasible point. On the other hand, if αs /∈ Fg(α), i.e., the
stationary point is not feasible, then the optimal solution is
at the boundary of the feasible set close to αs. For example,
if we are in the case of (a) and FNP

(iii), then we might have
α̇l < αs < α̇r , and αs is not feasible. Therefore, the optimal
feasible value in this case is found to be either α̇l or α̇r .
Finally, let

Fg(α)
S = {α : α ∈ Fg(α), h′(α) = 0, h′′(α) ≤ 0} (69)
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be the set of feasible stationary points in the concave regions
of h(α), and denote the boundary of Fg(α) by ∂Fg(α). Then,
the optimal αj is given as

α∗
j = argmax

α
h(α), s.t. α ∈ Fg(α)

S ∪ ∂Fg(α), (70)

which is a simple combinatorial problem.

B. COMPARING COST FUNCTIONS
We now combine all the above cases such that we find the
optimal solution by comparing the cost function values for
the various optimum points:

fcost(1, 1) = 0 (71)

fcost(0, 1) = −1 (72)

fcost(αj, 1) = αj − 1 (73)

fcost

αj,

√√√√ σ 2
Nj I

ξ
j

fcon(αj)

 = αj −

√√√√ σ 2
Nj I

ξ
j

fcon(αj)
(74)

First, if DRj ≥ σ 2
Nj I

ξ
j and δRUj ≤ σ 2

NjcUj then the
optimal feasible cost function is fcost(1, 1) = 0, which is
clearly the global optimum value. Therefore, in this case
(α∗
j , g

∗
j ) = (1, 1) regardless of the value of any of the other

parameters.
We can cover all other cases by first solving the following

combinatorial problem to determine the optimal αj,

α∗
j = argmax

α
π (α), (75)

s.t. α ∈ Fg(α)
S ∪ ∂Fg(α)

∪ ∂Fg=1,

where

π (α) =

{
α − 1 if α ∈ ∂Fg=1

h(α) if α ∈ Fg(α)
S or α ∈ ∂Fg(α).

(76)

Finally, the optimal gj is

g∗
j =


1 if α∗

j ∈ ∂Fg=1√√√√ σ 2
Nj I

ξ
j

fcon(α∗
j )

if α∗
j ∈ Fg(α)

S or α∗
j ∈ ∂Fg(α).

(77)

This completes the proof.
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