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ABSTRACT In the field of abstract text summarization, architectures based on encoder-decoder
frameworks are widely applied to sequence-to-sequence generation tasks and can effectively handle
sequences of unlimited length. Subsequently, the transformer model use a global attention mechanism,
allowing encodings at different distances to mutually interact, greatly enhancing the model’s contextual
awareness. However, this context-awareness is global, requiring the model to additionally learn to extract
different levels of information to increase understanding. We improve the structure of the model to
introduce prior knowledge so that it can learn from the global and local information and enhance
the model’s understanding ability. This paper proposes global information-aware encoding and local
information-aware encoding, which enhance the understanding of documents from coarse-grained and
fine-grained perspectives respectively. Global encoding adds an extra feature to the encoder stage and
performs attention with the document, generating a global summary encoding of the entire document
to guide the generation of the summary content. Local encoding is to perform local convolution on
the features extracted by the encoder, use prior knowledge to extract local features of the document
and enable the model to quickly extract local detail information. Experiments show that the improved
model proposed in this paper has higher rouge scores than the baseline model on the LCSTS and
CSL datasets, and also has advantages over some mainstream models. The generated summaries
are more accurate and informative. The code is available on github. url: https://github.com/keptupp/
A-text-summarization-approach-to-enhance-global-and-local-information-awareness-of-transformer.

INDEX TERMS Text-summarization, transformer, lstm, vit, cnn.

I. INTRODUCTION
Text summarization in natural language processing aims
to transform long text segments into short text summaries.
Text summarization tasks can be roughly divided into
extractive and abstractive [8]. Extractive text extraction
mainly extracts some important sentences from the original
document and combines them into a short summary, so it
has high authenticity. However, when the logic is complex
in the document, the extracted sentences can not express the
original idea well, and the combined summary is lack of
logical fluency. Abstract methods mainly use deep learning
models to generate document summaries. After learning a
large amount of text summary data, the deep model can
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understand themeaning of the document and generate smooth
document summaries, which is more suitable for people’s
reading styles. However, the training cost of themodel is high,
and the performance of the model depends on the quality of
the dataset [25]. When the document is beyond the scope of
the model data set and the cognition of the model, the results
are often unreal and easy to confuse.

Most of the existing mainstream text summarization
frameworks are based on Seq2Seq [36]. On this basis,
different structures are derived to improve the model and
enhance the performance of the model. Recurrent neural
network (RNN) and long short-term memory (LSTM [9])
are widely used in text summarization because they can
process text sequences of different lengths, but they also
have the disadvantages of high computational complexity
and long-distance gradient disappearance or explosion [33],
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[34]. The subsequent transformer [37] breaks through the
limitation that data cannot be computed in parallel. The
self-attention operation makes the relationship between any
position not become complex with the change of position,
simplifies the model structure, and improves the performance
of the model.

In terms of abstract summary, to improve the understanding
ability of the model, researchers proposed a deep neural
network that mimics human reading, adding hierarchi-
cal perception modules to simulate different fine-grained
reading, adding multi-task learning methods to simulate
careful reading and grammatical error correction, and adding
adversarial learning to improve the quality of summary
generation [46]. In addition, the classical model cannot
discard noise in the language, by adding a self-aware context
selection mechanism to extract the utterance state required
by the decoder, and an asynchronous bidirectional recurrent
neural network to align parallel computation with sequential
processing [11]. In addition, a multi-level hierarchical BART
model is proposed based on the BART model. The author
believes that BART ignores the interaction between sentence
level and word level, and adding a hierarchical structure
can capture different fine-grained features and improve the
performance of the model [1]. There are also improvements
to the predictive output of the model, which is a deterministic
single-point distribution during training and can produce
inference biases. Adding a new training paradigm with non-
deterministic probability distribution can effectively avoid
inference bias [23].

According to previous research results and directions, self-
attentive structures have excellent performance in language
processing, and the encoder obtains the full-text encoding
sequence through the attentional relationship between words.
To some extent, this ordering reflects the model’s under-
standing of the document, which is based on the interactions
between each word and lacks a basic description of the
influence of the whole document on it [43]. In addition, when
the distance between words becomes larger, the degree of
interaction between words becomes smaller. Existing models
usually add positional encoding to enable the model to learn
positional features, so that the model can self-adjust the
attention level towords in different positions. In fact, based on
prior knowledge, the model’s ability to perceive local words
can be strengthened.

To sum up, in order to improve the performance of abstract
models, the existing researches usually use feature extraction
methods of different scales to obtain more abundant features.
Based on this point of view, this study proposes two new
methods to improve model structure based on transformer,
which can significantly improve model performance.

Therefore, this paper proposes an abstract text summariza-
tionmodel with global summary encoding and local summary
encoding. In response to the model’s lack of global overview,
this paper refers to the vision transformer (vit) model to
introduces an additional coded fragment in the encoder so
that it operates attentively with words as a global overview

fragment [6], [42]. Different from vit, the generation of
this encoding segment is generated by inputting the original
document into a Long Short-Term memory network, which
is obtained from the last time series generated by the LSTM.
In this paper, a local convolution strategy is applied to
the features output from the encoder to extract small-scale
features, and the features are sent to the decoder for cross-
attention operations, thus enhancing the local perception of
the model. It has high application potential in the fields that
require high accuracy and credibility of information, such as
news summaries, paper summaries, and legal documents [7].
At the same time, the text summary model can also be used
as a supplement to the large language model to provide more
brief and accurate reference content. The main contributions
of this work are as follows:

• Global summary encoding: Taking inspiration from
vit, we add global encoding fragment to the model
input, which enables it to perform attention operations
with other word fragments to obtain overall synopsis
information.

• Local summary encoding: Based on global self-
attention, the output sequence of the encoder is
convolved to capture local feature information.

• Text model The effectiveness of the model is verified on
two abstract text datasets. The experimental results show
that the rouge [22] score of the summary is improved
compared with the baseline model.

II. BACKGROUND
A large number of networks with different structures emerge
after abstract text abstracts are introduced into deep learning
models and the time series characteristics of recurrent
neural networks are widely used in abstract text abstracts.
Reference [26] uses a recurrent neural network with an
encoder-decoder and adds a network to capture keywords,
a pointer mechanism to process low-frequency words,
and a multi-level structure to capture document hierarchy.
Reference [47] finds that its encoder can only take into
account the representation of the read words in the process
of using the cyclic network, and the author proposes the
mechanism of re-reading to imitate the review behavior of
human beings in the process of reading. Reference [45]
Structural encoder-decoder Decouple the encoder-decoder
of the recurrent neural network, and train the two parts
separately to shorten the training time. In [40], an abstracted
summary method is introduced, and a hybrid similarity
measure is proposed by combining sentence vectors and
Levenshtein distance and is integrated into the graph model
for the recurrent neural network in the abstract stage.
Reference [17] finds that there are often some common
structures in the document, so it reflects the structure part
before adding in the basic model and adopts VAEs as
the generation framework to solve the inference generation
problem. Reference [38] uses CNN on RNN to propose a
joint attention and biased probability mechanism, merges
topic information into the automatic summary model, makes
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it introduces context to generate more coherent and diverse
summaries, and uses ROUGE to directly optimize the model
for non-differentiable summarymeasures. Reference [29] can
generate long text abstracts by combining extract and abstract
abstracts and extracting some sentences from the original
document for decoding in the coding part, to enhance the
ability of long document abstracts.

Reference [14] adds a POClink for point-to-point infor-
mation fusion using the correspondence between sentences,
so as to reduce ungrammatical and meaningless output. Ref-
erence [41] adds convolution operation based on transformer
structure to realize centroid attention, and compacts the
number of features to reduce the calculation amount of self-
attention. Reference [27] introduces a neural topic model
with normalization to capture global semantic information,
and uses context gating mechanism to better control global
semantic expression. Reference [16] proposes the multi-scale
attention mechanism, defines different language units such
as sub-words, words and phrases, and builds a multi-scale
transformermodel based on theseword boundary information
and phrase level prior knowledge. In [28], it is assumed that
there is a hierarchical underlying structure in the document,
which captures long-term dependencies in the top coarse time
dimension and preserves details in the bottom layer. Bottom-
up and top-down coding strategies are introduced on the
encoder of the model to capture more feature information.
Reference [50] proposes a framework to solve the splitting
and summarizing of long texts, which includes N coarse-
grained and 1 fine-grained text. The text is segmented
and paired at each stage, and the final summary output is
produced after N coarse-grained stages and then a fine-
grained one. Reference [44] introduces comparative learning
in transformer to learn the similarities among original
documents, original abstracts and generated abstracts to
minimize them and obtain a better authenticity level.

Document [30] uses transformer’s decoder structure to
conduct unsupervised pre-training and learning on large-scale
texts, so as to obtain strong language expression capabilities.
After that, fine-tuning on different language tasks has
achieved good performance. Reference [12] uses transformer
encoder part for pre-training and mask the prediction part
with mask mechanism, so that Transformer can infer the
covered part based on contextual information and enhance
its understanding ability. Meanwhile, additional training to
distinguish whether two sentences are related is introduced
to enhance its ability in question-answer reasoning. In [24],
bert was further fine-tuned, removing additional NSP tasks
and changing the mask mechanism of BERT from static
to dynamic. Reference [15] combines the advantages of
bert and gpt pre-training models, pre-training under the
complete encoder decoder structure, while using a new
method to reconstruct the original document destruction,
and achieves good results in text generation tasks. Refer-
ence [31] uses transformer model with larger parameters,
collects larger text data for pre-training, and provides a
general framework for the field of pre-training models.

Reference [48] proposes a new pre-training model, which
learns to generate important sentences hidden in the docu-
ment, and makes the model more suitable for the field of text
summarization.

According to [49], when training generation tasks based
on the seq2seq structure, based on maximum likelihood
estimation, the model will have exposure bias in the inference
process that is inconsistent with the training. A slight
error of one token in the prediction process will cause the
subsequent tokens to continue to stay away. Therefore, it is
necessary to construct an evaluation model to reorder the
candidate abstracts generated by beam search to get the
final abstracts. Reference [32] also proposed the second
training stage of the model based on exposure bias, and
designed a robust resequencer to reorder a set of abstracts
generated by the model to obtain higher-quality abstracts.
Reference [13] argues that the digest system produces smooth
but unreal summaries, and proposes a new decoding method,
PINOCCHIO, to improve the model output by removing the
last prediction token in each beam search to backtrack.

III. MODEL
In the encoder-decoder architecture, the function of the
encoder is usually to extract the features of the original text,
and the decoder generates the expected summary sequence
according to this feature, so the quality of the feature
extraction affects the quality of the generated text summary.
The existing model architecture considers extracting features
from different levels to enrich the feature content and improve
the quality of model generation. This model also improves the
transformer model from both global and local directions. The
following are the two improvements of the model. Figure 1
shows the overall structure of the model. The text document
is converted into a vector by the tokenizer, which is first
processed by the LSTM and initialized to a global summary
token. The global summary token is then combined with the
document token into the encoder for self-attention operation,
and the generated global summary token is separated from
the document feature when the encoder outputs it. The
global summary token is entered into the adaptive weighting
network to generate the weights of the final summary.
The extracted document features are further extracted by
a convolutional network for a local range of features in
addition to the cross-attention operation with the decoder.
The two cross-attention operations result in two summary
tokens, which are combinedwith theweights generated by the
global summary token to the final summary token. It should
be noted that in the N-layer attention operation of the encoder,
N global summary tokens will be generated to correspond
to the N adaptive weights in the decoder. That is to say, the
tokens generated by the two cross-attention operations in each
layer of the decoder will be combined before entering the
next layer, not limited to the combination of the final output
summary. Thus, the extracted local features and the global
encoding are guaranteed to be fully utilized in the decoding
process.
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FIGURE 1. Overall model architecture for global and local information awareness.

A. GLOBAL SUMMARY ENCODING
In the process of text encoding, the self-attention operation
obtains the encoded content generated at that encoding
location by calculating the attention between different words.
The information at each time series is computed with
the full-text information. This computation is reasonable
and the network captures the understanding of the whole
document during the learning process, but the role of
the encoder is to extract the hierarchically rich semantic
information, and if each encoding structure of the encoder
tends to combine the whole to make the output, it will
make learning semantically rich feature extraction difficult.
From this, a single coded fragment can be designed to
operate attentively with the whole document to obtain a
global summary encoding, allowing the encoder to focus
more on hierarchically rich semantic extraction. This idea
comes from the vit model, the vit model adds a classification
encoding segment to the classification operation and takes
the segment separately for classification operation when the
model performs classification output. For the generation of
this encoding, we don’t take the random initialization of the
learnable parameters of vit, but set an LSTM layer to input
the original document, and take the last output sequence
of the LSTM time series as the initial global summary
encoding. The advantage of this method is that the global
summary encoding fragment has roughly extracted the entire
document before performing attention operations, which
improves the accuracy of attention operations. After the
attention operation, the global summary encoding does not
input into the decoder with the extracted features for cross-
attention, but generates the weights for different summaries
by adaptive learnable weights.

FIGURE 2. Global summary encoding structure.

Figure 2 shows the schematic diagram of generating global
summary encoding by the LSTMmodel. The input and output
at different moments are overlapped in the time dimension
to obtain the global feature that needs to be extracted in this
paper, and this global feature is the output Hn of the model at
the last moment. The image shows only one layer of LSTM
structure, while in the actual model, multiple layers of LSTM
structure are set up and stacked in the same way.
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Assume that the input of the encoding document is
(X1,X2,X3, . . . ,Xm), then the global summary encoding
is first generated by LSTM, and the output at each time
is (h1, h2, h3, . . . , hm). The encoding used to maintain the
long-term memory is (C1,C2,C3, . . . ,Cm), so the output at
the final moment is expressed as follows:

om = sigmoid
(
W⃗o × ⃗[hm−1,Xm] + bo

)
(1)

hm = om × tanh(Cm) (2)

where Wo is the learnable parameter, bo is the inductive bias
term, sigmoid is the activation function sigmoid (x) =

1
1+e−x ,

and Tanh as the activation function tanh(x) =
ex−e−x
ex+e−x . The

output hm at the last moment is used as the global summary
encoding for the entire document, which is combined with
the document encoding input (X1,X2,X3, . . . ,Xm) as an extra
fragment X0. Together with the document encoding, the
segment encoding is fed into the transformer structure for
global attention calculation to extract the information of the
entire document. The computation for X0 is as follows:

Q0,Q1,Q2, . . . ,Qm = MLPQ (X0,X1,X2, . . . ,Xm) (3)

K0,K1,K2, . . . ,Km = MLPK (X0,X1,X2, . . . ,Xm) (4)

V0,V1,V2, . . . ,Vm = MLPV (X0,X1,X2, . . . ,Xm) (5)

where Qt ,Kt and Vt are the query code, the key code and the
value code at their respective time respectively. The MLP is
a multilayer perceptual machine that converts the time series
codes into their respective Q,K and V codes. The perceptual
machines for Q,K , and V encoding at different times are
parameter-shared. Then, the attention of different moments is
obtained through the attention operation of Q0 of the global
summary encoding and the Q encoding of other K encoding.
According to the attention size, the V encoding at different
moments is extracted to obtain the output Aout of the final
global summary encoding.

A0,A1,A2, . . . ,Am = Q⃗0 ×

(
K⃗0, K⃗1, K⃗2, . . . , K⃗m

)
(6)

A0_out = softmax (A0,A1,A2, . . . ,Am)

× (V0,V1,V2, . . . ,Vm) (7)

where A0,A1,A2, . . . ,Am represent the attention size of
the global summary encoding X0 to other encodations,
Softmax (x) =

exi∑
exi , which is used to convert the attention

size to the probability of sum to 1, and the attention size is
used to convert to the probability of sum to 1. The output of
the global profile A0_out is summed over the products of the
probabilities of other encoded attention and their respective
values. An adaptive weight module is introduced to generate
the weight for the decoder to decode the summary by global
summary encoding.

S =

∑
(T1,T2) × awm

(
A0_out

)
(8)

where S is the final output summary encoding, (T1,T2)
is the two pre-selected summary codes generated by the
decoder, and Awm is the adaptive weight module, whose

input is the global summary encoding consistent with the
model dimension, and the output is the weight of the two
pre-selected summary encoding. The structure of the module
is shown in Figure 3, which is composed of two layers of fully
connected neural networks. The first layer further extracts
the dimension of the summary encoding to be reduced by a
factor of 8, and the second layer is transformed into a weight
that adds the output of two cross-attention operations of the
decoder. The two cross-attention in the decoder are described
in Section III-B.

B. LOCAL SUMMARY ENCODING
Similarly, in the final features extracted by the encoder,
the features on each time series contain all the information
of the words. However, according to prior knowledge, most
of the attention of the words should be focused on the vicinity
of the words, which requires the model to learn the perception
of different locations. We can actively perform local feature
extraction after the model feature extraction so that the model
directly obtains this part of the a priori knowledge, and
let the self-attention mechanism pay more attention to the
feature extraction of the relationship between distant words.
The features output by the encoder are convoluted, and the
range of locally extracted features is controlled by changing
the size of the convolution kernel. At this time, the global
summary encoding does not participate in the convolution
operation, and the extracted features of this part are also
transmitted to the decoder in the way of cross-attention. Then,
the model adds output based on the cross-attention after
convolution operation to the decoder structure and retains
the original cross-attention and the output after convolution.
In the process of the model’s previous propagation, the two
encodings are separately separated and weighted summed to
obtain the output of three encodings.

After the attention operation of the encoder is finished,
the output features are expressed as A1,A2, . . . ,Am. The
output features are entered into a layer of convolutional neural
network for local feature extraction to enhance the ability of
local perception of the model.

F1,F2, . . . ,Fn
= cnn ((A1,A2, . . . ,Am) , cnn_kernel_size, stride) (9)

where F1,F2, . . . ,Fn are represented as the feature output
after convolution extraction, cnn is a convolutional neural
network that encodes the input with a convolutional kernel
size of con_kernel_size and a step size of stride. This is
a one-dimensional convolution operation, assuming that the
inputs A1,A2, . . . ,Am are of size (B,M ,D), where B is the
batch size, M is the number of features (corresponding to
the input text length), and D is the dimension size of each
feature set by the model. Here, the convolution is aimed at
the number of features. For the second dimension convolution
operation, the same dimension corresponding to different
features is parameter sharing to ensure the consistency of
feature operation in the local synopsis. If the number of
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FIGURE 3. Adaptive weight module.

features after convolution is N , the following formula is
satisfied:

N =
M − con_kernel_size

stride
+ 1 (10)

After the final convolution, the size of feature dimensions
is not changed, only the number of features is changed, and
the size of output features F1,F2, . . . ,Fn is (B,N ,D). The
one-dimensional convolution operation of feature encoding
is shown in Figure 4, which shows a convolution operation
with a convolution kernel size of 3. After removing the global
synopsis encoding, the remaining tokens are convoluted to
keep the dimension of each token unchanged.

Suppose that the summary encoding input of the text is
(S1, S2, S3, . . . , Si), and i is the length of the summary. The
mask operation of the original summary is performed by
Mask-Attention. The specific operation is to set 0 where the
mask is needed in the attention matrix obtained by calculation
and eliminate the attention to the mask. The other parts are
consistent with the formula at the global profile encoding
(refer to equations 3, 4, 5, 6, 7).

(Sm1, Sm2, Sm3, . . . , Smi)

= mask_attention (S1, S2, S3, . . . , Si) (11)

The masked encoding (Sm1, Sm2, Sm3, . . . , Smi) is con-
tinuously input into the cross-attention to extract the
output features of the original document. First cross
attention for the original encoder output characteristics,
A1,A2, . . . ,Am and the output of the decoder after
the mask Sm1, Sm2, Sm3, . . . , Smi, (refer to equations 3,
4, 5, 6, 7), The generated ka and va come from
encoder features A1,A2, . . . ,Am, qsm come from decoder
Sm1, Sm2, Sm3, . . . , Smi, and the output of this cross-attention
is the original text summarization output.

So1, So2, So3, . . . , Soi = cross_attention(qsm, ka, va) (12)

The inputs of the second cross-attention operation are
the encoder’s features F1,F2, . . . ,Fn after local convolu-
tion and the decoder’s outputs of the first cross-attention
So1, So2, So3, . . . , Soi, refer to equations 9, 11, where the
generated kf and vf are from F1,F2, . . . ,Fn, qso from
So1, So2, So3, . . . , Soi, and the output of this cross-attention
is a summary after local information extraction.

Sc1, Sc2, Sc3, . . . , Sci = cross_attention(qso, kf , vf ) (13)

So1, So2, So3, . . . , Soi and Sc1, Sc2, Sc3, . . . , Sci are the two
final output summarization encodings, which are summed up
with the weight obtained from the global summary encoding
to be the text summarization output of the inference process.

C. COMPARISON OF MODEL DIFFERENCES
In general, on the basis of transformer, we enhance the
model’s ability to extract global and local information, which
is achieved by adding structure. Compared with transformer
model, we add LSTM structure in text initialization to browse
the entire document in advance. We add an additional code
to calculate with the document to get the global information.
At the end of text encoder feature extraction, we add
convolutional network to further extract local information.
In the text decoder, we introduce a second cross-attention
structure to fuse the extracted local information. In the final
output of the decoder, we add an adaptive weight structure to
combine the decoding features to get the final output.

In addition, we also compare with the recently proposed
model structure. Yuanyuan et al. [18] also encodes documents
from a global and local perspective, encoding source text
twice to obtain more feature information. This paper uses
the attention mechanism to obtain global information at the
information extraction stage, and constructs a local encode
after extracting features. Yang and Roben [4] adopted a
two-stage coding strategy and used extended convolution and
gated convolution to extract important information. In this
paper, one-dimensional convolution is used to further extract
local features while retaining original features to ensure that
no other information is lost.

D. MODEL TRAINING LOSS
A total of four cross-entropy loss functions are used in the
model, which is the original output summary, the output
summary after convolution, the summary of the output after
summation of the original output and the weights after
convolution, and adaptive weight learning. It’s cross-entropy
loss is expressed as follows:

loss = −

c∑
i=1

pi log (qi) (14)

where c represents the size of the bag of words at the time of
prediction, pi is the probability of predicting the ith word in
the bag of words, and qi is the distribution of the true value
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FIGURE 4. Local summary encoding convolution structure.

at the i th word in the bag of words. During model training,
we know that the original output summary has the ability to
output better summary sentences. Therefore, after adding the
local summary cross-attention, the original summary is still
retained and its loss is calculated, so that the network has the
output ability before the local summary is further obtained,
and the summary sentence is further optimized after the local
summary is obtained.

The above two summaries are not the final output sum-
maries of the model. During the experiment, we learned that
although the summary after local summarization crossover
is generally better than the original one, there are still
some original summaries that have higher scores than the
one after local summarization crossover. This is a common
phenomenon caused by the loss function of the model and the
evaluation index not completely corresponding. Therefore,
this paper chooses to sum the two summaries according to
a certain weight as the final summary output and introduces
a third loss to further optimize the summary quality of
the final output. Meanwhile, the fourth loss is generated
by the adaptive learning module for learning to generate
the magnitude of weights between the two summaries. The
weight true value is obtained by calculating the score based
on the above two summaries and the true summary.

IV. EXPERIMENT
To prove the effectiveness and rationality of the improvement
of transformer structure in this study, two different Chinese
text summarization datasets are selected for experiments. The
baselinemodel and other models are used to compare with the
model proposed in this paper. At the same time, each module
proposed in the text is separated for ablation experiments to
study the effect of each module on the performance of the
model.

A. DATASET AND EVALUATION METRICS
In the experiment, two Chinese datasets are selected to verify
the impact on the model improvement. LCSTS [10] is a
large-scale Chinese short text summary database, whose data
is from short text content published by high-quality users of
Weibo, and the data sets are divided according to the original
paper division rules. CSL [19] is Chinese scientific literature
dataset contains 396,209 Chinese core journal papers, which
are randomly divided according to the ratio of training set,

validation set, and test set of the original papers to 8:1:1. The
evaluation metrics are chosen to be rouge-N and rouge-L in
rouge, which represent the quality of generation at the word
and sentence level in the generated summaries, respectively.
In addition, Bleu [3] and Meteor [2] evaluation indicators
are used to make a more comprehensive evaluation of the
proposed model. Bleu is often used in machine translation
to calculate scores based on n-gram comparisons. Meteor
metrics complement Bleu, taking into account accuracy and
recall rates as well as sentence fluency.

B. EXPERIMENTAL SETUP
The baseline model uses the standard transformer structure
and differs only with model improvements. The word
segmentation model uses pre-trained bert-base-chinese [5],
the bag of words size is 21128, the longest document
sequence supported is 512, and the rest is truncated. The
model uses 6 layers of encoder and decoder, the number
of hidden units is 512, the number of multi-head attention
is 8, and the dropout rate between network layers is 0.1. The
maximum length of the summary output is 100. The LSTM
network used to generate the global synopsis encoding is
set to five layers and the number of hidden units is again
512. The CNN network for local synopsis encoding is set
with 1 layer, convolution kernel size is 5, and step size is
1. Using the Adamw optimizer, the learning rate is fixed at
0.0001 and the batch size is 32. In the loss calculation of
the adaptive learnable weight, the summary score based on
the local synopsis crossover has a high probability of being
better than the original summary, so the loss calculation ratio
is set to 0.3 to 0.7. Locally crossed summaries were used for
training the LCSTS dataset, and both were used for training
the CSL dataset.

C. ANALYSIS OF RESULTS
The mainstream text summary models all use rouge evalu-
ation index to measure the quality of the summary, which
can better measure the coverage of the generated summary,
but there are some problems such as ignoring the accuracy
rate and being insensitive to word order. For a more
comprehensive analysis of the performance of the model
proposed in this paper, we also compared Bleu and Meteor
indicators for additional reference. The results are shown in
the following Table 1.
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TABLE 1. Model performance under different indicators.

The experimental results show that our improved model
has improved on the three indexes, indicating that a more
accurate and smooth summary is generated. In addition,
we also calculated the difference in reasoning speed of the
improved model, which was 355 tokens/s in the original
model and 295 tokens/s in the improved model. We believe
that the phenomenon of decreasing inference speed is
reasonable, because the improved model adds complex
structures to increase the model performance, among which
the lstm structure is serial inference, which affects the
inference speed of the model to some extent.

Table 2 shows the scoring performance of the improved
model and other advanced models on the LCSTS dataset.
TD-NHG [20] uses the decoder strategies of top-k, top-p,
and repeated penalty mechanisms to improve the accuracy
and diversity of the summary. WeLM [35] is the result
of fine-tuning a large pre-trained model introduced by the
WeChat team on text summarization. TI-C-NHG [21] extracts
words with topic information from the text to improve
the accuracy and readability of the model. GP_Step_0.3 is
equipped with a stepwise gradient penalty mechanism of
similarity to reduce training time and improve accuracy.
Transformer is the attention model of encoder-decoder
architecture, which is also the baseline model of this paper.
The data show that the proposed model is better than other
models, and has an improvement of nearly 1 point on its
baseline model, indicating that the structural improvement
proposed in this paper is effective.

TABLE 2. Performance on the LCSTS dataset.

Table 3 shows the scoring performance of the improved
model and other advanced models on the CSL dataset.
Original T5 250 [39] is the performance of the pre-trained
large model after fine-tuning with 250 samples, PEGASUS
is the size pre-trained model proposed by the Google team
for text summarization. BART is a pre-trained model with
encoder-decoder that combines the characteristics of BERT
and GPT pre-trained models. CSL-T5 is the performance
of the CSL dataset team after fine-tuning using the T5

model combined with domain adaptation. LSTM-seq2seq
is the result of a long short-term memory network trained
on the dataset under the encoder-decoder architecture. From
the results, the model with the improved structure proposed in
this paper is better than other models selected, including the
addition of pre-trained models such as T5 and PEGASUS,
indicating that through the fine improvement of the model,
the small model can even compete with some large models
on a single task.

TABLE 3. Performance on the CSL dataset.

D. ABLATION EXPERIMENT
Further discussing the effect of different parts of the proposed
improved model on the model performance, the global
summary encoding and local summary encoding structures
of the model are eliminated one by one, the hyperparameters
of the different structures are adjusted, and the performance
performance of the model is observed using the CSL dataset
training.

In the global summary encoding, the LSTM network is
used to generate the global summary encoding in advance
to accelerate the performance of the model in the attention
operation. As shown in Table 4 below, the LSTM network
is eliminated and the learnable random encoding is directly
used instead. In the local summary encoding, this paper uses
a layer of convolutional network to extract local information,
as shown in Table 4 below. The convolution kernel size of
the convolutional network is limited to 1 to eliminate the
enhanced perception of local information.

TABLE 4. Different modules are added to the baseline model.

The experimental results show that, on the basis of the
baseline model, adding global and local perception encoding
respectively has different effects on the overall performance
of the model. In general, the model with global encoding will
have a certain performance improvement, and rouge-l has
the largest improvement. However, the model performance
on rouge-1 and rouge-L decreases instead of improving
after adding local encoding. The most likely explanation
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TABLE 5. Comparison of models on weibo news summaries.

TABLE 6. The model generates a comparison of abstracts in Chinese scientific literature.

for this phenomenon is caused by the difference in model
structure. Global summary encoding and text encoding for
attention computation to obtain, and its resulting encoding
on the decoder to produce a summary of some guidance, the
role of the more obvious. The local encoding is generated
directly into the decoder for cross-attention computation,
which produces a larger granularity of encoding, which is also
responsible for the fact that only rouge-2 is improved. When
the two encodings are combined, the global summary encoder
uses adaptive learnable weights to weight the initial summary
and the large granularity summary, so that the resulting
summary is reflected in different scales, thereby improving
the performance of the model to generate the summary as a
whole.

E. ABSTRACT ANALYSIS
The improvement of the model on rouge score reflects
the better performance of the model to a certain extent,
but the lack of measurement of the semantic information

and the completeness of the information in the summary
may generate summaries that are not smooth or untrue.
It is necessary to compare and analyze the summary of the
output of the model on the test set, so as to evaluate the
quality of the summary generated by different models from
a human perspective. In this section, two news statements
are selected from the test set of the LCSTS data set to
compare the quality of the answers given by the models.
At the same time, two real-time news paragraphs are selected
fromWeibo to compare the baseline model and the improved
model. On the CSL dataset, two texts are also selected
on the test set. In addition to the comparison with the
baseline model, the summary generated by the model with
global summary encoding and local summary encoding
in turn in the ablation experiment are compared. Where
summary S represents the original summary of the dataset,
B represents the summary generated by the baseline model,
M represents the summary generated by the improved model,
M-G represents the summary generated by the model with
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only global summary encoding, and M-L represents the
summary generated by the model with only local summary
encoding.

On the LCSTS dataset in Table 5, the performance of the
first paragraph of news on the baseline and the improved
model is consistent, although the model has improved in the
rouge score, indicating that simple news is likely to generate
accurate and consistent summary content on different perfor-
mance models. In the second news paragraph, the improved
model reflects the overall understanding ability of the model.
Compared with the baseline model, the summary of the
improved model accurately understands the previous and
current situation of the real estate, while the baseline model
only understands the current situation of the real estate. The
next two pieces of text are selected from the current hot news
on Weibo. The third piece of the news baseline model under-
stands less key information, and the generated content is easy
to be ambiguous. In the fourth news segment, the improved
model not only understands the 2024 New Year’s Eve party
but will also depict the hilarious scene when the party takes
place.

Table 6 shows the comparison of the summaries generated
by the model on the CSL dataset, first the analysis of
the summaries generated by the baseline and the improved
model. The baseline model produces a summary that deviates
from the facts in the first document, and interprets a new
estimation method based on the traditional method as a
traditional estimation method, while the improved model
correctly states an estimation method based on the traditional
method. In the second document, the baseline model only
abstracts the study of urban pollutants, while the improved
model understands more detailed research methods and
means. The summary generated by global summary encoding
and local summary encoding of the improved model is
analyzed. After adding global summary encoding to the first
document, the model’s control of the overall direction of
the document is improved, and it is understood that it is
a new estimation method and the summary generation is
more accurate, while the addition of local summary encoding
has no effect compared with the baseline model. In the
second document, more entities related to pollutants were
extracted after adding global summary encoding, but the tool
for using the coupling matrix was not found due to the lack
of understanding of the details of the use method. The model
with local summary encoding accurately found the main
method used by Excel software for the document, but the
lack of global summary encoding caused the deviation of
the document theme and generated summaries that were not
realistic.

V. CONCLUSION AND PROSPECT
This paper proposes an abstract text summarization model
based on global and local summary encoding, which
uses two different scales of methods to extract features
of text information, and can more effectively understand
the document to generate better text summaries. The

improved model has higher Rouge indicators on LCSTS
and CSL datasets. In addition, this paper also does ablation
experiments for the effects of the two scales of coding
respectively and analyzes the reasons for the advantages
and disadvantages of the summaries generated at different
scales.

Global summary coding can also be used in some
fields where overall information needs to be extracted,
such as sentiment analysis in natural language processing,
document classification, and image classification in image
processing. Local summary coding can be used in areas
where local details need to be extracted, such as named entity
recognition in natural language, part-of-speech tagging,
semantic segmentation in image processing, and image
hypersegmentation. In addition, the text length of the model
is usually limited, and the global coding structure proposed
in this paper may be a new way of text compression,
using a fixed length of the code instead of the historical
text, so that the model can process the fixed length of
the code and improve the limitation of the text length of
the model. The local coding structure also provides a new
feature extraction method for transformer-cnn architecture.
Large models evolve rapidly and perform well in the field
of text summaries, but in some specialized areas, small
expert models produce summaries that are more accurate
and fast. In our subsequent summary research, we may
explore ways to combine large models and small models to
improve the performance of large models in the field of text
summarization.
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