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ABSTRACT Under the condition of a small time scale (e.g. second), distributed photovoltaic (PV) power
generation output has the problems of strongly fluctuating and difficult to accurately simulate. It affects
the control strategy and operation mode of hybrid energy systems. To address this problem, a data-
driven small-scale distributed PV plant power output model on a 1-second time scale is proposed for
the generation of second-by-second PV power output scenarios in hybrid energy systems. Firstly, this
work analyzes the characteristics of PV power output at the 1-second time scale based on the probability
distribution of power output fluctuations. Secondly, an index system that characterizes the PV power output
fluctuation characteristics at the 1-second time scale is constructed. Then, using the data-driven method,
a BP neural network model is constructed to simulate the PV power output at the 1-second time scale.
Finally, a simulation is performed using the measured data from the PV plant. The findings demonstrate
that compared to PV power output models in seconds based on Pearson systematic random numbers: (1)
The correlation coefficient (r) of the proposed model is more than 0.8, in a higher degree of fit; (2) The
root mean square error (RMSE) of the proposed model achieves 0.005, generally representing a 37.12%
reduction. Overall, both the time scale and model accuracy of this model have deep potential value in PV
power output modeling and system regulation.

INDEX TERMS Photovoltaic, data-driven, second-time scale, fluctuation characteristics, hybrid energy
system.

I. INTRODUCTION
A. BACKGROUND
In recent years, as the threat posed by human-induced
climate change has intensified, the advantages of clean
energy generation have become apparent [1]. China has
set the goal of achieving a ‘‘carbon peak’’ by 2030 and
put forward the vision of ‘‘carbon neutrality’’ by 2060 [2].
The country has also made great efforts to promote the
integration of source-grid-load-storage and the development
of multi-energy complementation [3]. Photovoltaic (PV)
power generation, as a form of clean energy generation, has
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been developing rapidly in recent years [4]. PV has been
widely used currently, and it will have a profound impact on
the operation of power systems.

Currently, there are two types of prevalent PV power
generation methods: distributed and centralized. Distributed
photovoltaic power generation is smaller in scope than
centralized photovoltaic power generation; part of the power
generated is for self-consumption, and the remaining amount
is connected to the power grid. When connected to the grid,
distributed PV power output volatility affects scheduling,
regulation, and system functioning [5].

PV power output is susceptible to volatility due to factors
such as solar irradiance, temperature, and humidity. The
pumped storage power station, a more developed type of
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energy storage, exhibits excellent fast response and high
adjustability, used in hybrid energy systems in tandem with
PV power plants could lessen light abandonment and the
effect that oscillations in PV power output have on the
grid [6].

At present, there is are relatively few studies focusing
on simulation modeling at the second time-scale in hybrid
energy systems, and there still offers significant potential for
improvement. In this work, our focus is on the second time-
scale dynamics, particularly emphasizing the establishment
of a PV power output model to generate scenarios for second-
by-second PV power output in simulation studies of hybrid
energy systems.

B. LITERATURE REVIEW
Aiming at the problem of joint operation of hybrid energy
systems containing PV power generation, a systematic
analysis of the active regulation of hybrid energy systems
has been carried out by previous researchers. Hydropower
is the largest capacity and most realistic way to regulate
photovoltaic (PV) power fluctuation at present [7]. Riza et al.
study the mechanisms of how the micro-hydro sub-systems
work to compensate for the inconvenience found in the PV
via a PV-micro-hydro hybrid system installed in Indonesia
since 1989 [8], and it could be concluded that modeling the
uncertainty of PV power is important for system stability.
Some scholars also establish the model of hydro-PV hybrid
energy system [9], [10], [11]. However, the operation mode
of the hybrid energy system under the condition of the small-
time scale still needs to be optimized. The development of an
accurate PV power output model at the 1-second time scale is
beneficial to enhancing the operating efficiency of PV power
plants, the operating condition of the power system, and the
economic operation of the hybrid system.

In the research on PV power output characteristics, some
scholars use Gaussian distribution to analyze the fluctuation
characteristics of PV power output and establish a PV
power output fluctuation model accordingly. For example,
Wang et al. model PV power output fluctuations based on t-
location distribution functions [12], and Wang et al. model
PV power output fluctuations based on mixed Gaussian
distribution [13]. However, these models simply analyze
and simulate the fluctuation features of PV power output,
without translating them into PV power output curves, and
they cannot be used for joint operation of grid-connected PV
systems.

In the research on PV power output modeling, scholars
have done a lot of studies on PV power output modeling, and
some research results have been obtained. We distinguished
here by modeling methods and time scales, there is also
some overlap between the two. On the time scale with a
resolution of 1h, scholars typically applied statistical methods
to establish the PV power output model by statistical and
curve fitting of historical data: Guan et al. established the
PV power output model by multi-scale cluster analysis

[14]; Sheng et al. propose a model employed the weighted
Gaussian process regression approach [15]. On the time
scale with a resolution of 5min-15min, Some scholars
established PV power output models based on the physical
causes of PV power output: Hummon, et al. established a
PV power output model with an accuracy of 4s based on
the temporal and spatial Correlation of PV power output
[16]; Shi et al. model and analysis the stability of grid-
connected PV system via variation of solar irradiance and
cell temperature [17]; Yang et al. propose a novel multi
time-scale data-driven PV power model that leverages both
spatial and temporal correlations among neighboring solar
site [18]. In recent years, with the development of artificial
neural network algorithm technology based on deep learning,
more scholars have applied deep learning algorithms to
establish PV power output modeling on the time scale with
a resolution of 5min-15min [19], and the accuracy has
been improving. For example, Ospina et al. proposed a
novel hybrid wavelet-based LSTM-DNN forecasting model
designed to short-term forecast PV power [20]; Li et al.
propose a hybrid deep learning model combining wavelet
packet decomposition (WPD) and long short-term memory
(LSTM) networks to utilize for one-hour-ahead PV power
forecasting with five-minute intervals [21]; Zhang et al.
propose a regional PV power prediction model based on the
dynamic graph convolutional layer and bidirectional long
short-term memory (LSTM) module [22]; Miao et al. utilize
a backpropagation neural network (BPNN) model improve
the accuracy of PV power output predictions [23]. However,
the time scale of the majority of these models is clustered at
5min-1h, and there are fewer works on simulating PV power
output on a 1-second time scale. Moreover, these models are
largely focused on physical elements like weather to develop
prediction models, and they rarely simulate PV output from
data attributes.

The data-driven algorithm is an artificial intelligence
algorithm based on data. Data-driven is a systematic approach
to improve the data and model by deriving/adding features
to address the problem identified during the iterative loop
of forecasting model development [24]. In recent years,
the application of data-driven approaches in PV power
output modeling has been steadily increasing. González
Ordiano et al. established a model for PV power output
forecast based on the data-driven approach, and this model
doesn’t require any weather data [25]; Kang et al. utilized
data-driven methods and Long Short-Term Memory (LSTM)
networks to achieve one-minute-ahead prediction of PV
power output [26]; Sonia et al. utilized data-driven methods
present a time series based energy forecasting system using a
solar home database [27].

Moreover, PV power output modeling on a small time
scale has been gradually studied recently. Meng et al. propose
a PV power output model based on ANN, and this model
has a temporal resolution of 1 min [28]. The study of the
impact of PV power production fluctuations on the system
at small time scales can be advanced by modeling PV
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FIGURE 1. Comparison chart of technical routes.

power output on a 1-second time scale. Several research
on the properties of PV power output at 1-second time
scale have also been undertaken by scholars. Shedd et al.
studied the characteristics of PV power output fluctuations
on different small-time scales through numerical analysis and
concluded that the amplitude of PV power output fluctuations
increases with the increase of time scales [29]; Marcos et al.
analyzed the fluctuations of PV power output on second-
time scales for different PV power plant of different sizes
of PV power plants, and obtained the conclusion that the
trend of PV power output fluctuations is smoother the larger
the PV power plant scale [30]; Yang et al. established a
mathematical model to get 1-second time scale PV power
output from the PV power output fluctuation characteristics
using a statistical method based on Pearson system random
numbers [31], but the model’s accuracy needs to be
improved.

In conclusion, the current PV power output modeling
research has much space to improve in terms of time scale
and model accuracy. An important highlight of this work is
achieving higher model accuracy while shortening the time
scale to 1 second. The comparison between previous research
and this work is listed here, as shown in FIGURE 1.

C. THIS WORK
The main contributions of this work are summarized below:

(1) In terms of time scale, PV power output fluctuation
characteristics of distributed PV power Plants in a 1-second
time scale are investigated using measured PV power
output data, and a fluctuation characteristics index system is
proposed accordingly;

(2) In terms of model accuracy, data-driven and BP neural
network methods are applied to realize PV power output
modeling with input fluctuation characteristic index output
1-second time scale PV power output time series, and the
accuracy is improved by 37.12% in general.

Moreover, a model of PV power output at 1-second time
scale is proposed in this work, and it could generate scenarios
for second-by-second PV power output in simulation studies
of hybrid energy systems. Therefore, it has the potential to
contribute to the study of control strategies under small time
scale conditions for hybrid energy systems.

This work is based on the measured data of power output
of a small-scale distributed PV power plant, the content is
organized as follows.

Section II analyzes PV power output characteristics at
1-second time scale based on the probability distribution
of PV power output fluctuation. Section III establishes the
index system describing 1-second time scale fluctuation
characteristics of PV power output based on the fluctuation
characteristics, and establishes a BP neural network model
to simulate the PV power output under second time scales
by using the data-driven methodology. Section IV validates
the validity and accuracy of this model by combining it with
measured data and calculating examples.

II. FLUCTUATION CHARACTERISTIC AT 1-SECOND TIME
SCALE
The data in this work is from a ground-mounted PV array
located at the National Institute of Standards and Technology
(NIST), in Gaithersburg, U.S.A., using two consecutive years
of PV power output data with a temporal resolution of
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1-second for a small-scale distributed PV plant with a rated
power output of 271 kW, as shown in FIGURE 2 [32].
Define the amount of change in the PV generation system

power output as the PV power output fluctuation, and its
expression is

1Pi = Pi+1 − Pi (1)

where: 1Pi represents the amount of PV power output
fluctuation, Pi represents the value of PV power output at the
ith s, and Pi+1 represents the value of PV power output at the
(i+ 1)th s.

FIGURE 2. Location and schematic diagram of the distributed PV plants
of this case in the U.S.A.

Calculate the PV power output fluctuation at 1-second
resolution for all output times of all output periods for
multiple days and use the histogram of statistical distribution
to represent the probability distribution of the fluctuation,
as shown in FIGURE 3.

FIGURE 3. Statistical distribution of PV power output fluctuations at 1s
resolution over multiple days.

According to FIGURE 3, the probability distribution of
the PV power output fluctuation amount at 1s resolution,
compared to the typical normal distribution, exhibits a larger
peak and a thinner tail. Moreover, it shows the characteristic
of obviously anomalous spiking. It indicates that the PV
power output is more likely to exhibit small fluctuations and

less likely to show large perturbations at the 1-second time
scale.

However, it doesn’t mean that the PV power output
fluctuations all over the 1-second time scale, there are also
momentary excessive amounts of fluctuations. It can be
verified in the PV power output curves. FIGURE 4 shows
the PV power output curves for a day with a total duration
of 15 min. The significant fluctuations in photovoltaic output
may be correlated with sudden changes in cloud cover and
other related factors. Most of the curves show smooth power
output, but large fluctuations can be observed. The amount
of fluctuation in 1 s can even exceed 10% of the rated power
output. In order to maintain the stability of the power system,
other power generation in the grid needs to respond in time.

FIGURE 4. PV power output curve for a total duration of 15 minutes on a
representative day.

The amount of fluctuation in the PV power output at the
1-second time scale for ten consecutive days is analyzed,
as shown in Table 1. There are instances where there are
more than 900 fluctuation points at the 1-second time scale,
meaning that the variation in power output is greater than 5%
of the rated power output. This highlights the significance
of identifying and modeling PV power output fluctuations at
1-second time scale.

TABLE 1. Calculation of the amount of fluctuation in PV power output at
1-second time scale for ten consecutive days in 2017.
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III. MODELING
A. METHODOLOGY
In this work, a data-driven model for PV power output at
1-second time scale is established based on the fluctuation
characteristics. Data-driven approaches and BP neural net-
work algorithms are the main methodologies used.

Data-driven is amethod that uses systematicmeasurements
as input and output data for experiments and creates models
using data processing [33]. In recent years, data-driven
artificial intelligence technology has been developing rapidly,
gradually moving from shallow traditional machine learning
to deep learning [34], and its application in the energy sector
is gradually increasing [35]. Considering the high degree of
stochasticity of PV power output, this work employs a data-
driven modeling technique, with the goal of mining general
relationships from a huge quantity of data to estimate PV
power output.

BP neural network, one of the key deep learning tech-
niques, is a multilayer forward network with adjustable error
propagation in the backward direction and forward direction
of signals [36]. It is quite flexible when it comes to tackling
highly stochastic nonlinear issues. The primary idea of the
BP neural network algorithm is learning by stimulation
with a vast amount of sample data. During training, the
feedback signals are continuously adjusted to the weights and
thresholds, and training is repeated repeatedly to produce the
intended results [37].

The BP neural network is composed of input, hidden, and
output layers, with the algorithm flow shown in FIGURE 5.
The network may learn intricate correlations between inputs
and outputs and process information via numerous levels
thanks to this architecture.

FIGURE 5. Flowchart for BP neural network algorithm.

B. FRAMEWORK
Applying the research methodology mentioned in section III-
A, The process of PV power output data-driven modeling at
1-second time scale is shown in FIGURE 6.
The research framework of this model is specified as

follows:
(1) Choose the PV power output data at 1-second time scale

from the entire data set, and then perform data preprocessing,
including normalizing the data and removing data sets with
outliers and voids.

(2) Divide the data set into training samples and test
samples. Extract the fluctuation characteristic of the PV
power output dataset as the input variable and the PV power
output dataset as the output variable.

(3) Input the training samples into the BP neural network
for training.

(4) Enter the test samples into the trained BP neural
network after training is finished, and assess whether the
output PV power output at 1-second time scale satisfies the
accuracy requirement.

(5) If the accuracy requirement is not met, adjust the
parameters and re-do the model construction until the
accuracy requirement is met.

C. FLUCTUATION CHARACTERISTIC INDEX SYSTEM
To realize the simulation of PV power output by the
fluctuation characteristics of PV output data, it is necessary
to establish a fluctuation characteristic index system. This
index system mainly describes the fluctuation of PV power
output by characterizing the probability distribution of PV
power output fluctuation at 1-second time scale, including the
mean, standard deviation, kurtosis, skewness, kurtosis of the
probability distribution of PV power output fluctuation, and
the number of times of bends of PV power output, as shown
in the FIGURE 7.

(1) PC1: Mean value
The mean value (µ) is the average of the fluctuation

amount of PV power output, reflecting the central tendency
of the fluctuation data. The formula is

PC1 = µ =

n∑
i=1

1Pi

n
(2)

where: 1Pi represents the amount of PV power output
fluctuation, n represents the number of samples, and the
following symbols have the same meaning as before.

(2) PC2: Standard deviation
The standard deviation (σ ) is the arithmetic average of the

squared differences between the PV power output fluctuation
and its mean value, reflecting the degree of dispersion of the
fluctuation data. The formula is

PC2 = σ =

√√√√√ n∑
i=1

(1Pi − µ)2

n
(3)

(3) PC3: Peak
The peak value (Pk ) is the quantity of fluctuation data

corresponding to the center of the probability distribution
graph of the PV power output. It represents the maximum
value of the distribution and reflects the concentration of
the fluctuation data. A higher peak value indicates a larger
smooth region in the PV power output.

(4) PC4: Skewness
Skewness (S) is used to measure the direction and degree

of deviation in the distribution of fluctuation data, reflecting
the asymmetry of the data distribution. The larger the absolute
value of the skewness, the greater the degree of skewness in
the data distribution. The formula is

PC4 = S =
1
n

n∑
i=1

[(
Pi − µ

σ

)3
]

(4)
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FIGURE 6. Flowchart for modeling of PV power output data-driven at 1-second time scale.

FIGURE 7. Flowchart for modeling of PV power output data-driven at
1-second time scale.

(5) PC5: Kurtosis
Kurtosis (K ) is used to measure the steepness of the

distribution of fluctuation data. Intuitively, kurtosis reflects
the sharpness of the peak. The larger the kurtosis, the steeper
the distribution. The formula is

PC5 = K =
1
n

n∑
i=1

[(
Pi − µ

σ

)4
]

(5)

(6) PC6: Number of downward bends
The number of downward bends rl is the number of turning

points where PV power output changes from an upward
trend to a downward trend, expressed as the number of local
maximum points in the PV power output curve for a given
period.

PC6 = rl (6)

(7) PC7: Number of upward bends
The number of upward bends rh is the number of turning

points where PV power output changes from a downward
trend to an uptrend, expressed as the number of local
minimum points in the PV power output curve for a given
period.

PC7 = rh (7)

D. BP NEURAL NETWORK CONSTRUCTION
The neural network is shown in FIGURE 8.

1) INPUT LAYER
In order to examine the impact of PV power output
fluctuations at 1-second time scale, this work focuses on
seven fluctuation data characterization metrics, as presented
in section III-C. Therefore, utilize these seven indicators as
input variables.

2) OUTPUT LAYER
The model investigates the effect of different fluctuation
characteristics on PV power output. Considering that a
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FIGURE 8. Flowchart for modeling of PV power output data-driven at
1-second time scale.

minimum time resolution of 15 minutes is required for
ultra-short-term prediction of PV power production and ultra-
short-term dispatch of electric power systems, PV power
output data at a 1-second time scale with a total duration
of 15 minutes is identified as the model output variable.
Therefore, the output layer variable is 900 continuous PV
power output data with a time resolution of 1 s.

3) HIDDEN LAYER
The number of hidden layers and nodes directly affects the
accuracy and size of the model. The number of nodes in the
output layer of the BP neural network used in this study is
high. To strengthen the stability of the model, according to
the least mean square (LMS) [38], the formula to calculate
the number of nodes in the hidden layer is as follows:

s =

√
0.43mn+ 0.12n2 + 2.54m+ 0.77n+ 0.35 + 0.51

(8)

where: s represents the number of hidden layer nodes, m
represents the number of input layer nodes, and n represents
the number of output layer nodes.

E. EVALUATION INDICATORS
To verify the accuracy of the model, the correlation coeffi-
cient (r) and the Root Mean Square Error (RMSE) are used
as the evaluation indicators of the accuracy of the model. The
formula is

r =
Cov(Pi, P̂i)√
Var[Pi]Var[P̂i]

(9)

RMSE =

√√√√1
n

n∑
i=1

(P̂i − Pi)2 (10)

where: n represents the number of samples; Pi represents
the actual value of PV power output; P̂i represents the
simulated value of PV power output; Cov(Pi, P̂i) represents
the covariance between the real value and the simulated value;
Var[Pi] represents the variance.

The r describes the degree of linear correlation between the
fitted values and the true values [39], in the range [−1, 1]. The

closer the r is to 1, the stronger the model correlation. The
RMSE describes the deviation of each data from the actual
value [40], in the range [0, +∞). The closer the RMSE is
to 1, the smaller the model error.

IV. CASE STUDY
A. SCENARIO SETTING
To verify the accuracy of the model in this work, the model-
building process above is programmed in the PyCharm
platform. Firstly, carry out the data processing, select the PV
power plant during 2017-2018 a total of 730 days, sampling
time interval of 1-second PV power output measured data.
To improve the training accuracy, the PV power output
during the period of relatively high daily light irradiance was
selected. According to the temporal and spatial correlation of
PV power output, this simulation finally takes the daily PV
power output data at 12:00-13:00 and divides it into a total
length of 15 minutes.

Divide the first 511d as the training set and the last 189d as
the test set. Eliminate all problem datasets containing outliers
and vacancies, and finalize 1900 sets of training set data and
209 sets of validation set data. To eliminate the influence of
the scale and other physical quantities, all the output data are
normalized as follows:

P′
t =

Pt
PR

(11)

where: P′
t represents a moment of PV power output per unit,

p.u.; Pt represents a moment of PV power plant power, kW;
PR represents the rated power output of PV power plant, kW.
According to section III-D, the number of nodes in the

input layer of the BP neural network established for this
simulation is 7 and the number of nodes in the output layer
is 900. Based on formula (6) yields, the number of nodes in
the hidden layer is approximately 317. After model training
and validation, the number of hidden layers of the BP neural
network used in this model is finally determined to be 3 and
the number of nodes is 320.

Set the learning rate of the BP neural network algorithm
to 0.001, and establish the BP neural model as shown in
FIGURE 9.

FIGURE 9. Flowchart for modeling of PV power output data-driven at
1-second time scale.

B. RESULT AND DISCUSSION
1) FLUCTUATION CHARACTERISTICS ANALYSIS
Two sets of data were randomly selected and the amount
of force fluctuation was calculated and represented in the
frequency histogram as shown in FIGURE 10.
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FIGURE 10. Distribution of PV power output fluctuations at the 1-second
time scale of samples.

According to the frequency distribution histograms of the
PV power output fluctuations, both of them show high peaks
and thin tails with obvious anomalous spikes, in line with the
fluctuation characteristics of PV power output at the 1-second
time scale proposed in Section II.

Calculate the fluctuation characteristic index based on the
contents of Section III-C, as shown in Table 2. Compare the
fluctuation characteristic index of Sample A and Sample B:

(1) The means are approximately equal, indicating that the
data concentration trend is similar and the amount of
fluctuation is small overall.

(2) The standard deviation of Sample B is larger, indicating
that the Sample B fluctuation data is more discrete.

(3) The peak of sample A is larger, indicating that the
fluctuation data of sample A is more concentrated. It also
means that the power output of sample A is smoother.

(4) The skewness and kurtosis of both samples are similar,
indicating that the direction and degree of the steepness
and deviation are similar.

(5) The number of bends the sample A is greater, indicating
that the overall change trend of sample A is more.

TABLE 2. PV power output fluctuation characteristic index at the
1-second time scale of the samples.

2) TIME DOMAIN CHARACTERISTICS ANALYSIS
After model training, the PV power output model established
is used to realize the simulation of PV power output from the
fluctuation characteristics. The simulated PV power output
curves of the model in this work and the model based on

Pearson random numbers are compared with the measured
values at the 1-second time scale, as shown in FIGURE 11.
In terms of the resultant error of the model output power,

the RMSE of the PV power output in the time domain
of the data-driven model proposed in this work reaches
0.0053 and 0.0206, respectively, reduced by 86.4% and
47.8% compared with the model based on Pearson’s random
numbers, respectively.

In terms of the correlation between the results of the model
power output and the measured data in the time domain,
the r of the model proposed in this work are all more than
0.8, indicating a strong correlation between them. Moreover,
the degree of correlation is greatly improved compared
with the model based on Pearson random numbers, indicating
that the model proposed in this work is well-fitted.

FIGURE 11. Comparison of PV power output model power output in time
domain.

3) FREQUENCY DOMAIN CHARACTERISTICS ANALYSIS
Considering the role distributed PV power plants play in the
grid, the PV power output from the two models is converted
in the frequency domain and compared with the frequency
domain curves of the actual power output, as shown in
FIGURE 12.

In terms of resultant error of the model power output in
the frequency domain, the RMSE of PV power output in the
frequency domain from the data-driven model proposed in
this work reaches 0.2645, reduced by 65% to 90% compared
to the model based on Pearson random numbers.

In terms of correlation between the results of the model
power output and the measured data in the frequency domain,
the r of both two models exceeds 0.999, but the r of the data-
driven model proposed in this work is still higher than the
model based on Pearson random numbers.

VOLUME 12, 2024 117567



J. Wei et al.: Data-Driven Modeling for Photovoltaic Power Output of Small-Scale Distributed Plants

FIGURE 12. Comparison of PV power output model power output in
frequency domain.

Moreover, it indicates in terms of the effect on the
stability and stabilization of the system, the data-drivenmodel
proposed in this work is more similar to the real power output.

4) FLUCTUATION DISTRIBUTION DOMAIN
CHARACTERISTICS ANALYSIS
The amount of PV power output fluctuation is calculated
and represented via Gaussian distribution, as shown in
FIGURE 13.

Comparing the histograms of power output fluctuations of
the data-driven model proposed in this work and the model
based on Pearson random numbers with the actual real power
output, it can be found that the power output fluctuation of the
model based on Pearson random numbers more in line with
the characteristics of anomalous spiking at 1-second time
scale in sample 2. However, the data-driven model proposed
in this work has a better fit with the real power fits real event
data, making it more appropriate for simulating PV power
output simulations at the 1-second time scale.

To quantitatively analyze the advantages and disadvan-
tages of the two models in terms of fluctuation distribution,
calculate the fluctuation characteristic index of the PV output
generated by both models, as shown in Table 3 and Table 4.
For the sake of simplicity, we use M1 to represent the data-
driven model proposed in this work and M2 to represent the
model based on Pearson random numbers. It is evident that
the PV power output model proposed in this work (M1) is
closer to the actual values in terms of fluctuation distribution
characteristics, particularly in terms of mean value, standard
deviation, kurtosis, and skewness. This also confirms that
this model is more suitable for generating PV power output
scenarios at the 1-second time scale.

FIGURE 13. Comparison of PV power output model power output in
fluctuation distribution.

TABLE 3. Table of fluctuation characteristic index for Sample 1 from two
models.

5) SENSITIVITY ANALYSIS
To verify the sensitivity of the data-driven model proposed in
this work, 30 groups of random scene samples are randomly
selected and analyzed for error. In this part, we still use M1
to represent the data-driven model proposed in this work
and M2 to represent the model based on Pearson random
numbers. Compare the RMSE and r of the output results of
the two models in 30 groups of random scenes, as shown
in FIGURE 14 and FIGURE 15. M1 has a smaller RMSE
compared to M2 overall, indicating lower error. Additionally,
the r of M1 is closer to 1 than that of M2, suggesting a better
fit overall.

Calculate the average RMSE and the r values for results
from different models, and list them in Table 5. The average
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TABLE 4. Table of fluctuation characteristic index for Sample 2 from two
models.

FIGURE 14. Comparison of box plot of RMSE of the model.

FIGURE 15. Comparison of box plot of the r of the model.

RMSE of M1 decreased by 37.12% compared to M2, while
the r increased by 32.07% compared to M2. This also
indicates that M1 has a lower error and better fit compared
to M2.

TABLE 5. Comparison table of evaluation indicators for different models.

Based on the above, the data-driven model proposed in this
study (M1) demonstrates better fitting capability and stability.

V. CONCLUSION
Based on observed PV power plant output data, this work
studies the PV power output characteristics and proposes a
data-driven, small-scale distributed PV power plant output
model, all at the 1-second time scale. Moreover, the
accuracy of this model is verified by comparing it with the
observed data and the model developed based on Pearson
random numbers, proposed by previous scholars. The main
conclusions are as follows:

(1) In terms of time scale, a fluctuation characteristic index
system is established via the analysis of the observed data,
and the data-drivenmodel proposed in this work simulates the
PV power output at the 1-second time scale via the fluctuation
characteristics.

(2) In terms of model accuracy, the results of the simulation
show that the PV power output model proposed in this work at
1-second time scale is feasible. The model output correlation
coefficient (r) exceeds 0.8, and the RMSE can be as high as
0.005, generally representing a 37.12% reduction compared
to the model based on Pearson random numbers.

However, there are still some limitations and suggested
future work for this paper:

(1) In terms of model accuracy, more representative
indicators of fluctuation characteristics could be mined and
used in this model. At the same time, this study did not gather
moremeasured PV power output data at 1-second time scales,
and obtaining more measured data would equally enhance the
accuracy of the model.

(2) In terms of model generalizability, more calculations
are required to evaluate the validity of this method, particu-
larly conducting comparisons across different time scales.

(3) In terms of hybrid energy systems, based on this
work for generating scenarios for second-by-second PV
power output, this model can be combined with pumped
storage and other power generation system models. This
combination allows for research on the control strategy of
hybrid energy systems under small time scale conditions,
ultimately promoting the development of hybrid energy
systems.
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