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ABSTRACT Motion intent recognition research is one of the key challenges in achieving human-robot
collaboration in rehabilitation robots. In the traditional method, intention recognition is performed based on
the complete sEMG, however, due to the muscle atrophy of stroke patients, the complete sequences are not
captured at the early stage of rehabilitation, so in this paper, three sEMG segments of 1/2, 1/4, and 1/8 of
three selected activity of daily living (ADL) movements of the upper limb are investigated, respectively, and
comparing with the complete sEMG sequences, a novel method of motor intention prediction is proposed.
In order to achieve optimal recognition accuracy and speed, the Kernel Extreme Learning Machine (KELM)
algorithm optimized by the Sparrow Search Algorithm (SSA) algorithmwas used for prediction. It was found
that the SSA-KELM algorithm based on segmented sEMG has better recognition accuracy and recognition
speed in each segment compared to other algorithms. The recognition accuracy in 1/8 sEMG segments is
98.4%, and the recognition time is 0.0102s, which shows how well the method works and what it means for
rehabilitation robots working together with people.

INDEX TERMS Segmental sEMG, motion intent prediction, SSA-KELM, human-robot collaboration.

I. INTRODUCTION
Stroke is one of the leading causes of long-term disability in
the world’s population. According to statistics, about 70% to
80% of stroke patients have varying degrees of upper limb
motor dysfunction, which greatly affects their independence
in daily life [1], [2], [3]. Rehabilitation robots can assist
stroke patients with motor training to restore normal limb
function [4]. With the continuous development of artificial
intelligence, the application of pattern recognition technol-
ogy in the field of medical rehabilitation is becoming more
and more widespread, and it has a positive significance
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for the closed-loop control of patients’ postoperative active
rehabilitation [5], [6].

Methods for recognizing motion intention rely on
biomechanical and bioelectric signals [7]. The genera-
tion of bioelectric signals occurs before a limb moves.
We can find the relationship between the signals and move-
ment by collecting and decoding bioelectric signals, which
is a very useful way to predict trends in human limb
movement.

The sEMG is a physiological electrical signal generated
by neuromuscular movement, and the acquisition technology
is mature and noninvasive [8], [9]. It can be obtained by
electrodes pasted on the skin surface of human muscle parts
and correlates with the corresponding muscle activity and
movement status with similarity, difference, and repeatability
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TABLE 1. Summary of the recent work of identifying the motion intention through sEMG.

FIGURE 1. Segmental sEMG-based upper limb movement intention recognition.

[10], [11], [12]. Therefore, we can classify and recognize
movement patterns using the sEMG of muscle groups during
human upper limb movement [13], [14], [15].

Motion intent recognition using sEMG signals typically
involves two key steps: feature extraction and pattern classi-
fication. Chen et al. [16] extracted three features, Root Mean
Square (RMS), Integrated Electromyography (iEMG), and
Median Power Frequency (MPF), from surface EMG sig-
nals, used least squares support vector machines for pattern
classification of eight upper limb monoarticular motions, and
designed a multi-strategy-based sparrow search algorithm for
optimisation of the classifier parameters. They improved the
recognition accuracy by 2.835% compared to the original
classifier. Shi et al. [17] proposed a combined scheme of
cumulative residual entropy and an extreme learning machine
(ELM) to classify different hand and wrist movements, and
the experimental results verified the real-time performance
of the proposed method. Wang et al. [22] used combined
kernel principal component analysis to reduce the dimension-
ality of features. Support Vector Machine (SVM) was used
to classify the upper limb movements, and the parameters
were optimised using the cuckoo search algorithm, which
resulted in a classification accuracy of 95.4%with the feature
combination mean absolute value (MAV) + autoregressive
coefficient + wavelet packet energy. These works effec-
tively identify the designed motion patterns with different
input features and classification models, which are of high
research and practical significance. A summary of recent

work on recognizing motor intent by sEMG is shown in
TABLE 1.

Currently, action recognition can be divided into two main
categories: the first is model-based methods, and the sec-
ond is data-based machine learning methods [23]. When
previous scholars used machine learning methods for action
recognition, most of them captured the complete sEMG
action sequences and then recognized the actions based on
the muscle activation or synergy matrices after the actions
occurred [24], [25]. However, they were unable to achieve
the effect of action prediction. Simultaneously, when patients
use rehabilitation robots for motor training, the limited
range of limb movement due to nerve damage frequently
hinders the capture of complete sEMG sequences, reduc-
ing the robot’s capacity to carry out active rehabilitation.
This, in turn, impacts the efficacy of rehabilitation. In this
paper, we propose a method for motor intention recognition
using segmented sEMG, using the KLEM classifier, and
using the SSA algorithm for its hyperparameter optimisation,
as well as a multi-strategy analysis of muscle group selec-
tion, feature filtering, meta-heuristic optimisation algorithm
optimisation, and pattern classifier selection, to form a frag-
mented sEMG-based motor intention recognition system for
the upper limb. This method can effectively solve the problem
of predicting the patient’s behavioural intention and reduce
the time delay of the rehabilitation robot, laying the foun-
dation for further active-passive training control. The main
content of this paper is shown in FIGURE 1.
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FIGURE 2. SSA Flowchart.

II. METHOD
A. SSA ALGORITHM
The SSAwas proposed in 2020 as a new population optimisa-
tion algorithm derived with reference to sparrow foraging and
anti-predation processes [26], [27], which has the advantage
of better global exploration and local exploitation to make the
sparrows in the population move towards the global optimum
and converge quickly near the optimum. The flowchart of
SSA is shown in FIGURE 2.
In the modelling process, the position of each sparrow is

first established using a matrix with the expression:X1,1 · · · X1,d
...

. . .
...

Xn,1 · · · Xn,d

 (1)

where n is the number of sparrows and d is the dimension of
the variable to be optimised, the fitness can be expressed as:

F(x) =

 f (x1,1, · · · , x1,d )
...

f (xn,1, · · · , xn,d )

 (2)

where Each row of f (x) indicates the individual sparrow’s
fitness. The higher the fitness, the less difficult it is to get
food. The optimal individual in the group will be preferred
to obtain food during the search process. As a discoverer,
it can obtain a larger foraging search range than a joiner and
is responsible for guiding the population to find food. During
each iteration, the position of the discoverer is updated as
follows:

x t+1
i,j =

 x ti,j · exp(
−i

α · iterMAX
), R2 < ST

x ti,j + Q · L, R2 ≥ ST
(3)

where R2 denotes the alert value of the sparrow and ST
denotes the safety threshold. x t+1

i,j denotes the position of the
ith sparrow in the jth dimension, a is a [0, 1] random number,
L is a 1 × d matrix, where each element is 1. Under normal
circumstances, when the sparrow’s alert value is less than the
safety threshold, that is to say, the environment is safe, and
it carries out normal hunting. When the sparrow’s alert value
exceeds the safety threshold, it means there is a danger in the
action, and the sparrow will send out an alert to remind the
whole group to transmit the information so that the individual
can respond.

The positions of the joiners have been updated, as shown
below:

X t+1
i,j =

Q · exp(
X tworst − X ti,j

i2
), i > n

/
2

X t+1
P +

∣∣∣X ti,j − X t+1
P

∣∣∣ · A+
· L, i ≤ n

/
2

(4)

where n is the number of joiners, X tworst is the worst position
in the game, X t+1

P is the globally optimal position. i > n/2
suggests that one of the less adapted i joiners did not acquire
food and its need to search for food elsewhere In addition,
this paper’s finder’s share is 0.4 for finders, with joiners
dynamically adjusting to vigilantes.

When in danger, the pattern of change in the sparrow’s
position is as follows:

X t+1
i,j =


X tbest + β ·

∣∣∣X ti,j − X tbest
∣∣∣ , fi > fg

X ti,j + k ·


∣∣∣X ti,j − X tworst

∣∣∣
(fi − fw) + ε

 , fi = fg
(5)

where fg is the global optimal fitness value, fi is the global
worst fitness value, X tbest is the global optimal position, and
X tworst is the global worst position. k and β are random
numbers between 0 and 1. Individual fitness values greater
than the global optimal fitness value indicate that the sparrow
is still far away from the central position, easy to become the
target of predators, and more dangerous, while individual fit-
ness values less than the global optimal fitness value indicate
that in the vicinity of the central position, the sparrow is aware
of the danger and has begun to approach the other sparrows.

B. KELM MODEL
ELM is a single implicit layer feedforward neural network
whose learning objective function F(x) can be represented
by a matrix as follows:

F(x) = h(x) × β = H × β = L (6)

where x is the input vector, h(x) and H are the hidden layer
node outputs, β is the output weight and L is the desired out-
put. Turning the network training into a linear system solving
problem, β is determined according to β = H∗

× L, where
H∗ is the generalised inverse matrix of H . To enhance the
stability of the neural network, the regularisation coefficient c
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and the unit matrix I are introduced, and the least squares
solution for the output weights is given by

β = HT (HHT
+
I
c
)−1L (7)

KELM is an improved algorithm based on ELM combined
with the kernel function, which improves the predictive per-
formance of the model while retaining the advantages of
ELM. Introducing the kernel function into ELM, the kernel
matrix is:

�ELM = HHT
= h(xi)h(xj) = K (xi, xj) (8)

where: xi, xj is the experimental input vector, then Eq. (9) can
be expressed as:

F(x) = [K (x, x1); . . .K (x, xn)] (
I
C

+ �ELM )−1L (9)

where: (x1, x2 · · · xn) is the given training samples, n is the
number of samples, K is the kernel function, the kernel
function selected in this paper is the Gaussian kernel function.

C. SSA-KELM MODEL
The sparrow optimisation algorithm optimises two parame-
ters of the kernel-limit learning machine: the regularisation
coefficient c and the kernel function parameter s, resulting in
the SSA-KELM model for classification prediction of seg-
mented sEMG signals. The optimisation steps are as follows:

Step 1: Initialise the population. Set the number of spar-
rows to 20, and randomly generate the initial regularization
coefficient c and kernel function parameter s to generate the
population’s initial position.

Step 2: Calculate the range of values for the optimization
parameters. Experience leads us to determine the regularisa-
tion coefficient c to be (0, 1) and the kernel function parameter
s to be (−10, 105).
Step 3: Establish the SSA-KELMmodel, calculate the indi-

vidual sparrow fitness (i = 1, 2, . . . , n), and sort the fitness
values to identify the current best and worst individuals. The
fitness function is:

f (xi) =

√
1
n

∑n

i=1
(d̂i − di)

2
(10)

where: di is the true value and d̂i is the predicted value of the
function.

Step 4: Update the sparrow’s position according to
Eqs. 3-5.
Step 5: Obtain the new sparrow position and individual

fitness value; compare the optimal fitness value of the current
round with the previous optimal fitness value; and, if the
current round is optimal, update the global optimal fitness
value with the relevant bits.

Step 6: Stop the loop. When the number of iterations is
greater than 30, the optimality search process ends.

Step 7: The optimal training parameters for KELM are
obtained, the model is built, and the optimisation process is
shown in FIGURE 3.

FIGURE 3. Flowchart of SSA optimisation of KELM.

III. SEMG COLLECTION AND PROCESSING
A. COLLECTION EQUIPMENT AND ENVIRONMENT
This paper utilized Biosignals, a physiological multidi-
rectional recorder from PLUX, Portugal, to acquire raw
sEMG data. The hardware includes 8-channel (CH) wireless
acquisition sensors for physiological signals, and the soft-
ware includes data acquisition, visualization processing, and
real-time display modules, as shown in FIGURE 4.
In this paper, we collected sEMG from six healthy par-

ticipants, four males and two females, with the right limb
serving as the habitual upper limb. The collection protocol
was strictly based on the Declaration of Helsinki, and all
subjects read and signed an informed consent form agreeing
to the use of their personal data for the study.

FIGURE 4. Biosignals signal acquisition system.

Each subject underwent adequate muscle relaxation prior
to acquisition. Before attaching the electrodes, the cor-
responding muscle area was wiped with 75% alcohol in
order to remove surface oils and improve conductivity,
thereby reducing noise and improving the signal-to-noise
ratio. Wet electrodes containing electrolyte gel were used for
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TABLE 2. Collection channel configuration.

FIGURE 5. Electrode attachment position and movement schematic.

acquisition, and electrode patches were attached to the centre
of each muscle along its fibre direction.

All tests were conducted in the same environment with
Windows 10, a 64-bit operating system, an Intel Core

FIGURE 6. Schematic illustration of eating action segments.

i7-9750H @ 2.60GHz six-core processor, and MATLAB
R2018b as the integrated development platform.

B. SEMG ACQUISITION AND MUSCLE SELECTION
Based on the principles of ‘‘convenient collection, large mus-
cle area, long distance, and avoiding overlap’’ [28]. Three
muscle groups, namely, deltoid, the biceps, and triceps, were
selected as the collectionmuscle groups. The channel settings
are shown in TABLE 2.
CH1-CH4 are sEMG acquisition sensors, with 2 patch

electrodes placed along the muscle fibre direction at the mus-
cle bulge, with a centre distance of about 20mm–30mm [29].
The reference electrode is placed at the electrically neu-
tral articular bony prominence, which serves as the ground
terminal for the signals. CH5 is a pressure sensor that is
placed in the left hand and is used to record the onset
and termination points of each movement to facilitate the
classification of the subsequent movements, as shown in
FIGURE 5(a).

Combined with the practical application of the developed
upper limb rehabilitation robot, in order to realistically dis-
tinguish the subject’s upper limb movement intention, all
of them selected the ADL movement of the shoulder joint
forward movement to start the follow-up work, which is
eating, touching the ear, and lifting up the hand, as shown
in FIGURE 5 (b).
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FIGURE 7. Comparison of signals before and after pre-processing.

TABLE 3. Feature description.

C. SEGMENTAL SEMG
In the signal acquisition process, six subjects were first
trained in proficiency to memorise the termination position
of each action segment, and the pressure sensor was used
to record the start and termination positions of each action
segment, thus obtaining the four sEMG sequences of each
action. Figure 6(a) now shows the sEMG of the four segments
of the drinking action, and Figure 6(b) shows the start and
stop positions of each action.

We did not perform follow-up work on CH2 acquisition
because the movements selected for this paper were all
forward shoulder movements with very low triceps involve-
ment and insignificant muscle activation. Each participant
performed one set of experiments for each segment of
each movement, for a total of four sets of experiments,
with 20 ADL movements randomly acquired in each set.
We ensured there was no muscle fatigue before performing
the next set of acquisitions, with a 10-minute interval between
each set.

D. PREPROCESSING
Most of the sEMG power was contained between 20 and
200 Hz, and the sEMG data from 20 to 450 Hz was filtered
using a 4th-order Butterworth bandpass filter to reduce the
effects of noise and motion artefacts. In addition, a 4th-order
Butterworth filter with a cut-off frequency of 10 Hz was used
for low-pass filtering and full-wave rectification to compute
the envelope of the sEMG, and a comparison of the signals
before and after complete motion preprocessing is shown in
FIGURE 7.

E. FEATURE EXTRACTION AND DIMENSIONALITY
REDUCTION
We need to extract features from preprocessed sEMG signals
to increase the information density and improve the efficiency
of upper limb movement classification. In this paper, the time
domain features MAV, RMS, and variance (VAR) and the
frequency domain features mean frequency (MF) and median
power frequency (MPF) of segmented sEMG are extracted,
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TABLE 4. Description of discrete indicators.

FIGURE 8. Feature extraction and dimension reduction process.

totalling five features, and the formula for each feature is as
follows (TABLE 3):

The choice of eigenvalues is closely related to the outcome
of action recognition, and toomany eigenvalueswill affect the
computer’s decision-making speed. On the contrary, insuf-
ficient eigenvalues will cause the robot to fail to accurately
acquire the patient’s limbs’ movement intention [30], [31].
In this paper, we propose to select one time domain feature
and one frequency domain feature from the five extracted
features for subsequent motion intent recognition.

For the screening of time domain features, the greater the
dispersion of the feature value, the more favourable it is for
the classification of motion intent recognition. Considering
that a single discrete metric cannot fully represent the degree
of signal discretization, three discrete metrics will be used
to process the obtained feature values, namely, the extreme

TABLE 5. Ordering of discrete metrics for time-domain features.

deviation, interquartile range, and variance, which can be
expressed in TABLE 4. For the frequency domain features,
the sEMG frequency domain features were extracted to take
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TABLE 6. Test function description.

FIGURE 9. Frequency domain eigenaverage.

the mean value, the greater the change in the mean value, the
more favourable it is for the classification of motion intent
recognition.

The eigenvalue optimisation process is shown in
FIGURE 8. The results of ranking the discrete degree of
time domain features calculated for the subjects’ full action
sEMG are shown in TABLE 5. The results of comparing the
mean values of the frequency domain features are shown in
FIGURE 9. The optimal feature combination is selected after
comprehensive consideration as MAV+MPF.

The scatter plots of the three channels are plotted sepa-
rately, as shown in FIGURE 10. Since it is not easy for CH2 to

TABLE 7. Parameter setting of each algorithm.

distinguish between the three selected ADL actions, the sub-
sequent work in this paper only analyses the MAV+MPF of
the two channels, CH1 and CH4, for a total of 4-dimensional
features.

IV. RESULTS AND DISCUSSION
A. COMPARISON OF OPTIMISATION ALGORITHMS
Compared with other optimisation algorithms, SSA has local
optimum; and F5 and F6 are composite benchmark test func-
tions to test the balancing ability of the algorithm in exploring
and developing. Test benchmark functions are shown in
TABLE 6.

Meanwhile, the genetic algorithm (GA), particle swarm
optimisation algorithm (PSO), and simulated annealing
algorithm (SA) are selected to compare the cross-sectional
performance with the SSA [32], [33], [34]. The param-
eter settings of each algorithm are shown in TABLE 7,
and the population size N of all algorithms is set to 50,
the maximum number of iterations is set to 100, and the
six test functions are run independently of each other. The
process is repeated 30 times, and the statistical results are
shown in TABLE 8. The optimal fitness value, the aver-
age fitness value, the worst fitness value, and the standard
deviation are used as judgements of the standard algorithms’
performance.

From the test results of unimodal test functions F1 and
F2, SSA shows good convergence speed and optimisation
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FIGURE 10. Feature combination scatter plot of each channel.

TABLE 8. Comparison of test benchmark function results.

accuracy and can accurately optimise to the ideal value,
and the optimisation results have obvious advantages over
other optimisation algorithms. SSA finds the best value first
for the multimodal test function F3. For the multimodal test
function F4 and the composite benchmark test function F5,
it can get rid of the local best and find the global best solution,
which is a big advantage over the other three algorithms.
And the standard deviation value is the smallest, indicating
that SSA is more robust. For the composite benchmark test
function F6, although the PSO algorithm can reach the the-
oretical optimum, SSA is faster in finding the optimum, and
by comparing the mean and standard deviation, the stability
of SSA’s optimisation is significantly better than that of other
algorithms. Comprehensive analysis shows that SSA has bet-
ter performance and can be used as an optimisation algorithm
for the motor intention recognition classifier. The average
convergence curves of the six test functions are shown in
FIGURE 11.

B. COMPARISON OF MACHINE LEARNING MODELS
Machine learning classification algorithms commonly used
in motion intent recognition are generally SVM, Backpropa-
gation Neural Network (BPNN), and ELM [35], [36], [37].
ELM is a newly developed supervised learning algorithm
for single hidden layer feedforward neural networks with
additive neurons. ELM learns much faster than traditional
feedforward network learning algorithms than BPNN and
has better generalisation performance [37]. ELM has become
a popular tool for solving classification and regression
problems.

This paper argues that the KELM algorithm optimised
using the Gaussian kernel function is suitable for pattern
recognition of motion intent. In order to verify the real-time
effectiveness of KELM, four sets of motion datasets from
each of the six subjects are taken, and the 4-dimensional
combined features consisting of MAV+MPF are extracted
and input into six commonly used classifiers such as SVM,
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FIGURE 11. Test function average convergence curve.

Naïve Bayes (Bayes), BPNN, Long Short-Term Memory
(LSTM), ELM, KELM and the training and testing process is
repeated 30 times [38], [39]. All classifiers undergo 10 fold
cross validation, with a training set ratio of 0.7. Different
training and testing sets are repeatedly used as inputs, and
the 10 validation results are averaged to ensure that the model
achieves optimal performance.

From Fig. 12, it can be seen that SVM, ELM, and KELM
all have good recognition accuracy, but the robustness of
KELM is better than that of SVM and ELM. and KELM
has the fastest rate of decrease in the running speed, and the
running time is only slower than that of Bayes in the case of
1/8 action segment recognition, which indicates that the use
of KELM is a fast and effective method for the classification
of motion patterns based on segmented sEMG.

C. COMPARISON OF KELM AND SSA-KELM
The two parameters, regularisation coefficient c and ker-
nel function parameters s, in KELM will directly affect its

TABLE 9. Comparison of recognition speed after optimisation.

recognition accuracy. Therefore, this paper employs the SSA
algorithm to determine the optimality of these two parame-
ters, subsequently constructing the SSA-KELMclassification
algorithm.

The motion dataset was input into SSA-KELM for training
and testing, and the recognition accuracy of each motion is
shown in FIGURE 12, and the running speed is shown in
TABLE 9. It can be seen that, compared with the KELM
algorithm, the SSA-KELM algorithm improves the recogni-
tion accuracy of each action segment, makes up for the defects
of the KELM algorithm that the recognition accuracy of the
1/4 segment and 1/2 segment is not high, and maintains a fast
running speed, which proves the feasibility of this algorithm,
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FIGURE 12. Classifier performance comparison.

FIGURE 13. Comparison of recognition accuracy after optimization.

and it has a positive significance for the active-passive
combination control of the rehabilitation robot.

D. OPTIMISATION OF KELM BY DIFFERENT
OPTIMISATION ALGORITHMS
In order to verify the advantages of SSA-KELM, this
paper uses different optimization algorithms to optimize the
regularization coefficient c and the kernel function param-
eter s of KELM and compares the recognition accuracies
of GA-KELM, PSO-KELM, SA-KELM, and SSA-KELM.
SSA-KELM performed well and verified the feasibility of the
method, as shown in FIGURE 14.

The parameter finding time of the optimization algorithm
has been tested above using benchmark functions and will not
be repeated here.

FIGURE 14. Optimisation of KELM parameters by different optimisation
algorithms.

V. CONCLUSION
The development of active-passive combined control directly
affects the patient’s postoperative recovery effect and is one
of the key development directions for rehabilitation robots in
the future. In this paper, we investigated the segmental surface
EMG signals and identified the motor intention of 1/8, 1/4,
and 1/2 sEMG segments of three ADL movements, which
greatly restored the situation of stroke patients who could not
realise the complete ADL movements at the early stage of
rehabilitation due to muscle atrophy.

Accuracy and real-time prediction of active motor inten-
tion in patients with upper-limb motor dysfunction are the
keys to robot-assisted rehabilitation. In this paper, we analyse
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the time and frequency domain features of sEMG signals,
screen the optimal feature combination MAV+MPF, and
use the KELM classification model optimised by the SSA
algorithm for training and prediction. The results demonstrate
a significant improvement in the recognition accuracy of
the SSA-KELM algorithm when compared to the traditional
KELM algorithm. The algorithm achieves recognition accu-
racies as high as 98.3%, 96.8%, 95.7%, and 96.6% in 1/8,
1/4, 1/2, and complete sEMG sequences, demonstrating great
superiority in the first segment. The recognition speed is
guaranteed, and it is expected to be applied to the ADL action
of the motor intention prediction study.

The selected ADL actions in this article are clearly distin-
guished in the early stages of the action, resulting in better
recognition results for the classification model in smaller
data segments. In future work, we will continue to verify the
impact of different ADL actions on experimental results and
apply this method to clinical experiments on upper limb reha-
bilitation robots to continuously optimize its applicability.
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