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ABSTRACT This paper proposesMicroSync, a high-accuracy and low-power synchronizationmethod based
on two ideas: a hybrid timer and communication scheduling. The hybrid timer is implemented by combining
two types of timers: a real-time clock and high-frequency clock timers. While high-frequency clock timers
offer high resolution at the cost of increased power consumption, real-time clocks operate at lower frequen-
cies, providing power efficiency but lower time resolution. The combination of these two timers results in a
synchronized timer with low power consumption and high accuracy. Furthermore, we proposed two types of
communication scheduling using this hybrid timer: high-accuracy and low-power scheduling. High-accuracy
scheduling leverages Slave Latency, a feature of Bluetooth Low Energy (BLE), to minimize communication
frequency, reduce the time gap between communication and synchronization, and prevent error accumulation
caused by frequency drift. Both synchronization schemes were implemented on a commercially available
Bluetooth transceiver IC. The evaluation results show that the high-accuracy scheduling achieves 400-ns
synchronization accuracy with less than 300 µW power consumption. The low-power scheduling also
achieves 1-µs synchronization accuracy with less than 150 µW power consumption under same conditions.

INDEX TERMS Bluetooth, synchronization, protocols, receivers, Internet of Things, Bluetooth low energy.

I. INTRODUCTION
Internet of Things (IoT) technologies, such as smart homes
and sensor networks, have rapidly gained popularity in
recent years. In such systems, several devices connected to
a network work together to collect data and control the sys-
tem. Time synchronization between devices is essential for
time-series processing of data sensed by multiple devices and
for controlling transducers and actuators.

A challenge in time synchronization systems is the
trade-off between power savings and accuracy. Low power
consumption is an important aspect for many IoT systems,
as IoT devices are distributed in various environments and
many operate on batteries or energy harvesting systems.

The associate editor coordinating the review of this manuscript and
approving it for publication was Mostafa Zaman Chowdhury.

Specifically, in environments where external power supply
or frequent battery replacement is not feasible, such as for
rotating components like wind turbines or crankshafts [1],
power-saving becomes essential. Accurate time synchro-
nization is a crucial factor for sensors and actuators that
require real-time control. For example, in systems that handle
ultrasonic waves, such as ultrasonic positionmeasurement [2]
and ultrasonic sensing using microphone arrays [3], synchro-
nization on a sub-microsecond basis is necessary to rearrange
the reception timing between microphones and measure the
elapsed time between transducers and microphones. Addi-
tionally, when measuring vital data, such as human motion
sensing and electromyography (EMG) using distributed sen-
sors, wireless time synchronization technology is required
to synchronize measurement timing. Given that distributed
sensors are often powered by batteries, low-power time
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synchronization technology enables long-term measure-
ments. Hence, low-power and high-accuracy time syn-
chronization is one of the most crucial services in
IoT systems.

The motivation for this study stems from the critical
need to address the trade-off between power efficiency and
synchronization accuracy in IoT systems. To date, various
studies on time synchronization in IoT systems using wire-
less communication technologies. In those systems, there
is a trade-off between time synchronization accuracy and
power consumption, because high-frequency timers with
high-accuracy consume more power. This research proposes
a new time synchronization method, MicroSync, based on
BLE, a Bluetooth low-power standard. The core hypotheses
of the proposed MicroSync are twofold. First, by combining
a high-accuracy, high-power consumption timer with a low-
power, low-resolution timer, it is possible to maintain high
time synchronization accuracy without compromising energy
efficiency. Second, further power savings can be achieved by
optimally scheduling time synchronization communications
to align with BLE communication timings. Based on these
hypotheses, we have successfully developed a time synchro-
nization system, MicroSync, that effectively balances low
power consumption with high-accuracy.

Bluetooth Low Energy (BLE), a low-power wireless com-
munication protocol standardized by the Bluetooth Special
Interest Group, has emerged as a key IoT technology since
its release in the Bluetooth 4.0 [4], [5]. In typical Bluetooth
connections, a single computer or smartphone acts as the Cen-
tral, and multiple Peripherals such as mice and sensor devices
are connected. In the past decade, several synchronization
technologies based on the BLE have been studied [1], [6],
[7], [8], [9], [10], [12], and some research has been conducted
using these technologies [1], [13]. However, few studies have
focused on reducing power consumption in BLE-based time
synchronization systems. In addition, to perform time syn-
chronization, communication needs to synchronize with each
other; however, a large power consumption instantaneously
to drive the power amplifier (PA) and the low-noise amplifier
(LNA).

Fig. 1 shows an overview of MicroSync, which is realized
by two power reduction technologies: hybridization of timers
and scheduling of synchronization. The hybridization tech-
nique combines a high-frequency clock (HFCLK) timer and
real time clock (RTC). The proposed scheduling uses Slave
Latency, a power-saving function of BLE, and pipelining,
which can reduce the number of communications required for
time synchronization. The three main points summarize the
contributions of our study.

Two types of scheduling are proposed: high-accuracy
and low-power scheduling. The high-accuracy scheduling
achieved a mean absolute error of 272 ns and a standard
deviation of 319.2 ns at 252.1 µW. Low-power scheduling
achieved a mean absolute error of 796.4 ns and standard
deviation of 990.4 ns at a power consumption of 141.8 µW.

Furthermore, we proposed a hybrid approach to timer
synchronization, achieving power savings with negligible

degradation compared to an HFCLK timer implementation.
In high-accuracy scheduling, the power reduction was 90.9%
compared to that of the HFCLK timer. Low-power scheduling
also achieved a 94.8% power reduction compared with the
HFCLK timer implementation.

FIGURE 1. Overview diagram of the MicroSync synchronization algorithm.

In the hybridization of timers, the running time of the
HFCLK timer using crystal as the clock source was suffi-
ciently short to suppress the increase in power consumption
when the frequency of the HFCLK timer was increased.

The synchronization method we developed was imple-
mented ion nRF52840, which is manufactured by Nordic
Semiconductor. Furthermore, the program was built on Soft
Device, a firmware released by Nordic Semiconductor, and
does not directly program radio binaries; therefore, it can be
used in many countries without worrying about compliance
with technical standards.

The remainder of this paper is organized as follows.
Section II introduces the previous work and clarifies the
contributions of this study. In Section III, we explain the
hybridization of timers, which is a power-saving technology
used in this study, and the Slave Latency of BLE. Section IV
describes the two proposed MicroSync synchronization
schemes: a high-accuracy scheme and a low-power scheme,
and their hybrid timer implementation. Section V describes
the experimental setup and conditions used to evaluate the
performance of the proposed method. Section VI describes
the experimental results and analyses. Section VII describes
the superiority of the proposed method over conventional
methods based on experimental results. Section VIII dis-
cusses future work based on the experimental results. Finally,
section IX presents the conclusions.

II. PREVIOUS WORKS
This section describes the various time synchronizationmeth-
ods proposed in the field of IoT.

The global positioning system (GPS) allows receivers to
determine their current locations by receiving radio signals
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frommultiple GPS satellites. Because GPS obtains time from
atomic clocks installed on satellites, it allows the determina-
tion of absolute time with an accuracy of a fewmicroseconds.
This is applicable even for devices that cannot be equipped
with expensive atomic clocks provided that the internal sys-
tem clock can be accessed [14]. However, accessing GPS
satellites requires that the device always receive signals from
multiple GPS satellites, which is not optimal for IoT sys-
tems in indoor environments, such as smart homes, or for
sensor networks installed in various locations under different
conditions. In addition, the GPS also consumes a significant
amount of power, which makes it unsuitable for systems
designed to run on batteries for several years.

The Network Time Protocol (NTP) is a widely used syn-
chronization protocol in IoT devices running on PCs and IP
networks, and has excellent synchronization accuracy and
robustness. Because it runs on IP networks, the implemen-
tation cost of the protocol stack is high owing to routing and
other issues, and the power consumption tends to increase.
Therefore, they are unsuitable for sensor networks and IoT
systems that are not externally powered.

The Precision Time Protocol (PTP) provides more accu-
rate time synchronization than NTP over IP networks. PTP
is available over wired communication standards such as
Ethernet (IEEE802) and compatible protocols such as Wi-Fi
(IEEE802.11) [15]. A PTP can achieve sub-microsecond
accuracy under ideal conditions and requires hardware PTP
support in an Ethernet physical layer (PHY). PTP gained
attention as the preferred network changed from CAN to
Ethernet, andmicrocontroller implementations became avail-
able. In a previous study [16], a microcontroller with an
Ethernet PHY and hardware support for PTP achieved syn-
chronization with sub microsecond accuracy. As a wireless
example, a prior study [17] implemented the PTP protocol
on a microcontroller ESP32 withWi-Fi. This implementation
achieved a time synchronization accuracy of 15 µs without
hardware PTP support, and PCs or single-board computers
achieved sub-microsecond accuracy under Wi-Fi [18]. In a
previous study [19], an FPGA implementation of PTP was
proposed using low-speed, low-data-rate Bluetooth, and a
synchronization accuracy of 15 ns was realized.

Reference Broadcast Synchronization (RBS) [20] is an
algorithm that synchronizes the time between neighboring
nodes instead of synchronizing them to a Universal Standard
Time (UTC), such as GPS. The reference node broadcasts
a synchronization packet to all the nodes, and the receiving
nodes exchange their local time when they receive the syn-
chronization packet and calculate a correction value based
on the error in their received time to achieve accurate time
synchronization. However, there is a tradeoff: as the number
of nodes increases, the accuracy improves, but the amount of
communication also increases.

The Timing-sync Protocol for Sensor Network (TPSN)
[21] algorithm achieves time synchronization through bidi-
rectional communication such as NTP. In this algorithm,
the receiving node is synchronized with the sending node.
Synchronization is performed by first constructing an entire

tree with the reference node as the root. The parent and child
nodes of the tree then communicate with each other to per-
form time synchronization using multiple timestamps, which
are generated at the MAC layer to reduce communication
delays.

Some Bluetooth-based implementations require additional
hardware for Bluetooth devices, whereas others do not.
In addition, BLE has a generic access profile (GAP) for
broadcast communication, such as advertising, and generic
attributes (GATT) for one-to-one communication. Two types
of communication methods are used for synchronization:
one that establishes communication between the Central and
Peripherals and the other that achieves time synchronization
through broadcast advertising.

The current analysis is a typical method that uses addi-
tional hardware for time synchronization [6], [8], [9], [11].
In BLE communication, power pattern analysis, in which
a shunt resistor is inserted into the power supply line of
the BLE device and the potential difference is measured by
an amplifier, is another method for determining the timing
of transmission, in addition to the method using firmware
interrupts. The current waveform of a BLE device includes
the features of the transmitting and receiving amplifiers, from
which the transmission current of the PA of the BLE device,
the receiving current of the LNA, and other communication
details can be accurately determined [6], [8]. In [11], syn-
chronization with a variance of 0.9µs was achieved by power
consumption analysis using a shunt resistor and comparator.

In BLE, there are two types of communication: GAP,
such as advertising communication, where data are broad-
casted; and GATT, where bidirectional communication is
performed by establishing a connection. CheepSync [10]
and BlueSync [7] are methods for achieving time syn-
chronization through advertising. Advertising requires only
one-way communication. The time-source device only needs
to consider the transmission power and does not need to
consider the increase in power as the number of receivers
increases. CheepSync combines synchronization algorithm
that uses advertising and compensates for clock drift to
achieve an average accuracy of 10 µs. BlueSync is another
method for achieving time synchronization using advertising
communication.

Reference [12] presented a method for time synchroniza-
tion using GATT. In particular, the Central is connected to
the multiple Peripherals via GATT communication, and the
Central side uses the reference time sent from the Peripheral
to calculate the synchronization time, which is communicated
to the Peripheral, thereby realizing a synchronization time of
20 µs with an RTC of 32.768 kHz.

To date, there are few studies on time synchronization
technology that focus on power savings. ecoSync, a low-
power synchronization scheme, is implemented on ESP32
microcontroller that supports Wi-Fi. ecoSync realizes syn-
chronization with the CPU clock by resetting the timing syn-
chronization function counter internal to the Wi-Fi module.
The results of an actual experiment using ESP32DEVKITV1
demonstrate a synchronization accuracy of 42 µs and power
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consumption of 182 µW at a resynchronization interval
of 60 min.

In a previous study [22] a power-saving time synchroniza-
tion method, which utilizes Bluetooth, was reported. This
study focuses on Wireless Body Area Networks (WBANs)
and assumes data collection from body-worn accelerometers.
The employed network topology is a single-hop star topology,
capable of supporting up to eight Peripheral devices. The
synchronization algorithm uses a simplified method based on
FSTP. When the resynchronization interval is set to 1 s, the
synchronization accuracy is 4.42 ms and power consumption
corresponds to 3.34 mW. When the synchronization interval
is set to 60 s, the synchronization accuracy is 220 ms and
power consumption is 55µW. This synchronization accuracy
is sufficiently higher than the inertial measurement unit’s
(IMU) sampling rate of 100 Hz, indicating that it is suffi-
ciently fast for target application.

Reducing the number of transmissions and power con-
sumption via scheduling is a well-studied topic in the field
of sensor networks. Microcontrollers with BLE modules
require mA-scale currents to drive LNA and PA. Reducing
the number of communications contributes significantly to
power savings. Compared with single-hop method, sensor
networks have a larger number of nodes and more complex
network topology. Therefore, communication collisions are
likely to occur and power is likely to increase [23]. Certain
studies involving FDAS [24] and LPSRS [25] use scheduling
to avoid communication collisions and reduce the number
of communications. This in turn reduces power consump-
tion. SLES [26] reduces the number of communications
by 22% when compared with conventional synchronization
algorithms such as EERS [27] and FADS. These algorithms
focus on reducing overall system power by minimizing the
number of communications, with limited discussion on the
power consumption of individual devices.

III. POWER SAVING METHOD
The proposed MicroSync uses two techniques for power
reduction: the hybrid control of timers and the utilization
of Slave Latency. The two techniques are described in this
section.

A. HYBRID TIMER
Most microcontrollers with BLE have two types of timers:
HFCLK timers for high-accuracy time measurement and a
real-time clock (RTC) for second to day long-time measure-
ment. HFCLK timers are suitable for use in millisecond to
microsecond real-time events and have high resolution in the
time direction; however, they consume more power owing
to their high clock frequencies. Furthermore, if an external
crystal is used, the power consumption increases.

RTC is designed to measure long periods of time with very
low power consumption. They are suitable formeasuring long
periods of time atmillisecond,minute, and day levels. In addi-
tion, RTCs are often intended for use when the processor is
asleep; therefore, they have a low clock frequency and coarse
temporal resolution but consume very low power as it draws

a very small current, from a few microamperes to some tens
of microamperes.

By combining these two types of timers with different
time resolutions, power savings and highly accurate time
synchronization can be achieved. Furthermore, the power
consumption of a timer includes not only that of the timer
counter itself but also that of the crystal or RC oscillator that
serves as the clock source. Therefore, the power consumption
can be reduced by turning off the power supply to the crystal
oscillator, phase-locked loop (PLL), and other Peripheral
devices.

Here, we describe a hybridization method between
HFCLK and RTC timers. Generally, switching the system
clock source from an RC oscillator to an external crystal
results in a current flow of several hundred microamperes,
even if the timer counter is stopped. Therefore, to save power,
it is effective not only to stop counting the clock, but also to
disable the crystal oscillator, switch the internal system clock
to the RC oscillator, and restart the crystal oscillator and PLL
only when necessary. However, the crystal oscillator and PLL
are unstable immediately after start-up, requiring a warm-up
time until the clock stabilizes.

Fig. 2 shows the switching sequence from RTC to
high-frequency timer, where the hybridization of RTC and
high-frequency timer is realized by three control events. First,
the high-frequency clock (HFCLK) warmup event starts up
the crystal oscillator and Peripheral circuits. Next, after a
warm-up time, the HFCLK startup event is triggered by an
RTC interrupt and starts the high-frequency timer counting.
During HFCLK running, the HFCLK is either interrupted by
a high-frequency timer or by a time measurement. In the case
of high-frequency timer interrupt, high-accuracy interrupt is
possible, and in the case of time measurement, time can be
measured with the resolution of the HFCLK. In this case,
the RTC value at the time of the startup event is recorded
and used as the starting point for the HFCLK time calcu-
lation. Finally, the HFCLK is released and shutting-down
to reduce power consumption. This event is generated
in the high-frequency timer Event or by the RTC. This
sequence of operations is how the hybrid’s timer processing is
accomplished.

The mechanism of timer hybridization is described in
detail. Please note the following three points.

• The difference between an RTC timer and HFCLK timer
is the resolution as opposed to precision of a single
clock.

• The timer value is calculated with the resolution of the
HFCLK timer.

The timer value is calculated as a real number and rounded
off before it is stored in the timer register.

The left side of Fig. 3 shows the time recorded using the
hybrid timer. First, an RTC timer interrupt is triggered. The
value of the RTC timer is recorded as RTCbase. Immediately
thereafter, HFCLK timer is removed and started. If an exter-
nal interrupt occurs while HFCLK timer is operating, then
the value of HFCLK timer is recorded as HFCLKbase. The
absolute time at which an external interruption occurs is given
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FIGURE 2. Hybrid control of HFCLK timer and RTC.

by the following formula.

THFCLK = T − round (TRTC (FHFCLK/FRTC)) (1)

A disadvantage of this method is that the HFCLK timer must
be started before any external interruption occurs.

The right side of Fig. 3 shows a timer interrupt using a
hybrid timer. In this system, the timer value is expressed as an
absolute value. Therefore, the interrupt timing is related to the
base point Tbase. Here, T indicates the time from Tbase to the
interrupt timing. In the hybrid timer, the interrupt time T must
be decomposed into TRTC and THFCLK and set in the timer
register. The following equation represents the RTC time part
counted by the RTC.

TRTC= round (T/ (FHFCLK/FRTC) −margin) (2)

A margin is introduced to ensure that THFCLK does not
become zero. This can occur when T/ (FHFCLK/FRTC) is
perfectly divisible, leaving no remainder.

The time recorded by HFCLK timer is calculated using the
following equation:

THFCLK = T − round (TRTC (FHFCLK/FRTC)) (3)

The part counted by HFCLK timer is converted from remain-
ing time TRTC counted by RTC timer to the resolution of
HFCLK timer and subtracted from T . Given that the value
actually set as RTC interrupt timing is relative to Tbase, it is
RTCbase + THFCLK, and the value set in HFCLK timer is
THFCLK. Fig. 2 shows the switching sequence from RTC
to HFCLK timer, where the hybridization of the RTC and
HFCLK timers is realized by three control events. The
HFCLK warm-up event begins with a crystal oscillator and
Peripheral devices. Next, after the warm-up time, the HFCLK
start-up event is triggered by an RTC interrupt and HFCLK
is started.

B. SLAVE LATENCY
Slave Latency is a power-saving function in the BLE stan-
dard. In BLE, GATT communication is performed after the
communication between the Central and Peripheral devices
is established. This communication interval is known as

FIGURE 3. Operation of the decomposed timers TRTC and THFCLK.
Operation of the decomposed timers TRTC and THFCLK.

the Connection Interval, which can be set from 7.5 ms to
4 seconds.

Shorter Connection Intervals result in shorter delays
between when the application layer communication data
are ready and when they are transmitted. In other words,
communication delays are reduced. However, the number
of communications per unit of time increases, resulting in
increased consumption. Conversely, if the Connection Inter-
val is long, the number of communications is reduced and
power is saved; however, the throughput worsens.

FIGURE 4. Reduction in communication frequency by three in the case of
slave latency.

Slave Latency is a mechanism that avoids these problems
by reducing power consumption when there are no data to
send at the Peripheral side. Fig. 4 shows an overview of the
Slave Latency. The squares at the top of the timeline indi-
cate communication events. The green and orange rectangles
represent receiving and transmission, respectively. Commu-
nication occurs at intervals of the Connection Interval, but
Slave Latency makes it possible to ignore communication
from the center a specified number of times. For exam-
ple, if the Slave Latency is set to four, communication
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can be omitted when no data are ready for transmission,
thereby reducing power consumption by a maximum of 1/4 in
Peripheral.

IV. COMMUNICATION SCHEDULING
Figure 5 presents an overview of the scheduling algorithms
proposed in this paper. (a) represents the high-precision
scheduling, where synchronization timing is calculated and
shared through three communications. (b) represents the low-
power scheduling, which pipelines the method used in (a).
These algorithms will be described in detail in subsequent
sections.

This section describes the MicroSync synchronization
algorithm. Subsection A describes the communication and
data exchange that form the basis of the theoretical syn-
chronization algorithm. Subsection B describes the com-
munication scheduling implemented for highly accurate
synchronization using the synchronization algorithm detailed
in Subsection A. Subsection C describes the pipelining
implemented for this synchronization algorithm to achieve
power saving. Subsection D describes the simple correction
algorithm.

A. SYNCHRONIZATION SEQUENCE
The synchronization sequence of the proposed algorithm is
illustrated in Fig. 6. Synchronization consists of three com-
munications: sending a dummy packet from the Peripheral
to the Central device, sending a timer value for sending the
dummy packet, and returning a timer value for timing syn-
chronization. These communications were realized in three
Peripheral events, An, Cn, and Fn, and three Central events,
Bn, Dn, and En, as shown in Fig. 6.

First, a dummy packet is sent from the Peripheral event An.
The Peripheral recorded the timer value for this event to
determine the dummy packet transmission timing. After a
slight delay, this dummy packet is received at the Central
device in event Bn. This dummy packet reception time was
recorded from the timer value of the Central device. At event
Cn, the Peripheral device sends the recorded dummy packet
transmission timing for event An. Because the timing of the
send/receive events must be measured at the lower layer, the
transmission timing of the first packet cannot be obtained at
the application layer. Thus, two packets were used in this
sequence.

The Central device can calculate the correct synchroniza-
tion timing using this received packet at event Dn. At this
time, it can know the timer value that the Peripheral has
and recognize the deviation and the correction. The estimated
synchronization timing is sent back to the Peripheral device
from Central device in event En. In event Fn, the Peripheral
sets the timer interrupt based on the packet received from
the Central device. Then, at the time of synchronization,
an interrupt is generated in the Peripheral as well as Central
devices.

This synchronization algorithm is an improvement over the
communication algorithms presented in prior studies [12].
The improvement is that we modified it so that dummy

FIGURE 5. Flowchart of synchronization scheduling algorithm
(a) high-accuracy scheduling, (b) low-power scheduling.

packets are sent at any time from the Central side instead
of the Central side requesting the transmission of dummy
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FIGURE 6. MicroSync time synchronization sequence.

packets to the Peripherals. Consequently, the number of com-
munications decreased from four to three. This reduces the
power of the LNA associated with reception on the Periph-
eral side. These sequences can be performed in the same
manner as when multiple Peripherals exist. The performance
evaluation showed that they could be executed using three
Peripherals.

Figure 7 shows sequence of MicroSync implementation.
The implementation of this system is as follows: This
algorithm is realized by combining many functions such
as event handlers and interrupt processing, from (a) to (i).
Fig. 7 illustrates the sequence of the system. The sequence
begins on the Peripheral side. First, function (a) is invoked by
timer interruptions. This function reserves a dummy packet
for transmission toward the Central region. Subsequently,
in communication (b), the dummy packet reserved in (a) is
transmitted by SoftDevice. With the transmission, PA pin
rises and the interrupt function (c) is invoked by a GPIO
interrupt. Given that the transmission reservation at the appli-
cation layer differs from the actual transmission timing, it is
necessary to measure the timing at the lower layer. The Soft
Device has a function to externally output the timing of PA
operation duringBLE transmission as aGPIO. In the interrupt
function (c), the timer value at the time of the GPIO interrupt
is recorded as Xtp.
On the Central side, the dummy packet is received, LNA

pin rises, and the time is recorded in the interrupt function
(d). Subsequently, the receiver handler (e) on the Central
side is invoked. The sender of the packet is not known until
the packet content is examined by the receiver handler. The
receiving time recorded in (d) is associated with the sender’s
Peripheral.

On the Peripheral side, in communication (f), the trans-
mission time Xtp reserved for function (c) is transmitted.
Additionally, it reserves the synchronized event timing S
for transmission to the Peripheral. During communication
(h), event timing S is transmitted. On the Peripheral side,
the receiver handler (j) is invoked. In this handler, the syn-
chronization timing sent in communication (h) is set to the
interrupt timer, and a synchronized event is then generated.

B. HIGH-ACCURACY SCHEDULING
This section describes the implementation of synchronization
for high-accuracy scheduling using Slave Latency on BLE,
calculation of synchronization timing, and hybridization of
timers.

Our scheduling algorithm is driven and realized by several
interruption events: communication interrupts, timer inter-
rupts, and GPIO interrupts. A communication interrupt is
used to detect Bluetooth communication events. Timer inter-
rupts are triggered by timers such as RTC and HFCLK.
Additionally, in this system, the firmware function detects the
communication timing output from the GPIO by using GPIO
interrupts on other GPIO pins.

First, in (An) in Fig. 8 a dummy packet transmission event
is generated by a timer interrupt in the application layer.
In BLE, communication timing is restricted by the Con-
nection Interval, and data cannot be sent at arbitrary times.
Therefore, the transmission is reserved between the Connec-
tion Event to be transmitted and the previous Connection
Event.

The interrupt timing at this time is set to Xtp. This Xtp
is reserved for transmission to Central. The event in (Bn)
records the timing of dummy packet reception on Central
side. Furthermore, Central device records the timing of the
dummy packet reception using a Soft Device interrupt. When
a dummy packet is received, the LNA notification pin is
set and a GPIO interrupt is generated. The dummy packet
receiving timing is recorded within this GPIO interruption.
Immediately after this, a Bluetooth receiver interrupt is gen-
erated, which is associated with the reception timing of the
Peripheral and dummy packets in this function. The event in
(Cn), Xtp is sent to the Central and received in event (Dn).
In (Dn), timing from the dummy packet reception timing on
the Central side to the interruption is added, starting with
the transmission timing of the dummy packet sent from the
Peripheral. The synchronization timing transmission is then
reserved to return to Peripheral.

In this system, the synchronization cycle is 1 s. In high-
accuracy scheduling, three communications are performed
for each synchronization. Hence, the Slave Latency is
assumed to be 20 ms. Therefore, setting Slave Latency to
47 times results in a synchronization period of 1 s per
synchronization.

The calculation of the synchronization timing indicated in
event Dn in Figs. 6 and 7 is detailed in Fig. 9 First, a dummy
packet is sent, and its transmission timing is recorded by the
interrupt generated by the detection of the PA operation in the
transmitter circuit. The Central device records the time using
an interrupt generated by the LNA operation of the receiver
circuit. Because these two timings do not coincide perfectly,
a delay d occurs, as shown in Fig. 9. Here, t1 denotes the
elapsed time from the previous synchronization event to the
current interrupt, t2 represents the interval from the LNA to
the reception of the interrupt, and L denotes the synchroniza-
tion cycle, respectively. Using these terms, the time to the
next synchronization on the Central side can be calculated.
The synchronization time S is calculated at the Peripheral by
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FIGURE 7. Software sequence diagram for peripheral-central communication synchronization.

FIGURE 8. Implementation of high-accuracy scheduling and power saving
by slave latency.

adding the time until synchronization to the transmission time
Xtp, which is transmitted from the Central to the Peripheral.
Although the delay d varies depending on the device circuit
characteristics and communication conditions, its variation is
sufficiently small for the desired synchronization accuracy.
Therefore, d can be measured in advance and hard-coded as
a fixed value.

The value of S is given by the following equation:

S = Xtp + (L − t1) + t2 + d (4)

Equation (4) defines the timer value S for the next Syn-
chronized Event of the Peripheral. Here, Xtp is the common
reference timing for the Central and Peripheral regions. L is
the synchronization interval and t1 is the time since the last
Synchronized Event. The term (L − t1) is the time remain-
ing until the next Synchronized Event from the point of
the receiver interrupt. Variable t2 is the time between the

FIGURE 9. Calculation of synchronization timing in high-accuracy
scheduling.

GPIO interruption triggered by the LNA and its detection,
and d represents the timing error in Xtp between the Central
and Peripheral devices. In summary, the timer setting for a
Synchronized Event at a Peripheral location comprises Xtp
plus (L − t1), t2, and d .

Figure 10 presents an overview of the hybridization of
high-accuracy scheduling. In our scenario, the Central device
assumed that the power consumption constraints were neg-
ligible or sufficiently modest and that HFCLK was always
running. Therefore, the hybrid operation described here was
mainly adapted to Peripherals. Mission timing, and the
counter value of the RTC was recorded at this time. When
an interrupt caused by the PA operation occurred, the HFCLK
timer counter value at that time was recorded and the HFCLK
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FIGURE 10. Overview of hybridization of high-accuracy scheduling.

FIGURE 11. Communication pipelining in low-power systems.

was stopped. This timer value was sent to the Central device,
which returned the synchronization timing to the Peripheral.
Because the Central device calculated all the time as HFCLK,
the Peripheral decomposed the time until the transmission
timing was received from Central into the RTC and HFCLK
parts, and set them in the timer. Thereafter, when transmitting
dummy packets, the RTC interrupt served to warm up the
HFCLK, after which the HFCLK timer started counting, and
the HFCLK timer interrupt reversed the synchronous timing
pin and stopped the HFCLK and HFCLK timer circuits.

C. LOW-POWER SCHEDULING
In high-accuracy scheduling, three communications are
required for each synchronization. These communications
are the transmission of dummy packets from the Peripheral
to the Central device, the transmission timing of dummy
packets, and the transmission of synchronization timing from
the Central to the Peripheral. Because these communications
do not conflict with each other, it is possible to reduce the
power consumption by pipelining the 3-step communication
and reducing the number of communications.

FIGURE 12. Calculations in low-power scheduling.

Figure 11 shows the concept of pipelining communication.
In this figure, n represents the communication regarding the
n-th synchronized event, and the figure shows three commu-
nications and synchronized events from (n − 2)-th to n-th.
First, a packet was transmitted from the Peripheral to the Cen-
tral device, and the transmission timing was recorded. This
packet substitutes for two functions: the n-th dummy packet
and the (n − 1)-th transmission timer value packet, as shown
in Fig 6. In this communication event, the (n − 2)-th syn-
chronization event timing is also received and set to interrupt
timer. These three functions do not conflict and occur during
a single communication event.

Next, n-th dummy packet transmission timing is sent from
the Peripheral to the Central device. This packet also has
the function of the (n + 1)-th dummy packet. When the
n-th timing of the dummy packet transmission is received
at the Central device, the synchronous event timer value on
the Peripheral device is calculated from the dummy packet
transmission timing value on the Peripheral device and the
received timing value on the Central device.

Finally, a synchronized event-timer value is sent from the
Central to the Peripheral device. The Peripheral device then
sets the received timer value to that of the interrupt timer.
Subsequently, a synchronous event is generated.

This scheduling method have two main advantages. First,
the number of communications is less than that in high-
accuracy scheduling. It consumes less power than the high-
accuracy scheduling. Second, this method does not require
Slave Latency. In a multi-Peripheral environment with Slave
Latency, the communication order may change, which causes
power overhead. This scheduling does not require Slave
Latency and the communication order is stabilized. The
weakness of this method is that it requires two or more
synchronization intervals for synchronous scheduling, which
can cause accumulation of timer drift errors.

Fig. 12 shows the calculation of the synchronization
timing in low-power scheduling. For simplicity, we have
omitted the explanation of pipelining and described a single-
synchronization calculation. Three communications were
required for each synchronization. Subsequently, each type
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of communication is explained. In the first communication,
a dummy packet is sent from the Peripheral to the Central
device. At this time, on the Peripheral side, the transmission
timing Xtp was recorded by the PA interrupt. Simultaneously,
on the Central side, the reception time and t1 were recorded
by the LNA interrupt. Here, d was considered to be a con-
stant indicating the propagation delay and was determined
experimentally. In the second communication, the Peripheral
sends the transmission timing. Using this time as the starting
point, the synchronization timing is calculated until the next
time. Because the synchronization timing occurs after the
third communication, the time from dummy packet reception
to transmission is t1 and the sum of 2L and d denotes the time
lag between the PA and LNA. The sum of these times is added
to Xtp to obtain the timer value S. In the third communication,
this S is returned.

In low-power scheduling, Equation (5) defines the timer
value S for the next synchronization event of the Peripheral.

S = Xtp + (2L + t1 + d) (5)

The primary difference from Equation (4) is the commu-
nication interval; in low-power scheduling, this interval is
1 second, which necessitates three communications and
results in synchronization events lasting more than 2 seconds.
Xtp represents common reference timing to that used in high-
accuracy scheduling. The term t1 represents the time between
Xtp and the next synchronization event, which contrasts with
its usage in high-accuracy scheduling where it has a different
role. As the synchronization timing in this communication
occurs 2L later, adding 2L, t1, and the error d to Xtp yields
the next synchronization timing.

D. SIMPLE CRRECTION ALGORITHM
Packet loss during communication is unavoidable in wireless
systems. To address these issues, we developed a simple cor-
rection algorithm. Fig. 13 shows a flowchart of the proposed
algorithm. The algorithm is realized by combining multiple
interrupt handlers, which is differs from the actual software
flow. The correction algorithm has two stages: an initializa-
tion stage and a correction stage. First, in the initialization
stage, the stability of the communication is determined. Given
that the communication timing in BLE is not stable imme-
diately after the connection, it is necessary to determine
whether the communication is stable. The absolute difference
between the maximum and minimum values of the last eight
synchronization timings received from the Central was cal-
culated; and if the difference is within the allowable value,
the system is considered to be stable. The permitted value is
2

⌈
FHFCLK/106

⌉
.

The correction stage involves the use of predictive values.
The correction stage uses predictive values. The predicted
value is the timing of the occurrence of the Synchronized
Event calculated using the value sampled from the timer on
the Peripheral side of the timing of data transmission and
reception. The difference between the predicted value and
received Synchronized Event timing is calculated, and if this
difference is less than or equal to a threshold value, then

FIGURE 13. Connection of measuring instruments.

the Synchronized Event timing received from the Central
is judged to be correct. If the difference is greater than the
threshold value, then the synchronization timing received
from the center is determined to be correct. This value is then
set to the timer of the Synchronized Event and used as the
starting point for the next predicted timing. If it is greater than
the threshold value, the predicted value is judged to be more
accurate, and the predicted value is set in the timer. The above
algorithm alleviates the outliers due to disrupted or missing
communication.

V. IMPLEMENTATION AND EVALUATION
Prototyping was conducted using a commercially available
Bluetooth microcontroller to demonstrate the effectiveness
of the proposed method. One Central and three Peripheral
devices were implemented, and actual wireless communica-
tion was performed to evaluate accuracy.

A. EXPERIMENTAL SETUP
Fig. 14 shows the devices used in the evaluation experiment.
An evaluation board nRF52840DK with an nRF52840 Blue-
tooth microcontroller (Nordic Inc.) was used for both Central
and Peripheral devices. This board has a port to connect to
the Power Profiler Kit2(PPK2), shown as PPK2 in Fig. 14.

Furthermore, to measure power, LEDs and Peripheral cir-
cuits are separated from the MCU power supply, allowing
only the power consumption of the MCU to be measured.
The power consumption of the Peripheral node was measured
using a power measurement unit (Power Profiler Kit, Nordic
Inc.). PPK II is a power meter that utilizes a shunt resistor.
It can measure power from 200 nA to 1 A in real time with an
accuracy of 100 nA to 1 mA. In this study, power waveforms
were analyzed using this device.

A logic analyzer (Digital Discovery, DIGILENT) was used
to measure the synchronization error between the devices.
With an 8-bit measurement target, the Digital Discovery
2 realizes high-accuracy at a sampling frequency of 800MHz
and sampling interval of 1.25 ns. Additionally, Wave Forms,
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FIGURE 14. Experimental setup.

FIGURE 15. Connection of measuring instruments.

an application for viewing signal patterns obtained from
Digital Discovery 2, not only displays patterns, but also has
functions for data analysis and visualization using JavaScript-
based scripts. In this experiment,WaveFroms function is used
to trigger the rising edge of the Central timing notification
pin. We then constructed an environment to measure the
degree to which the increase in the Peripheral timing noti-
fication pin deviates from the Central timing notification pin.

B. EVALUATION METHOD
Fig. 15 shows a schematic of the experimental setup. The
experimental system comprises of four nRF52840DKs, one
of which is used as the Central unit and the remaining three
are used as Peripheral units. All Peripherals are connected
to the Central and synchronized to the timing of the Central
synchronization timing. The Peripherals and Central have
synchronization pins to notify the synchronization timing by
toggling the synchronization pins. The dotted lines in the
Fig. 15 connects the synchronous timing pin to the logic ana-
lyzer which detects the synchronous timing. The synchronous

timing signals are connected to a Digital Discovery 2 logic
analyzer. The logic analyzer is set to 800 MHz in 8-bit mode
and calculates the time difference between the rise and fall
timings of the Peripheral’s synchronous signal relative to
the Central’s synchronous signal. The difference in toggle
timings is automatically recorded using WaveForms as many
times as required.

Fig. 16 presents a diagram illustrating the connection
between the nRF52840DK and the Power Profiler Kit II.
First, the power circuit output of the nRF52840DK’s MCU
is fed into the VIN terminal of the Power Profiler Kit II.
Second, the current is measured utilizing a shunt resistor and
an instrumentation amplifier. Finally, the current is routed
back from the VOUT terminal back to the MCU. Peripherals,
such as LEDs are connected to an independent power source,
to prevent any interference with the current measurement.
The entire setup, encompassing both the MCU and Peripher-
als, is powered by USB. The diagram has been significantly
simplified to facilitate understanding, particularly the repre-
sentation of the Power Profiler Kit II’s power measurement
circuit. Formore detailed information on the circuit constants,
please refer to [28].

The experimental results were compared with those of
the implementation using regular timers. We will evaluate
the implementation using three types of timers: RTC, high-
frequency timer, and Hybrid. Additionally, the evaluation
varied the frequency of high-frequency timers for synchro-
nization algorithms involving timemeasurements, such as the
high-frequency timer and Hybrid. The evaluation range was
from 500 kHz to 16 MHz for the high-accuracy scheduling
and from 500 kHz to 4 MHz for the low-power scheduling.

FIGURE 16. Diagram of the connection between the nRF52840DK and the
Power Profiler Kit II. For details on the Power Profiler Kit II circuit,
see [28].

The evaluation is based on two aspects: synchronization
accuracy and power consumption. To evaluate the synchro-
nization accuracy, three Peripherals were disconnected and
reconnected five times, and 200 synchronization cycles were
measured. Owing to the characteristics of BLE, the order of
communication between the Central and Peripheral devices
is indeterminate and may change each time the Peripherals
are reconnected. The reconnection of the measurements was
intended to reduce this effect. Power consumption was mea-
sured by reconnecting and taking 10 measurements of the
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average current over one minute, and the average of these
values was considered.

C. EVALUATION RESULTS
Fig. 17 summarizes the results of each experiment. Synchro-
nization was performed using three different timers: RTC
only, HFCLK only, and the hybrid timer. The frequency of
the programmable HFCLK was varied from 0.5 MHz to
16 MHz for performance evaluation. For each condition,
both high-accuracy and low-power scheduling were imple-
mented and evaluated. The hybrid timer system reduced
power consumption by one order of magnitude. In addition,
the synchronization accuracy was slightly improved with the
hybrid method compared to the case where only HFCLK was
operated. This is a slightly counterintuitive result, but it is
due to the variation ranges in the frequency of the RTC and
HFCLK. The frequency variation of RTC was sufficiently
small compared to that of HFCLK.

Fig. 18 shows a breakdown of the relationship between
the HFCLK frequency and synchronization error for a com-
bination of scheduling schemes. In high-accuracy schedul-
ing, there is little difference in the accuracy between the
HFCLK-only and hybrid timer cases. By contrast, in low-
power scheduling, the hybrid type was found to be more
accurate than HFCLK. This was caused by the frequency
variation between HFCLK and RTC. Low-power scheduling
is strongly affected by HFCLK frequency fluctuations, which
exhibit large variations because of the long periods required
for synchronization. In high-accuracy scheduling, the period
required for synchronization is a few hundred milliseconds,
whereas in low-power scheduling, it takes a few seconds.

Fig. 19 illustrates the cumulative time synchronization
error for high-accuracy scheduling at 16-MHz and low-power
scheduling with a 4-MHz hybrid timer. The 99% cumulative
synchronization errors are 591.25 ns and 2028.75 ns with
high-accuracy and low-power scheduling, respectively.

FIGURE 17. Comparison of accuracy and current for each scheduling and
timer.

Fig. 20 shows an example of a current consumption wave-
form with a single synchronization cycle. The red and blue
lines show that HFCLK is activated for dummy packet
transmission and interrupts the handling for synchroniza-
tion. In high-accuracy scheduling, following the transmission

FIGURE 18. Relationship between HFCLK frequency and synchronization
error with (a) high-accuracy scheduling and (b) low-power scheduling.
Error bars represent standard deviations.

FIGURE 19. Error accumulation of (a) high-accuracy scheduling with
16-MHz HFCLK and (b) low-power scheduling with 4-MHz hybrid timer.

of dummy packets, the receiver is active multiple times in
response to communications between other Peripherals and
the Central device. In low-power scheduling, this power
waste can be avoided by setting the Slave Latency.

As a result, the accuracy of the high-accuracy scheduling
was 272 ns with a 16-MHz HFCLK, as shown in Fig. 18. The
accuracy in low-power scheduling is 990 ns with a 4-MHz
hybrid timer. Average power consumptions with these condi-
tions are 252.1 µJ and 141.8 µJ, respectively. These values
represent the average values measured in the same manner as
the current waveforms, as shown in Fig. 20.
Tables 1 and 2 show the power reductions achieved by

hybridizing timers in each scheduling method.
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In high-precision scheduling, power consumption is reduced
by 90%, and in low-power scheduling, it is reduced by 94%.

FIGURE 20. Measured current consumption waveforms while
synchronization cycle with (a) high-accuracy scheduling and
(b) low-power scheduling.

D. POWER ANALYSIS
To estimate the worst-case power consumption for
high-accuracy scheduling and low-power scheduling, we ana-
lyzed and formulated the power consumption. Power con-
sumption of microcontrollers supporting Bluetooth includes
the CPU, radio communications, such as LNA and PA,
standby power, and timers such as RTC and HFCLK.

In both scheduling modes, a current of approximately
20 µA always flows as steady-state power, Pbase. These
includes the leakage current and the power consumption
of the RTC. In this section, the variables starting with P
denote power consumption per second and variables starting
with E denote energy consumption per event. The power
consumption of high-accuracy scheduling includes three
communication events: (A)-(B), (C)-(D), and (E)-(F), as well
as time-synchronized events and Soft Device systems.

TABLE 1. Power reduction by timer hybridization IN high-precision
scheduling.

The power consumption for the communication event
between (A) and (B) includes the power used by the HFCLK
timer to measure the communication timing and the power
required for radio communication. The HFCLK operates
from the time an interrupt occurs until the radio communi-
cation and PA pins are set. The maximum HFCLK operating
time is twice Connection Interval, denoted by tCI, and warm
up time denoted by twarm. When HFCLK timer operates at
16 MHz and it requires approximately 800 µA of current
according to actual measurements. The power consumption
per unit time of this timer is defined as PHFCLK.

The communications (C)-(D) and (E)-(F) are
communication-only events, denoted by ECD and EEF,
respectively, and consume approximately 26 µW and 27 µW
of power. Communication does not always occur during
the Connection Interval and can be occasionally skipped.
In such cases, the CPU remains activated to prepare for
communication, consuming approximately 14 µW of power,
defined as Esys. The power consumption of a Synchronized
Event, defined as EHaInt, consumes approximately 10 µA of
power. Specifically, the power consumption remains nearly
constant because HFCLK’s running time variation is within
one RTC cycle. Based on these factors, the worst-case power
consumption for high-accuracy scheduling is defined as
shown in Equation (6) below.

Pworst=Pbase + (twarm+2tCI)+ECD+EEF + 3Esys + EHaInt
(6)

Next, the power for low-power scheduling is formulated.
Given that low-power scheduling is conducted at regular
intervals with slight uncertainty in communication, there is no
requirement to target only theworst-case power consumption.

TABLE 2. Power reduction by hybridizing timers in low-power scheduling.

Power consumption comprises of base power Tbase, the
timer and communication power denoted as Ecom, and power
consumption of synchronized events, denoted as ELpInt.
In Ecom, communications between (A)and (B), (C) and (D),
and (E) and (F) are pipelined and occur simultaneously. Due

124490 VOLUME 12, 2024



R. Ohara et al.: MicroSync: Sub-Micro Second Accuracy Wireless Time Synchronization Service

to the constant communication interval in low-power schedul-
ing, it is possible to reduce the running time of the timer
used for measuring communication timing. This results in a
power consumption of approximately 46 µW as measured in
practice. Finally, the power consumption of the synchronized
event, denoted as ELpInt, also remains nearly constant, con-
suming approximately 22 µW. Based on these factors, the
power consumption for low-power scheduling can be defined
as shown in Equation (7) below.

Pworst = Pbase + Ecom + ELpInt (7)

VI. DISCUSSION
Table 3 shows a comparison of the proposed method with
previous studies on time synchronization methods using
Bluetooth.

In [12], highly power-efficient time synchronization using
only RTC was presented. Our high-accuracy and low-power
scheduling methods achieve time synchronization that is ten
times more effective than this method. The proposed method
improves upon this work by achieving synchronization with
less communication. In our implementation, measurements
indicate that the power required for one communication is
approximately 32 µJ. Based on this value, we can estimate
that if the algorithm in [12] was implemented in a manner
similar to our program, the estimated power overhead would
be approximately 36.4% for high-accuracy scheduling and
approximately −1.5% for low-power scheduling.
The largest difference between BlueSync [7] and the

proposed method was the length of measurement time.
Our approach is designed for synchronization at 1-second
intervals, whereas BlueSync aims for longer, minute-scale
synchronization and includes advanced timer drift compen-
sation. BlueSync combines two timers, HFCLK and RTC,
based on, [29] to measure the time. BlueSync and the
proposed method differ in the control of the HFCLK and
RTC timers. An HFCLK timer was used as the system
clock, and HFCLK could not be stopped during process-
ing. The proposed method starts not only the HFCLK
timer, but also the HFCLK clock source before using the
HFCLK timer and releases it after the HFCLK timer stops.
Therefore, it is superior in terms of power consumption
performance.

In Table 1, the communication timing is detected using
comparator-based power consumption analysis [8]. The most
significant difference between this method and the proposed
method is the presence of an additional device to measure
the current. The proposed system detects communication
timing by GPIO interrupts using the Soft Device function
for time synchronization. Thus, it is superior in terms of cost
and power consumption because this measurement does not
require Peripheral devices.

The PTP protocol is a time-synchronization protocol for
an IP network. PTP can be used in the IoT and embedded
systems such as PCs, servers, and sensor networks. The
accuracy of this protocol is 7.8 ns [16] for MCU imple-
mentations that support PTP hardware and 15 µs for Wi-Fi

MCUs that do not support PTP. Compared to time synchro-
nization via Bluetooth, PTP has equal or better accuracy;
however, the protocol is more complex and consumes more
power [17]. Therefore, power-saving systems, such as those
in the proposed MicroSync, will be more important for
Bluetooth-based time synchronization systems.

Comparing ecoSync and MicroSync, a power-saving time
synchronization method, MicroSync’s low-power schedul-
ing outperforms ecoSync’s in terms of power consumption
and accuracy. This is despite the fact that ecoSync’s resyn-
chronization interval is 60 min, which is 3600 times longer
than MicroSync’s 1-s interval. This is due to the fact that
ecoSync runs on ESP32, which supports Wi-Fi, whereas
our system uses nRF52840. This supports BLE, a Bluetooth
power-saving standard. Additionally, the proposed system
can realize higher throughput using less power by combin-
ing measurement data and time synchronization in a single
packet.

The performance of MicroSync was compared with that
of conventional time synchronization, which assumes accel-
eration measurements using an IMU. First, as shown in
Table 1, MicroSync achieves 4.9 times better synchroniza-
tion accuracy and 23.7 times better power consumption at
a resynchronization interval of 1 s. Second, we compared
and analyzed the conditions from both hardware and appli-
cation perspectives to identify the differences. In terms of
hardware, MicroSync uses nRF52840, whereas the previ-
ous study used nRF52832. Hence, there was no significant
difference in power-saving performance. On the application
side, MicroSync’s experiment focuses only on time syn-
chronization, whereas the previous study not only focused
on synchronization but also actively acquired acceleration
data. The sampling rate of the IMU is 100 Hz. However,
previous methods have shown that reduced communication
leads to lower power consumption; even considering that
100-Hz sampling by the IMU is insufficient to fully explain
the 23.7-fold increase in power efficiency. For an accurate
comparison, an analysis with a power monitor, such as PPK2,
using actual equipment is necessary.

The MicroSync methodology broadens its applicability
through two key technologies: timer hybridization and com-
munication scheduling. First, most of microcontrollers with
radio modules have an RTC and high frequency timers and
timer hybridization are generalizable. Second, the scheduling
algorithm of MicroSync is optimized for the BLE protocol
and operates with minimal communications. Bluetooth is an
event-driven protocol and communication events occur peri-
odically. Therefore, scheduling is aligned with these timings.
This indicates that MicroSync can be applied to periodic
communication protocols. Zigbee is one such protocol. The
difference from Bluetooth is that the child node queries the
parent node during communication. Zigbee uses amechanism
termed as Polling for periodic communication, which makes
it possible to implement low-power scheduling. Furthermore,
it is possible to switch between two types of Poll intervals,
Long Polling and Short Polling. This suggests the potential
for implementing high-accuracy scheduling.
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TABLE 3. Comparison between the proposed and conventional methods.

The following is a summary of the points on which our
method outperforms conventional methods. Firstly, the power
consumption of timers is a critical issue in power-saving
time synchronization systems, where timers with high fre-
quency and high resolution typically lead to increased power
consumption. The proposed method uses a hybrid timer
to achieve both high time synchronization accuracy and
time resolution. Secondly, in time synchronization, shorter
synchronization intervals lead to more frequent communi-
cation, and consequently, greater power consumption. How-
ever, extending the communication interval often results in
decreased accuracy due to timer drift. Conversely, MicroSync
achieves short resynchronization cycles and power savings by
optimizing the hybrid timer and communication scheduling.
This capability suggests that when MicroSync is employed
in a sensor network, it enables high-frequency data sampling
with both high-accuracy and low power consumption.

Based on the experimental results and the characteris-
tics of BLE, we predicted the practical limitations of the
MicroSync application. Firstly, the Soft Device specification
limits the number of connectable Peripherals to a maximum
of 20 devices. Consequently, MicroSync can only connect
to 20 Peripherals per central device. Secondly, if multiple
Peripherals request quick transmissions at random times,
the communication timing may become irregular, poten-
tially leading to unstable operations. Therefore, themaximum
number of Peripherals that can stably operate is likely to be
even lower. Thirdly, this study focused only on time syn-
chronization. If MicroSync is applied to a sensor system that
gathers data intensively from Peripherals, then the power con-
sumption may escalate as the volume of data communication
increases.

In MicroSync, we observed time synchronization errors
of 272 ns in high-accuracy scheduling and 990 ns in
power-saving scheduling. To investigate the causes, we exam-
ined the communication timing and timer cycles on the
Central and Peripheral devices. The investigation revealed
that the timer values between the Central and Peripheral
devices occasionally exhibited discrepancies ranging from
several tens to approximately 100 counts at a frequency

of 16 MHz. Potential factors influencing these dis Using
MicroSync, we observed time synchronization errors of
272 ns for high-accuracy scheduling and 990 ns for power-
saving scheduling. To investigate the causes, we examined the
communication timing and timer cycles on both the Central
and devices. The investigation revealed that the timer val-
ues between the Central and Peripheral devices occasionally
exhibited discrepancies ranging from several tens to approxi-
mately 100 counts at a frequency of 16MHz. Potential factors
influencing these discrepancies are considered as follows.

• Communication Detection Error: MicroSync utilizes the
notification features of LNA and PA in SoftDevice to
detect communication timings. When LNA or PA is
activated, SoftDevice raises a designated pin to signal
an event. In our system, this change is detected through
a GPIO interrupt, which enables time synchronization.
Therefore, the timing of notification pin activation and
the duration of GPIO interrupts introduce uncertainties
in synchronization.

• Disorders in Communication Order: In BLE, multiple
Peripherals are connected to a single Central unit and
communicate in a time-divided, concurrent processing
manner. Therefore, the order of Peripherals can change
during communication, leading to disturbances in com-
munication timing.

• Communication Delays: In wireless systems, various
factors, such as the transmission time in the physi-
cal layer, the propagation time of information, and the
reception time, can cause delays. In the application layer,
these delays manifest as the difference between the rise
times of the PA pin on the transmitter side and LNA pin
on the receiver side. Disturbances in these delay times
due to interference with other devices can adversely
affect synchronization accuracy.

• Recovery Time from Sleep: To enhance power effi-
ciency, our system places nRF52840 into deep sleep.
The recovery time from sleep in nRF52840 has two
delay modes, and our system selects a more power-
efficient mode. This introduces uncertainties in the time
it takes to wake up from a timer interruption.
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• Timer Drift: MicroSync assumes synchronization inter-
vals of up to one second, aligning with the maximum
Connection Interval of one second due to the charac-
teristics of the nRF52840. Thus, clock drift does not
dominate synchronization errors, and we did not

• implement any correction for clock drift.

VII. CONCLUSION
We focused on the power consumption of Bluetooth time
synchronization and proposed MicroSync, which is a syn-
chronization method that achieves sub-microsecond accuracy
with power requirement of tens of microamperes. MicroSync
is based on two elements: timer hybridization and communi-
cation scheduling. Two types of MicroSync implementations
are proposed and experimentally evaluated: high-accuracy
scheduling and low-power scheduling. The proposed method
is implemented and evaluated using a commercially available
Bluetooth microcontroller. The evaluation results show that
the proposed method achieves time synchronization with an
accuracy of less than 1 µs. This is a higher accuracy than
conventional methods, and hybridization has shown that syn-
chronous processes can be realized with very low energy
consumption.

These results show that the accuracy overhead due to timer
hybridization is negligible. Furthermore, the results of the
power performance comparison show that the synchroniza-
tion system with 1-s intervals saves the most power. These
results show that the two hypotheses presented in the Intro-
duction are correct and useful.
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