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ABSTRACT We propose an efficient quantum subroutine for matrix multiplication that computes a state
vector encoding the entries of the product of two matrices in superposition. The subroutine exploits efficient
state preparation techniques and shows a potential speed-up with respect to classical methods. The most
important benefit of our subroutine is that it encodes the entries of the matrix product directly in the
state vector, which can be used for further computations within the same quantum circuit. All scenarios
involving the computation of non-homomorphic functions of the product of two matrices can benefit from
our technique. As a possible application, we discuss the computation of the variance of the entries of a matrix
product, which can be a useful tool for some machine learning algorithms.

INDEX TERMS Quantum circuit, quantum matrix multiplication, computation of non-homomorphic
functions, state preparation.

I. INTRODUCTION
Matrix multiplication is a fundamental operation in linear
algebra with a wide range of applications across various
scientific and engineering disciplines. It lies at the heart of
many scientific and high-performance computing problems,
from solving systems of linear equations with direct and
iterative methods to data compression, machine learning,
and computer vision problems. Thus, efficient computation
of matrix multiplication is still a topic of intense research
and optimization. Furthermore, with the resurgence of
interest in matrix multiplication fueled by the rapid growth
of data-centric applications and the increasing need for
improved computing capabilities, recent years have seen
the emergence of new algorithms and methodologies that
harness modern hardware architectures such as multicore
processors, GPUs, distributed computing environments, and
even quantum computers.

The associate editor coordinating the review of this manuscript and

approving it for publication was Abdullah Iliyasu .

In this work, we delve into the problem of matrix multipli-
cation from the quantum computing perspective, proposing
an efficient quantum algorithm for matrix multiplication that
computes a state vector encoding the entries of the product in
superposition.

The algorithm achieves, in principle, an exponential speed-
up over the best classical fast method thanks to the use
of efficient state preparation techniques, similar to the
block-encoding procedure for matrix multiplication [12].

Actually, it is worth noting that the proposed quantum
algorithm achieves something different from the classical
matrix multiplication one, as it does not return all entries of
the matrix product; rather, it provides them in superposition
as amplitudes of a state. If one needs to retrieve all entries
with accuracy ε, the algorithm should be executed and
measured O(N 2/ε2) times, losing the exponential speed
up. However, similarly to what happens with the Quantum
Fourier transform, our approach could still be very effective:
since the entries of the matrix product are directly encoded
in the state vector, although in superposition, they can be

116274


 2024 The Authors. This work is licensed under a Creative Commons Attribution-NonCommercial-NoDerivatives 4.0 License.
For more information, see https://creativecommons.org/licenses/by-nc-nd/4.0/

VOLUME 12, 2024

https://orcid.org/0000-0003-0263-5221
https://orcid.org/0000-0001-9144-9572
https://orcid.org/0000-0002-5651-9368
https://orcid.org/0000-0002-1591-7925
https://orcid.org/0000-0002-4964-6609


A. Bernasconi et al.: Quantum Subroutine for Efficient Matrix Multiplication

exploited for further computations within the same quantum
circuit, without performing anymeasurement. Thismakes our
approach suitable for all scenarios involving the computation
of non-homomorphic functions depending on the product
of two matrices, such as trace, mean value, variance,
or eigenvalues, which are crucial for many applications.

Other quantum algorithms for matrix multiplication pro-
posed in the literature and reviewed in Section II, are either
computationally more expensive or present a comparable
cost but are less suitable for further performing non-linear
operations depending on all entries of the matrix product.
We refer to Section IV for a discussion on this aspect.
Moreover, to highlight the novelty of our approach, we also
provide an application for the computation of the variance of
the entries of the product of two matrices. This computation
finds many important applications within the machine
learning area.

As already observed, the cost of the proposed quantum
algorithm mainly depends on the cost of the encoding of
the two matrices to be multiplied within a quantum state,
and a super-polynomial speed-up can be guaranteed only
by exploiting efficient state preparation techniques, i.e.,
techniques that can be implemented with quantum circuits of
depth polylogarithmic in the input size [23].

The work is organized as follows. In Section II, we briefly
discuss the recent progress in algorithms for linear algebra
problems, particularly matrix multiplication, both from a
classical and quantum perspective. In Section III, we first
recall a quantum procedure described in [24] for inner
product computation that inspired our contribution, and
then we present and analyze our new algorithm for matrix
multiplication. Section IV discusses the relation, advantages,
and disadvantages of our proposal with respect to the method
based on block-encoding. Finally, Section V describes how
to exploit our algorithm for computing the variance of
the entries of a matrix product, and Section VI draws the
conclusions.

II. PRELIMINARY AND RELATED WORK
The historical significance of matrix multiplication dates
back to the pioneering work of Strassen [29], who introduced
the concept of recursive matrix multiplication, reducing the
number of multiplicative operations from eight to seven for
two matrices of size 2. Since then, numerous algorithms and
optimization techniques have been proposed to accelerate
matrix multiplication. Prominent among them are the method
by Bini et al. [3] based on the concept of border rank
of tensors, the Coppersmith-Winograd algorithm [10] and
subsequent methods based on the laser method [34], and the
more recent developments [19], [35] which seems to have a
more practical interest.

The inception of quantum algorithms for linear algebra can
be attributed to the pioneering work of Harrow et al. [15].
The HHL algorithm, a significant breakthrough, is designed
to handle sparse and well-conditioned systems of linear

equations as input. Remarkably, it accomplishes this in a
polylogarithmic time complexity in the system’s dimension.
Although the HHL algorithm does not directly output the
classical solution, the quantum state it produces empowers
sampling from the solution vector. This capability has had
a profound impact, inspiring subsequent works [26], [33]
in the field of quantum algorithms for machine learning
problems.

However, it is essential to exercise caution when con-
sidering the applications of these algorithms. Two critical
factors warrant careful consideration: firstly, the assumptions
concerning the input data that are necessary to achieve
efficient running times. For instance, the HHL algorithm’s
polylogarithmic time complexity is contingent on the matrix
being well-conditioned (i.e., the minimum singular value
is sufficiently large) and sparse. Secondly, one must assess
whether the quantum algorithm resolves the original classical
problem or a modified variant, accounting for the fact that the
classical solution is not explicitly provided but rather encoded
within a quantum state.

Another interesting consideration is that while in the
classical framework, problems such as matrix inversion,
computation of the determinant, and linear system solution
via Gaussian elimination are asymptotically equivalent to
matrix multiplication (see Chapter 16 of [6]), to the best
of our knowledge there is not a similar result in the
quantum computing framework. The equivalence among
these problems in the classical setting has been proved
through polynomial reductions of cost quadratic in the
dimension of the matrix (i.e., linear in the input size).
However, these reductions cannot be immediately adapted
to quantum computation as HHL does not use Gaussian
elimination to solve a linear system, which was a key step
for the classical reduction definition.

Regarding the specific problem of matrix multiplication,
let us briefly recall some quantum algorithms proposed in
the recent literature. In [28], three different algorithms have
been presented for dealing with matrix multiplication. The
first technique is inspired by the swap test [5], extended to
a more general form suitable for dealing with quantum data
in parallel, and has a cost that is dominated by the time for
preparing the input at a given precision ε. The other two
techniques are based on SVE [20] (singular value estimation)
and HHL [15], respectively. The method based on the swap
test proved better than the other two, achieving the lowest
complexity Õ(N 2/ε) to multiply two N × N matrices with
classical data, with precision ε. The quantum algorithms
obtained from SVE and HHL depend on the condition
number of the given matrices. If the condition number is
bounded byO(polylogN ), the two algorithms also achieve the
same efficiency. However, these algorithms use amplitudes to
store the classical input data and require a measurement to
get the results. Hence, they are not immediately suitable
to implement matrix multiplication as an intermediate step
within a quantum computation.
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In [22], a different approach has been proposed, where
basis states are used to store input data. Thus, quantum algo-
rithms that require matrix multiplication as an intermediate
step do not have to rely on measurement to get the result
and only need one measurement when the overall result of
the computation is output. The proposed matrix multiplier
exploits superposition and parallelism of quantum computing
to reduce the time complexity to multiply twoN×N matrices
from classical O(N 3) to quantum O(N 2 log2 N ). The space
complexity also improves from classical O(N 2) to quantum
O(logN ).
We finally recall that the block encoding technique [8],

[12] can be exploited to implement matrix calculations on
a quantum computer quite easily and, in principle, enable
exponential speed-ups in terms of the dimension of the
matrices. Since, in general, an input matrix of data, say A,
could be non-unitary and cannot be directly implemented as
a quantum operator, the idea of block encoding is to embed A
as a block inside a larger unitary matrix U , usually the top left
block. Once a matrix has been block-encoded, we can operate
on its corresponding unitary operator U so that all quantum
matrix calculations are carried out in an operational way. For
instance, as shown in [12], the product of two block-encoded
matrices is a block encoding of the product of the two
matrices, and the errors add up without introducing additional
errors. The cost of implementing the block encoding of
dense unstructured matrices has been studied in [9], where
a careful analysis of T-gate counts and circuits’ depth has
been provided. Some efficient schemes to block-encode
structured matrices such as Toeplitz, tridiagonal, or matrices
with displacement structure, as well as sparse matrices, are
known [7], [30], [32].

III. QUANTUM ALGORITHM FOR MATRIX
MULTIPLICATION
In this section, we present and discuss a new quantum
algorithm for matrix multiplication. We first recall the
quantum procedure described in [24] for the computation of
the inner product of two vectors that inspired our contribution.
We then describe and analyze the proposed new algorithm,
prove its correctness, and evaluate its computational cost.

A. INNER PRODUCT COMPUTATION
Let us briefly review the quantum algorithm proposed in [24]
for computing the inner product of two vectors whose values
are encoded in the amplitudes of two quantum states. Recall
that the inner product of the two quantum states |a⟩ =
1

∥a∥2

∑N−1
i=0 ai |i⟩ and |b⟩ =

1
∥b∥2

∑N−1
i=0 bi |i⟩, representing

two N -dimensional vectors, is defined as

⟨a|b⟩ =
1

∥a∥2∥b∥2

∑N−1

i=0
āibi

where āi is the complex conjugate of ai, for all i ∈

[0,N − 1]. Suppose that the two quantum states can be
prepared by applying two oracles Ua and Ub, i.e., |a⟩ =

Ua |0⟩ and |b⟩ = Ub |0⟩, where the input register |0⟩ is

a n = ⌈logN⌉-qubit register sufficiently large to store all
indexes i = 0, 1, . . . ,N − 1 in superposition. Since ⟨a| =

⟨0|U†
a , and |b⟩ = Ub |0⟩, we immediately get

⟨a|b⟩ = ⟨0|U†
aUb|0⟩ .

Now, if we consider the quantum state

|γ ⟩ = U†
aUb |0⟩ =

N−1∑
i=0

γi |i⟩

derived with the quantum circuit depicted in Figure 1, we can
observe that the amplitude γ0 of the state |0⟩ is precisely the
inner product of the two states |a⟩ and |b⟩, i.e.,

γ0 = ⟨0|U†
aUb|0⟩ = ⟨a|b⟩ .

Thus, to compute the inner product, we just need to read the
value γ0, for instance, applying the Amplitude Estimation
algorithm [4], [14], and multiply back by the normalization
factor ∥a∥2∥b∥2.
The overall cost of the method is directly connected to

the state preparation cost for |a⟩ and |b⟩, i.e., to the cost
of implementing the oracles Ua and Ub. Assuming efficient
methods for encoding classical data [23]), the cost of the
algorithm becomes O(polylogN ).
This approach might be more convenient than the standard

one based on the swap test [5], even if the circuit costs (width,
size, and depth) of the two methods are comparable. The cost
of both algorithms is indeed dominated by the cost of the
state preparation step. Recall that the swap test method uses
an ancilla qubit in state |0⟩, which is (i) put into a uniform
superposition with a Hadamard gate, (ii) used to control a
swap between the two states |a⟩ and |b⟩, and (iii) measured
after the application of a second Hadamard gate. Since the
result of the measurement of the ancilla is 1 with probability
1
2 −

1
2 | ⟨a|b⟩ |

2, it is possible to estimate ⟨a|b⟩ through this
probability. The downside of the swap test is that the value of
the inner product can be estimated only after a measurement.
Instead, in the previous method, the inner product is directly
encoded into the amplitude γ0 and can, therefore, be exploited
for further computations within the same quantum circuit
without the need for a measurement.

B. MATRIX MULTIPLICATION
Let us now consider the more general problem of matrix
multiplication.

Let A ∈ RM×K and B ∈ RK×N , assuming w.l.o.g. that
M ,K ,N are powers of 2, and let C ∈ RM×N denote their
product C = AB. Observe that each entry in C is the result
of an inner product computation, i.e., Cij is given by the inner
product between the i-th row of A and the j-th column of B.

Our proposal consists of a generalization of the inner
product procedure described above: we encode all columns
of B, appropriately normalized, in a weighted superposition,
and we then apply an operator encoding all rows of A. The
entries of the matrix C = AB will then be found in some
specific amplitudes of the final state. Some care is needed
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FIGURE 1. Quantum circuit for inner product computation.

to deal with the normalization factors properly. In particular,
we need to amplitude-encode the norms of the rows of A and
of the column of B (i.e., the rows of B†).
The quantum circuit for matrix multiplication (QMM) that

we propose makes use of four unitary operators for encoding
entries and norms of the matrices. In particular, UA and VA
denote the oracles used to encode the rows of A and their
norms in the amplitudes of k = log2 K and m = log2M
qubits, respectively:

UA |i⟩m |0⟩k =
1

∥A(i, :)∥2
|i⟩m

K−1∑
j=0

Aij |j⟩k

= |i⟩m |A(i, :)⟩k , for 0 ≤ i < M ,

VA |0⟩m |j⟩k =
1

∥A∥F

M−1∑
i=0

∥A(i, :)∥2 |i⟩m |j⟩k

= |Ã⟩m |j⟩k for 0 ≤ j < K . (1)

Similarly, we use the two oracles UBT and VBT to encode
the columns of the matrix B, i.e., the rows of the matrix
BT , and their norms in the amplitudes of k = log2 K and
n = log2 N qubits, respectively:

UBT |j⟩n |0⟩k =
1

∥B(:, j)∥2
|j⟩n

K−1∑
s=0

Bsj |s⟩k

= |j⟩n |B(:, j)⟩k , for 0 ≤ j < N , ,

VBT |0⟩n |s⟩k =
1

∥B∥F

N−1∑
j=0

∥B(:, j)∥2 |j⟩n |s⟩k

= |B̃T ⟩n |s⟩k , for 0 ≤ s < K . (2)

Note that the above relations specify the behavior of the
two operators VA and VBT , whose role is to recover the
normalization factors of the columns and rows of the two
matrices. However, these operators are defined only when the
first register is in the |0⟩ state. No specifications are provided
for other configurations, potentially allowing more flexibility
in the implementation of the operators within a quantum
circuit. Moreover, we can observe that we are replicating the
same information |Ã⟩ and |B̃T ⟩ on the first K columns of VA
and VBT in order to facilitate the removal of the normalization
factors in UA and UBT .

The circuit also requires a register-swap operator, denoted
by RS, that is used to swap the position of two registers during
the computation. The swap of two registers can be performed
using several single swap gates,1 each acting on a pair of
qubits. In particular, if the two registers have the same number
t of qubits, they can be swapped in constant depth applying
exactly t swap gates, acting in parallel on t distinct pairs
of qubits: the i-th qubits of the two registers, 1 ≤ i ≤ t .
Otherwise, if the registers contain a different number of
qubits, their swap can be realized, for example, implementing
the rotation by inversion algorithm (see [11] for details).
This algorithm requires two steps, each of constant depth,
consisting of the parallel application of swap gates on disjoint
pairs of qubits. First, each register is reversed simultaneously,
swapping its first qubit with its last one, its second qubit with
the second last one, and so on until the middle is reached
and the entire register is reversed. Then, the concatenation of
the two reversed registers is reversed as well, with the same
technique, thus realizing the interchange of the two original
registers (see Figure 2). Note that each qubit is swapped
twice.

The main steps of the quantum algorithm QMM for
performing matrix multiplication according to our proposal
are depicted in Figure 3, and detailed below.
Step 1: The initial state |ϕ0⟩ consists of three registers

initialized to 0, of n, m, and k qubits respectively:

|ϕ0⟩ = |0⟩n |0⟩m |0⟩k .

Step 2: We encode the norms of the rows of A in the
second register with m qubits applying VA to |0⟩m |0⟩k .
Then, we swap the first two registers using the register-swap
operator RS, and we finally apply VBT to encode the norms of
the columns of B in the first register with n qubits. The state
becomes

|ϕ1⟩=
1

∥A∥F ∥B∥F

M−1∑
i=0

∥A(i, :)∥2 |i⟩m

N−1∑
j=0

∥B(:, j)∥2 |j⟩n |0⟩k .

Step 3: We then create a weighted superposition of the
columns of B using the unitary UBT on the second and third

1A swap gate is a 2-qubit gate used to interchange the state of two qubits.
It can be implemented with three C-NOTs [25].
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FIGURE 2. Operator RS for the swap of registers of equal size (a) and of different size (b).

FIGURE 3. QMM: a Quantum Circuit for Matrix Multiplication.

register, leading to the state

|ϕ2⟩ =
1

∥A∥F ∥B∥F

M−1∑
i=0

N−1∑
j=0

∥A(i, :)∥2∥B(:, j)∥2 |i⟩m(
1

∥B(:, j)∥2
|j⟩n

K−1∑
s=0

Bsj |s⟩k

)

=
1

∥A∥F ∥B∥F

M−1∑
i=0

N−1∑
j=0

K−1∑
s=0

∥A(i, :)∥2Bsj |i⟩m |j⟩n |s⟩k .

Step 4: Swapping back the first two registers with the
operator RS, we get

|ϕ3⟩ =
1

∥A∥F ∥B∥F

N−1∑
j=0

M−1∑
i=0

K−1∑
s=0

∥A(i, :)∥2Bsj |j⟩n |i⟩m |s⟩k .

Step 5: Finally, we apply the oracle U†
A to the last two

registers and obtain the final quantum state

|ϕf ⟩=
1

∥A∥F ∥B∥F

N−1∑
j=0

M−1∑
i=0

K−1∑
s=0

∥A(i, :)∥2Bsj |j⟩n U
†
A |i⟩m |s⟩k .
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In the following theorem, we prove that this final state |ϕf ⟩

encodes all the entries of C = AB scaled by the Frobenius
norms of A and B.
Theorem 1: Let A ∈ RM×K , B ∈ RK×N , and let C ∈

RM×N denote their product C = AB. Suppose that M ,K ,N
are powers of 2, and that the following oracles are provided:

UA |i⟩m |0⟩k = |i⟩m |A(i, :)⟩k , for 0 ≤ i < M ,

UBT |j⟩n |0⟩k = |j⟩n |B(:, j)⟩k , for 0 ≤ j < N ,

VA |0⟩m |j⟩k = |Ã⟩m |j⟩k , for 0 ≤ j < K ,

VBT |0⟩n |s⟩k = |B̃T ⟩n |s⟩k , for 0 ≤ s < K ,

where n = log2 N , m = log2M , and k = log2 K .
Then, the quantum circuit QMM, starting from the state

|ϕ0⟩ = |0⟩n |0⟩m |0⟩k and with one use of VA,VB,UT
B and

U†
A, and two applications of the Register-Swap operator RS,

computes the state

|ϕf ⟩=
1

∥A∥F∥B∥F

N−1∑
j=0

M−1∑
i=0

K−1∑
s=0

∥A(i, :)∥2Bsj |j⟩n U
†
A |i⟩m |s⟩k

that encodes all entries of C = AB. In particular, for all 0 ≤

p < M and 0 ≤ q < N , it holds that

Cpq = ∥A∥F∥B∥F n⟨q| m⟨p| k ⟨0|ϕf ⟩.

Proof: As detailed before, applying once the four
state preparation oracles VA,VB,UT

B , U
†
A, and twice the

register-swap operator RS according to the quantum circuit
QMM, the starting state |ϕ0⟩ is transformed into the final state
|ϕf ⟩. Now consider the oracle UA used to encode the rows of
A, and observe that

m⟨p|k ⟨0|U
†
A |i⟩m |s⟩k

= m⟨p|k ⟨A(p, :)|i⟩m |s⟩k
= m⟨p|i⟩m k ⟨A(p, :)|s⟩k

= m⟨p|i⟩m
1

∥A(p, :)∥2

K−1∑
j=0

Apj k ⟨j|s⟩k

= m⟨p|i⟩m
1

∥A(p, :)∥2
Aps

=

{ 1
∥A(p,:)∥2

Aps, i = p
0 i ̸= q .

∥A∥F∥B∥Fn⟨q| m⟨p| k ⟨0 |ϕf ⟩

= n⟨q| m⟨p| k ⟨0|
N−1∑
j=0

M−1∑
i=0

K−1∑
s=0

∥A(i, :)∥2Bsj |j⟩n U
†
A |i⟩m |s⟩k

=

N−1∑
j=0

M−1∑
i=0

K−1∑
s=0

∥A(i, :)∥2Bsj n⟨q| m⟨p| k ⟨0| |j⟩n U
†
A |i⟩m |s⟩k

=

N−1∑
j=0

M−1∑
i=0

K−1∑
s=0

∥A(i, :)∥2Bsj n⟨q|j⟩n m⟨p| k ⟨0|U
†
A |i⟩m |s⟩k

=

M−1∑
i=0

K−1∑
s=0

∥A(i, :)∥2Bsq m⟨p| k ⟨0|U
†
A |i⟩m |s⟩k

=

K−1∑
s=0

∥A(p, :)∥2Bsq
1

∥A(p, :)∥2
Aps =

K−1∑
s=0

ApsBsq = Cpq ,

and the thesis follows.
Hence, the state |ϕf ⟩ encodes all the normalized entries

of the product C . In particular, the entry Cpq, scaled by
∥A∥F∥B∥F , corresponds to the entry of the vector state |ϕf ⟩

of index (qM + p)K . More precisely, the final vector state
corresponds to the vectorization by column of the matrix
C (in all entries congruent to 0 modulo K ), interlaced with
garbage entries.

The characterization of the content of the state vector might
be exploited to design a generalization of the proposed matrix
product to the product of more than two matrices. Since the
memorization of the matrix product in the vector state is by
column, the generalized quantum algorithm for computing
the product P = A1A2A3 should execute the product from
right to left, i.e., P = A1(A2A3). However, this generalization
is not straightforward, especially if we need to maintain
the number of ancillary qubits and the depth of the circuit
polylogarithmic in the matrix dimensions.

C. COMPLEXITY ANALYSIS
First of all, observe that the depth and the size of the
proposed quantum circuit QMM for matrix multiplication
mainly depend on the cost of implementing the oracles UA,
UBT , VA, and VBT for the state preparation, as the register
swap operator RS has constant depth and size linear in the
number of qubits.

In general, the preparation of a quantum state is a crucial
step that can affect the efficiency of quantum algorithms.
Specifically, we refer to an efficient state preparation when
the depth of the oracle implementing the state preparation is
polylogarithmic in the input size.

For our application, the cost of the state preparation
for encoding the two matrices A and B depends on their
structural properties. For example, if the matrices are
sparse, data sparse, or present regular patterns [7], it is
possible to implement the oracles UA, UBT , VA, and VBT in
polylogarithmic depth in their dimensions.

In the literature, some efficient state preparation techniques
for general matrices have been proposed. For instance,
we recall here the approach described in [20] that com-
bines a Quantum Random Access Memory [13] with the
classical data structure known as KP-trees, to achieve
efficient encoding of vectors in the amplitudes. We refer
the reader to [9] and [23] for a comprehensive description
of this framework. Exploiting QRAM together with KP-
trees, the oracles UA, UBT , VA, and VBT can be implemented
with ε-precision with circuits of depth O(polylog(MK/ε)),

VOLUME 12, 2024 116279



A. Bernasconi et al.: Quantum Subroutine for Efficient Matrix Multiplication

O(polylog(NK/ε)), O(polylog(M/ε)), and O(polylog(N/ε)),
respectively (see Theorem 5.1 of [20] and [8]), where ε

denotes an upper bound for the norm of the difference
between the normalized original matrix and the encoded one.
Thus, the overall depth of the QMM circuit becomes of
orderO(polylog(max{M ,N }K/ε)), providing an exponential
speed-up over the best classical fast algorithms.

From a numerical perspective, the computation of the
inner products defining the entries of the matrix product is
backward stable, meaning that the computed entries are a
tiny perturbation of the exact ones [16]. However, forward
errors can be high because cancellations may occur while
computing the inner products. The overall accuracy of the
whole computation also depends on the specific quantum
hardware used to physically implement quantum gates.

However, we should mention that quantum hardware
that supports data storage and access in superposition in
polylogarithmic time is currently still unavailable, and its
feasibility is debated [17], [31].

D. A NUMERICAL EXAMPLE
In this section, we detail the steps of our quantum algorithm
on a small numerical example. In particular, wewill explicitly
construct the unitary matrices involved in the computation.
Let A ∈ R4×2 and B ∈ R2×4 be defined as

A =


−1 2
−1 −5
3 −4
0 −2

 , B =

[
2 −2 −0 3

−4 −3 1 −1

]
.

Step 1: The initial state |ϕ0⟩ consists of three registers
initialized to 0, of 2, 2, and 1 qubits, respectively:

|ϕ0⟩ = |00⟩ |00⟩ |0⟩ .

Thus, |ϕ0⟩ ∈ R32, with the first entry equal to 1 and all the
others equal to zero.
Step 2: We encode the norms of the rows of A in the

second register with 2 qubits applying VA to |00⟩ |0⟩. Since
∥A∥F =

√∑
i, jA2ij =

√
60, we have that |Ã⟩ =

1
√
60
[
√
5;

√
26;

√
25,

√
4]. A possible form for matrix VA is2

VA =


√
5/60 0.658 0.645 0.258

√
26/60 0.289 −0.637 −0.279

√
26/60 −0.258 0.667 −0.267

√
4/60 0.645 0.267 0.667

⊗ I2,

where I2 = Ik is the identity matrix of dimension 2, acting on
the last register. Similarly a possible form for VBT is

VBT =


√
20/44 −0.544 −0.389 0.314

√
13/44 0.674 −0.314 −0.389

√
1/44 −0.477 0.261 −0.826

√
10/44 0.151 0.826 0.261

⊗ I2.

Note that these are not the only possible forms forVA andVBT
since equation (1) and (2) define the behavior of the operators

2We rounded the entries of VA and VBT to a three digits precision.

only on the firstK columns, and there aremany different ways
to complete the matrix to a unitary basis. Indeed, there might
be some completion to unitary which are more convenient for
the circuital implementation such as the CMV form [2].

At the end of this step, considering also the register swap
executed before the application of the operator VBT , the state
becomes

|ϕ1⟩ =
1

√
60

√
44


√
5

√
26

√
25

√
4

⊗


√
20

√
13

√
1

√
10

⊗

[
1
0

]
.

Step 3-5: Matrix UBT can be constructed as a block
diagonal matrix as follows

2
√
20

−
4

√
20

0 0 0 0 0 0

−
4

√
20

−
2

√
20

0 0 0 0 0 0

0 0 −
2

√
13

3
√
13

0 0 0 0

0 0 −
3

√
13

−
2

√
13

0 0 0 0

0 0 0 0 0 −1 0 0
0 0 0 0 1 0 0 0
0 0 0 0 0 0 3

√
10

−
1

√
10

0 0 0 0 0 0 −
1

√
10

−
3

√
10


and similarly UA is

−
1

√
5

2
√
5

0 0 0 0 0 0
2

√
5

1
√
5

0 0 0 0 0 0

0 0 −
1

√
26

5
√
26

0 0 0 0

0 0 −
5

√
26

−
1

√
26

0 0 0 0

0 0 0 0 3
√
25

−
4

√
25

0 0

0 0 0 0 −
4

√
25

−
3

√
25

0 0

0 0 0 0 0 0 0 −1
0 0 0 0 0 0 −1 0


The final state, multiplied by the product of the Frobenius
norm of A and B, becomes

∥A∥F∥B∥F |φf ⟩

= [−10, 0, 18, 14, 22, 4, 8, −4, −4, −7, 17, −7, 6,

17, 6, 4, 2, 1, −5, −1, −4, −3, −2, 0, −5, 5, 2, 16,

13, −9, 2, −6].

where, for clarity, almost zero entries have been replaced with
zero.

We can easily recognize the entries ofC , in boldface, listed
by columns and some garbage entries. Indeed

C =


−10 −4 2 −5
18 17 −5 2
22 6 −4 13
8 6 −2 2

 ,

and the final state can be rewritten as

|φf ⟩ =
1

√
60

√
44

(
|φC ⟩ |0⟩k + |φG⟩ |1⟩k

)
,
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where the unnormalized states |φC ⟩ and |φG⟩ are as follows

|φC ⟩ = [−10, 18, 22, 8, −4, 17, 6, 6, 2, , −5, −4, −2,

− 5, 2, 13, 2];

|φG⟩ = [0, 14, 4, −4, −7, −7, 17, 4, 1, −1 − 3, 0, 5,

16, −9, −6].

We also report the numerical absolute and relative error
measured in the simulation of the algorithm with the IBM
Qiskit3 framework, using a noise-free simulator. Denoting by
C̃ the reshaped form of vector |φC ⟩, we get

∥C − C̃∥2 = 1.889e-15

and

∥C − C̃∥2

∥C∥2
= 9.754e-14,

reaching almost the machine precision (2.2204e-16). Sim-
ulating the execution of the circuit on real noisy quantum
hardware, using the simulator Fake20QV1 provided by the
Qiskit framework, we obtained a density matrix leading
to a very low fidelity of about 0.24 in an all-to-all qubit
connection. This shows that our algorithm can be run on real
quantummachines, but the noise makes the result unreliable.

IV. DISCUSSION
This section compares our algorithmwith the block-encoding
approach proposed in [12]. First of all, recall that the block
encoding technique consists of embedding a scaled, non-
unitary N ×N square matrix into the top left block of a larger
unitary one that can then be used within a quantum circuit.
Once matrices have been block-encoded, we can operate on
their corresponding unitary operators so that all quantum
matrix calculations are carried out in an operational way.
In particular, the computation of the matrix product C = AB
can be easily carried out starting from the block-encoding of
A and B.
The cost of implementing the block encoding of dense

unstructured matrices has been analyzed in [9], where a
careful evaluation of the performance of the encoding in
terms of T-gate counts and circuits’ depth has been provided.

However, we can observe that the block-encoding
approach does not immediately provide a final state vector
encoding all entries of C , as all entries reside in the top-left
block of the unitary describing the circuit. Of course,
by exploiting particular configurations of the initial state,
it is possible to retrieve any selected column of the product.
Otherwise, by adding some ancillary qubits, we can exploit
the quantum parallelism and retrieve all columns of thematrix
product C in the final state.
The construction of the block-encoding requires efficient

state preparation techniques similar to the ones briefly
discussed in Section III-C. Therefore, this technique is similar

3https://qiskit.org/

to our proposal, but it requires the additional state preparation
of an appropriate sparse initial state in order to retrieve all the
columns of the matrix product.

A different approach, again based on the block-encoding
technique, requires to (i) block-encode the first matrix A into
a unitary U , (ii) add logN ancillary qubits to get the operator
IN ⊗ U , and (iii) prepare a state encoding the vectorized by
column version of B. This technique exploits the possibility
offered by the block encoding of computing matrix-vector
products easily.

Despite its similarity to the more general block-encoding
methodology, our quantum algorithm for matrix multipli-
cation offers some advantages. First of all, it allows the
manipulation of even rectangular matrices without padding
with zeros to get square matrices, causing a potential increase
in the number of qubits.Moreover, it provides by construction
an encoding of all entries of the product directly in the final
state vector without requiring additional manipulations, or a
measurement. The cost, in terms of width, size, and depth
of the circuits, appears to be equivalent. Still, our approach
guarantees that each entry is already individually encoded and
indexed within the state vector.

V. APPLICATION: VARIANCE OF THE PRODUCT OF TWO
MATRICES
As already observed, the quantum algorithm QMM for

matrix multiplication can be exploited in all scenarios
involving the computation of non-homomorphic functions of
the product of two matrices, for instance, trace, mean value,
variance, or eigenvalues. In this regard, we now show how
QMM can be exploited to compute the variance of the entries
of a matrix product.

The variance is a pervasive measure that finds application
across a vast number of domains [18], including the field
of Artificial Intelligence. Some applications within this area
require the computation of the variance of the entries of
a matrix product. For instance, the classical Angle-Based
Outlier Detection (ABOD) algorithm [21] for the Outlier
Detection problem, exploits the variance of A†A, where A is
the matrix encoding the dataset.

Let A ∈ RM×K and B ∈ RK×N be two matrices, let C ∈

RM×N be their product, and let Var(C) denote the variance
of the elements of C . First of all, observe that Var(C) cannot
be derived from the variances of A and B, but requires the
computation of all entries of C , i.e., the variance is a non-
homomorphic function.

We can implement a quantum circuit for computingVar(C)
combining the circuit QMM with the quantum subroutine
QVAR proposed in [1] and [27] to compute the variance of
a quantum superposition of values indexed by proper register
qubits.

The overall circuit, depicted in Figure 4, requires five
registers and an ancilla qubit. The three last registers |n̂⟩, |m̂⟩,
and |k̂⟩ are the input of the QMM circuit and are registers
composed of n = log2 N , m = log2M , and k = log2 K
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FIGURE 4. QVAR oracle for the computation of the variance.

qubits, respectively. These registers are used to amplitude
encode the entries of the matrices A and B and to compute
their product in superposition. The ancilla qubit |a⟩ and the
other two registers |e⟩ and |q⟩, each with (n + m) qubits, are
used to compute the variance of the amplitudes of the state
vector |ϕf ⟩ computed by QMM.

We refer the reader to [1] for a detailed description of
the quantum variance computation. Here, we only recall that
the main idea of the QVAR subroutine is to use the ancilla
qubit |a⟩ to create an equal superposition of two branches
through a Hadamard gate. In the branch where the ancilla
is in state |0⟩, the circuit maintains the superposition of the
amplitudes of the state |ϕf ⟩ computed by QMM, while in the
branch where the ancilla is in state |1⟩, the circuit computes
their mean value. Eventually, another Hadamard gate on
|a⟩ is applied to make the two branches collide and create
the superposition containing the component of the variance,
namely the differences between each amplitude and the mean
value.

As explained in [1], all these differences are the amplitudes
of the final state vector related to specific configurations
of the qubits. Moreover, to compute Var(C) we must
select from |ϕf ⟩ only the entries of the matrix C , encoded
in the amplitudes of the configurations where |k̂⟩ =

|0⊗k
⟩, as proved in Theorem 1. Therefore, the Amplitude

Estimation algorithm [4] is used to estimate the variance
value as the sum of squares of these target amplitudes only.
In particular, for the computation of Var(C), Amplitude

Estimation is employed measuring s additional qubits to
estimate the amplitude of the target configuration where
|a⟩ |e⟩ |q⟩ = |1⟩ |1⊗(n+m)

⟩ |0⊗(n+m)
⟩ and |k̂⟩ = |0⊗k

⟩.
This measurement output represents an approximation of the
variance of C in the computational basis.
The overall circuit for computing Var(C) requires in total

3(m+n)+k+s+1 qubits, where s = O(log 1
ε
) is the number

of additional qubits required by Amplitude Estimation to get
an estimate of the variancewith (absolute) error εwith respect
to the classical variance.

Concerning the complexity of this method, we first observe
that the QVAR circuit exhibits a logarithmic complexity both
in the circuit depth and width, excluding the state preparation
cost, as discussed in [1]. Moreover, for the specific compu-
tation of Var(C), no additional state preparation is required
beyond the encoding of A and B in QMM. Indeed, the entries
of C are already encoded in the state on which the QVAR
oracle acts. The complexity of the overall circuit is, therefore,
mainly due to the complexity of QMM.

Eventually, since the cost of Amplitude Estimation is
O(δ 1

ε
+ log log 1

ε
) [14] where δ is the depth of the circuit

in Figure 4, the overall complexity for the computation
of Var(C) becomesO( 1

ε
polylog(max{M ,N }K/ε)), assuming

efficient state preparation techniques for matrix encoding.

VI. CONCLUSION
In this work, we designed and analyzed a quantum
algorithm for matrix multiplication that computes a state
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vector encoding the entries of the product in superposition,
in time polylogarithmic in the matrix dimensions, assuming
efficient state preparation techniques. This algorithm enables
immediate composition with other quantum circuits, imple-
menting computations that involve possibly all entries of
the product of the two matrices. As a possible application,
we discussed the computation of the variance of the entries
of a matrix product, a useful tool for some machine learning
algorithms.

As future work, we plan to generalize the algorithm to the
multiplication of more than two matrices, according to the
intuition mentioned at the end of Section III-B. Moreover,
we plan to extend it to deal with matrices over C. The easy
approach would consist of a repetition of the algorithm for
real and imaginary parts of the two matrices. A more efficient
approach would require the definition of state preparation
techniques capable of dealing with complex entries. We also
plan to identify other applications that could benefit from this
approach.
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