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ABSTRACT Effective monitoring and diagnosis of partial discharge (PD) in power equipment are
crucial for maintenance, particularly given the expectations of significant increases in energy generation
and consumption. Although deep neural networks have been widely applied in PD fault detection and
classification, their performance is hindered by insufficient labeled data available for power equipment.
This study proposes a semi-supervised learning (SSL) method to address the scarcity of labeled training
data for PD classification in gas-insulated switchgear (GIS). The proposed SSL was validated based
on phase-resolved PD and on-site noise using an ultra-high frequency (UHF) PD measurement system.
Experimental results show that the proposed SSL achieves a high classification accuracy of 94.59% by
effectively utilizing unlabeled data to enhance classification performance in GIS.

INDEX TERMS Semi-supervised learning (SSL), fault diagnosis, phase-resolved partial discharge (PRPD),
gas-insulated switchgear (GIS).

I. INTRODUCTION
Gas-Insulated switchgear (GIS) has become increasingly
prevalent in power systems, playing a critical role in
ensuring the reliability of the overall grid infrastructure. Its
significance lies in its maintenance-free nature, minimal envi-
ronmental impact, compact design, and high reliability [1].
However, GIS is often subjected to harsh operating conditions
characterized by high temperatures and pressures, making
it prone to insulation defects. Additionally, inherent risks
during manufacturing, transportation, and assembly stages
can lead to latent faults [2].
The common insulation defects include metal tip defects,

particle defects, floating electrode defects, corona defects,
and void defects. They are recognized as some of the most
destructive and undesirable phenomena that, in the long
run, leads to progressive local deterioration of the insulation
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system and may result in a complete insulation break-
down [3], [4], [5], [6]. The most prevalent fault type among
these is the floating-related fault, which arises from poor
contact, loose bolts, or rusted components in GIS [7]. The
most common explanation for the appearance of PDs is the
aging process of the insulation system, which is usually
caused by cracks, voids, impurities, and other imperfections
within the insulation materials [8]. In an electrical power
system, most critical failures within the electrical power
distribution system are partially or fully associated with
PDs [9]. To locate PD sources and recognize fault types, the
UHF method is one of the most promising, given its relative
ease of application, particularly under on-site conditions. Due
to its sensitivity and robust anti-interference capabilities, the
UHF method has been widely used and has proves to be an
effective and cost-effective solution [10]. In this study, the
UHF method is employed in a PD measurement system to
monitor the real-time conditions of GIS and diagnose existing
defects.
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Several studies have applied machine learning techniques
to classify PDs based on UHF methods, achieving excellent
performance in PD pattern-recognition classification. The
time-resolved partial discharge (TRPD) mode [11], [12],
[13] involves analyzing the shape of the discharge pulse
using time-domain features and frequency-domain features,
and a combination of both to examine thoroughly the PD
characteristics. The phase-resolved partial discharge (PRPD)
mode [14], [15], [16] involves an analysis of the phase-
amplitude-number pattern of the PRPD. This mode identifies
defect shapes by analyzing the number of PD pulses and
the maximum or average amplitude in each phase of the
PRPD. Compared with TRPD, PRPD has the advantages
of mature technology, good stability, and a small amount
of data, making it widely used. However, these methods
exhibit certain shortcomings, such as relying heavily on
expert experience, introducing the potential for artificial
errors due to manual interventions, features extracted by
diverse algorithms lacking shareability and transferability,
and an extended duration of training [17].
Recent advancements in deep neural networks (DNNs)

have revolutionized the processing of large datasets, over-
coming the limitations of traditional machine learning
methods in PD classification in GIS. Recurrent neural
networks (RNNs) with long short-term memory (LSTM)
have been employed to classify PDs in GIS using one-power-
cycle PRPD sequences [18]. Convolutional neural networks
(CNNs) have demonstrated automatic feature extraction
capabilities for power transformer PD classification using
UHF signals [19]. A previous study explored the combination
of CNN and LSTMmodels has been explored to extract valu-
able information fromUHFPRPDs for PD classification [20].
A stacked sparse auto-encoder (SSAE) was used to assess
PD severity using raw UHF PRPD data as input in GIS [21].
However, numerous parameters in DNNs pose a risk of
overfitting [22]. In addition, many of these algorithms rely
on supervised learning, necessitating fully labeled datasets,
which can be time-consuming and labor-intensive [23].
Furthermore, supervised learning approaches may overlook
potentially valuable data features by not discovering and
clustering them independently.

To mitigate the scarcity of training data, novel approaches
such as self-supervised learning (Self-SL) [24], [25], [26],
[27] and semi-supervised learning (SSL) [28], [29], [30],
[31] have been proposed to harness unlabeled data and learn
essential features with minimal supervision. Unlike Self-SL
methods, which operate in an entirely unsupervised manner,
SSL functions in scenarios where both a substantial volume
of unlabeled data and a limited amount of labeled data are
available. SSL enables neural networks to extract richer data
features with fewer labels, samples, or iterations, thereby
significantly reducing the need for manual labeling and data
preparation.

In this study, we propose an SSL for fault diagnosis
using PRPDs in GIS. The proposed SSL not only deals with
limited labels but also diminishes the overfitting problem.

The model trained on labeled data with cross-entropy
loss is used to predict the labels for unlabeled samples
after data augmentation is performed. Predicted labels with
the highest confidence are used as pseudo-labels. The
model is then trained with unlabeled data in a supervised
using the generated pseudo-labels. Through a combination
of consistency regularization and curriculum learning, the
proposed model efficiently utilizes high-accuracy pseudo-
labels, simultaneously mitigating the effects of low-accuracy
pseudo-labels, thereby reducing the overall loss.

The contributions of this study are as follows.

• The SSL with the pseudo-labeling is applied for the
first time to classify faults in GIS. In the proposed SSL,
we use two data augmentation techniques for PRPDs to
address the challenge of limited labeled data in GIS fault
diagnosis.

• The performance of the proposed SSL is verified using
small labeled data through on-site noise and PRPD
experiments, where PRPD data include four types
of faults such as corona, floating, particle and void.
The proposed SSL outperforms Self-SL by 1.8% and
achieves a classification accuracy of 94.59% for on-site
noise and PD data in GIS.

The remainder of this study is organized as follows.
We briefly introduce the experimental data for GIS in
Section II. Section III describes the problem description and
the proposed SSL. Performance evaluations are presented in
Section IV. The study is concluded in Section V.

II. FAULT SIMULATION EXPERIMENT
This section presents an overview of the experimental setup
and an analysis of the PRPD and on-line noise using a UHF
sensor to evaluate the PD characteristics in GIS.

A. EXPERIMENTAL SYSTEM
Fig. 1 illustrates the experimental system designed for PRPD
analysis. Fig. 1a presents a block diagram of themeasurement
system, including a high-voltage source, voltage divider,
artificial PD cell, external UHF sensor, and data acquisition
system (DAS), while Fig. 1b shows the high-voltage test site.
The high-voltage source operated at a frequency of 60 Hz,
supplying high voltage to the test subjects, while the voltage
divider reducing the voltage across them. The voltage was
increased incrementally until the PD signal became evident,
and the discharge intensity was adjusted within a specified
range. The voltage gradually decreased to zero by the end
of the test. As shown in Fig. 1c, the DAS comprised of a
band-pass filter, logarithmic amplifier, peak detector, analog-
to-digital converter (ADC), and PC. The PD signals from
the UHF sensor were filtered through a band-pass filter to
limit their frequency. Low-amplitude pulses from the sensor
output passed through a logarithmic amplifier, facilitating the
detection of PD pulses.

In this study, the PD measurements with UHF sensors
utilized a 45 dB logarithmic amplifier with a bandwidth
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FIGURE 1. An experimental system for PRPD analysis: (a) Block diagram,
(b) High-voltage test site, and (c) Data Acquisition System (DAS).

between 500M Hz and 1.5 GHz. The peak detector identifies
the peak value of the UHF PD pulses. After the peak detector,
the DAS used the ADC with 1024 x fm samples per second,
where fm = 60Hz is the power frequency. The maximum
value was then captured at every 8 samples in the DAS and
P = 128 samples per power cycle were used for the PRPD
measurements.

As presented in [18], artificial cells were used to simulate
for four types of PD: corona, floating, void and particle. The
artificial cells were filled with 0.2MPa SF6 gas. To simulate
the corona discharge, a sharp protrusion was affixed to an
electrode, engineered to create a hyper-localized electric field
enhancement through a needle, with a very minute 10-µm
tip radius and 1-mm diameter. The needle was positioned
at a distance of 10 mm away from the grounded electrode,
with a test voltage of 11 kV . To replicate the scenario
of an isolated or unconnected cell, the fabricated floating
electrode cell was subjected to a test voltage of 10 kV . The
distance between the middle electrode and the high-voltage
electrode was set to 10 mm, while the distance between the
middle electrode and the grounded electrode was maintained
at 1mm. For the artificial void defect, a small gap was present
between the epoxy disc and upper electrode, mirroring and
magnifying the intricacies of the void discharge at a test

voltage of 8 kV . The particle discharge was recreated by
precisely placing a 1-mm-diameter sphere above a concave
ground electrode. A high voltage of 10 kV was used in the
testing process, connected to a larger 45-mm-diameter sphere
fixed at a distance of 10 mm from the grounded electrode.

B. PRPD AND ONLINE NOISE ANALYSIS
Using the DAS, the measured signal for M = 3600 power
cycles is defined in matrix form as

X =


x(1, 1) x(1, 2) . . . x(1,P)

. . . . . .

. . . . . .

. . . . . .

x(M , 1) x(M , 2) . . . x(M ,P)

 (1)

where x(m, p) ∈ {0, 1, . . . , 255} denotes the range of the
measured signal at the pth data point of the mth power cycle.

Fig 2 shows the time-domain representations of PRPD
patterns of the four types of faults in GIS, obtained using
UHF sensors over 3600 power cycles. Each data point on
the 3D graph corresponds to a PD pulse, representing its
phase angle and amplitude. Additionally the number of PDs
per 3600 power cycles is illustrated by employing different
colors for overlapping points in phase amplitude 2D density
plots. For the corona, as shown in Fig. 2a, PDs are distinctly
observed in the negative half-cycle. This is because the
corona PDs are predominantly observed in the negative
half-cycle with around 270◦ at inception and spread out above
inception [32], [33]. In Fig. 2b, for the floating fault, PDs
are clearly observed in both the positive and negative halves
and are centralized with high amplitudes at 60◦ and 200◦.
As shown in Fig. 2c, the majority of PDs for void faults
are present in the positive half-cycle of the applied voltage.
In Fig. 2d, PDs for the particle fault are concentrated within
a low-level range of the measured signal.

Noise was measured using an online UHF PD monitoring
system for on-site GIS at substations in South Korea, where
the noise was measured using the same system with the other
faults as in Fig. 2. For noise measurements, PD monitoring
systems are installed on-site and noise is measured for GISs
under normal conditions. The DAS uses an 8-bit ADC to store
raw data, and the amplitude of noise is quantified as an integer
from 0 to 255. As presented in Fig. 3, it can be seen that the
pulses of noise signals are scattered without regularity in all
ranges of phases and power cycles.

Fig. 4 shows statistical features using mean(PDs) and
max(PDs) for on-site noise and PRPD measurements, where

mean(PDs) = mean(X) =

∑M
m=1

∑P
p=1 x(m,p)
MP andmax(PDs) =

max(X) = max{x(1, 1), x(1, 2), . . . , x(M ,P)}. For on-site
noise, the mean(PDs) ranges from 0.1 to 1.2, while the
max(PDs) varies between 28 and 90. In the case of corona, the
mean(PDs) ranges from 0.1 to 2.2, with the max(PDs) falling
within the ranges of 15 to 51, though numerous samples
exhibited outliers extends up to 161. The max(PDs) for voids
and particles showed a similar range, from around 17 to over
240. The mean(PDs) for voids ranges from 0.1 to 1.2, while
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FIGURE 2. Sequential phase-resolved PDs corresponding
phase-amplitude density plots for four types of faults in GIS: (a) Corona,
(b) Floating, (c) Void and (d) Particle. In phase-amplitude density plots,
the ‘‘Number of PDs’’ axis represents the total count of PDs occurring
across phase and amplitude over 3600 power cycles.

FIGURE 3. Sequential phase-resolved on-site noise corresponding
phase-amplitude density plots. In phase-amplitude density plots, the
‘‘Number of PDs’’ axis represents the total count of pulses of noise
signals occurring across phase and amplitude over 3600 power cycles.

for particles, it extended up to 2.2.Most floating samples have
a max(PDs) range of 250, with mean(PDs) spanning from
0.3 to 2.2, and some samples have outliers reaching up to
5.6. Therefore, distinguishing between noise and PRPDs is

FIGURE 4. Statistical features for on-site noise and PRPD measurements
using mean(PDs) and max(PDs).

challenging due to information loss in the feature extraction
process by statistical parameters such as mean(PDs) and
max(PDs).

Table 1 shows a statistical summary of on-site noise
and PRPD measurements, utilizing both max(PDs) and
mean(PDs). The floating data type has the highest minimum
value for the minimum of max(PDs), while the other types
are similar to noise levels. For the maximum ofmax(PDs), all
fault types exceed noise levels. When considering the mean
of mean(PDs), floating shows the highest value, as shown
in Fig. 2b and Fig. 4, whereas void and particle values are
comparable to noise. Additionally, the standard deviation of
mean(PDs) for floating is the highest, with void, particle, and
noise having standard deviations around 0.3.

III. PROPOSED SCHEME
A. PROBLEM DESCRIPTION
The deep learning-based fault diagnosis approaches require
plenty of labeled datasets to learn the feature representations
in embedding feature space [22]. Therefore, the lack of
labeled training data significantly affects the accuracy of deep
learning-based fault classification in GIS. Also, obtaining the
labeled training data through fault simulation experiments
can be time-consuming and labor-intensive. In this study,
a model trained on labeled data was used to predict the labels
for unlabeled data. The predicted pseudo-labels with higher
confidence were subsequently used as labels for unlabeled
data. The model was then trained with unlabeled data in a
supervised setting using the generated pseudo-labels. Our
goal was to improve the confidence level of the classifier to
improve the classification accuracy.
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TABLE 1. Statistical summary of on-site noise and PRPD measurements in GIS.

For the notation, we use X , Y , Z to denote minibatches
of samples, labels, and logits, respectively. Our data set
can be divided into two parts: XL ⊂ Rn×d and XU ⊂

Rm×d denote minibatches of labeled samples and unlabeled
samples, respectively, where where n is the minibatch size for
labeled samples, m is the size of minibatches for unlabeled
samples, and d is the input dimension (for PRPDs d = M ·P).
The minimatch of labels Y (i)

L ⊂ {0, 1}n×h is corresponding to
YL . In addition, we use Y (i) to refer the i-th row, and Y (i,j) to
refer to the (i, j)-th element of Y . Model f (·) : Rd

→ Rh

takes samples as the input and outputs logits for each class of
h classes. Our problem was a classification task using PRPDs
in GIS.

B. PROPOSED SEMI-SUPERVISED LEARNING
Fig. 5 shows a block diagram of the proposed SSL. The
proposed SSL consists of data augmentation, distribution
alignment, relative confidence threshold, pseudo-labeling,
and curriculum learning. Here, the distribution alignment
helps constrain the distribution of the class predictions
to align more with the true distribution [34]. A relative
confidence threshold is utilized to address the issue of poor
calibration in machine-learning models [35]. Consistency
regularization utilizes unlabeled data based on the assumption
that the model outputs similar predictions when fed perturbed
versions of the same sample [36]. Curriculum learning
can provide performance improvements over the standard
training approach based on random data shuffling, without
any additional computational costs [37].
For PRPDs, we use two data augmentation techniques:

scale and crop [38]. Scale augmentation α(·) is a function that
multiplies each element of the input by a random variable n
with a Gaussian distribution N (1, 0.01). The purpose of the
scale strategy is to examine the variations in the magnitude of
partial discharges in relation to the severity of the faults. Crop
augmentation β(·) is a function that sets a group of elements
with a randomly probability of c% of the input matrix to be
zero.

In a supervised fashion, scale augmentation is applied to
each labeled sample in the batch before being processed
through the model to obtain the logits as

ZL = f (α(XL); θ ), (2)

where θ denotes the set of parameters of the proposed SSL.
The loss for a batch is defined by ls and is calculated by taking
the average of cross-entropy loss for each sample as

ls =
1
n

n∑
i=1

H (Y (i)
L ,Z (i)

L ), (3)

where H (p(x), q(x)) = −
∑
p(x) log q(x) denotes the regular

cross-entropy used for classification.
Pseudo-labeling involves applying scale augmentation to

unlabeled data and selecting entries with predicted probabil-
ities above a specified confidence threshold. These selected
entries serve as pseudo-labels, which are then compared with
the output of the model on the crop-augmented data. Each
unlabeled sample is subjected two augmentations and fed into
the model to compute the logits as

ZU = f (α(XU ); θ ) (4)

and

Z ′
U = f (β(XU ); θ). (5)

The confidence threshold is then obtained by

γ =
τ

n

n∑
i=1

max
j∈[1...h]

(Ŷ (i,j)
L ), (6)

where τ is the parameter for the confidence threshold and ŶL
is the model’s predicted class distribution as

ŶL = softmax(ZL) ∈ Rn.h. (7)

The predicted labels for the unlabeled data can then be
obtained after applying the distribution alignment as

ỸU = normalize(ŶU
E[ŶL]
E[ŶU ]

) ∈ Rm.h (8)

where normalize(·) ensures that the distribution still sums
to 1, and

ŶU = softmax(ZU ) ∈ Rm.h (9)

andE[ŶL],E[ŶU ] ∈ Rh are the expected of model’s predicted
distribution. The pseudo-labels are represented by the binary
mask δ ∈ {0, 1}m

δ(i) = max
j∈[1...h]

(Ỹ (i,j)
U ) ≥ γ, (10)

Consistency regularization involves crop augmented unla-
beled data, and its output is then compared with our
pseudo-label to compute the cross-entropy loss. The total
unlabeled batch loss is represented by lu and is given by

lu =
1
m

m∑
i=1

H (sg(Ỹ (i)
U ),Z ′(i)

U ).δ(i) (11)

where entries for which the confidence is less than γ

are not contributed to lu loss. Because guess labels from
unlabeled data can lead to unstable training and can hinder
convergence, sg(·) is the stop gradient function used to
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FIGURE 5. Our proposed semi-supervised learning.

TABLE 2. The number of samples for training and test sets.

mitigate back-propagation from guess labels to improve
convergence and the over all performance of the model
training [30]. This approach leverages additional information
from unlabeled data to enhance the model’s performance.

Curriculum learning involves the final combination of two
losses to obtain a total loss that is optimized to improve the
model and is defined as

l = ls + λ(t)lu, (12)

where t is the index for the epoch and λ(t) is a function to
balance the importance of labeled and unlabeled data during
the training process and facilitate faster convergence. The
Adam optimizer is used to optimize the learnable parameters
during the training process [40]. An overview of the training
process is presented in Algorithm 1.

IV. PERFORMANCE EVALUATIONS
A performance evaluation of the proposed SSL using PRPD
and on-site noise measurements was next conducted. Table 2
shows the number of samples for the training and test
sets, where the training set consisted of 256 labeled and
368 unlabeled samples, and the test set had 111 labeled
samples. For labeled samples, on-site noise and four types
of PRPDs, namely, corona, floating, void, and particle,
were considered. All simulations were performed on a
personal computer with NVIDIAGeForce RTX 2080 Ti GPU
and 128 Gb RAM.

Algorithm 1 Our Proposed SSL Algorithm
Input: Labeled batch XL , unlabeled batch XU , one-hot label
batch YL , scale augmentation α(·), crop augmentation β(·),
parameter for confidence threshold τ , unlabeled weight ratio
λ(t), model f (·) taking samples as input and outputting logits
for each of h classes, E epochs.
1: for t = 1toE do
2: for i = 1ton do
3: Z (i)

L = f (α(X (i)
L ); θ )

4: for j = 1toh do

5: Ŷ (i,j)
L =

eZ
(i,j)
L∑h

k=1 e
Z (i,k)L

6: end for
7: end for
8: γ =

τ
n

∑n
i=1 max

j∈[1...h]
(Ŷ (i,j)
L )

9: E[ŶL] =
1
n

∑n
i=1

∑h
j=1 Ŷ

(i,j)
L

10: ls =
1
n

∑n
i=1H (Y (i)

L ,Z (i)
L )

11: for i = 1tom do
12: Z (i)

U = f (α(X (i)
U ); θ )

13: Z ′(i)
U = f (β(X (i)

U ); θ)
14: for j = 1toh do

15: Ŷ (i,j)
U =

eZ
(i,j)
U∑h

k=1 e
Z (i,k)U

16: end for
17: end for
18: E[ŶU ] =

1
m

∑m
i=1

∑h
j=1 Ŷ

(i,j)
U

19: Ỹ (i,j)
U = normalize(Ŷ (i,j)

U ·
E[ŶL ]
E[ŶU ]

)

20: δ(i) = max
j∈[1...h]

(Ỹ (i,j)
U ) ≥ γ

21: lu =
1
m

∑m
i=1H (sg(Ỹ (i)

U ),Z ′(i)
U ) · δ(i)

22: return l = ls + λ(t)lu
23: update θ using ADAM
24: end for
25: return θ

Output: Our proposed SSL method
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FIGURE 6. t-SNE visualization.

Fig. 6 shows the t-distributed stochastic neighbor embed-
ding representation (t-SNE) of all samples to provide intuitive
insight into the structural composition of the data set [41].
With a reduction in the dimensions of the data, t-SNE
retains as much structural similarity information between
data points in the original spaces as possible when reduced
to a lower-dimensional space. The two axes represent the
first and second dimensions of this new lower-dimensional
space and the main purpose of these axes is to facilitate
the visualization of high-dimensional relationships in a way
that is intuitive and easy to interpret. As shown in Fig. 6,
there are three clusters: one consisting of the majority of the
samples, another consisting of some particle samples, and
a third containing some unlabeled samples. This clustering
occurs because the input data for these particle samples and
unlabeled samples have similar characteristics. However, the
data points of all classes are distributed very close together,
often overlapping and forming a single cluster. This overlap
poses a challenge for identifying and recognizing faults when
using PD input signals.

TABLE 3. The hyper-parameter optimization.

Table 3 lists the ranges of each hyperparameter for
hyperparameter optimization. Fig. 7 shows the observations
regarding the trade-off between the quality and quantity
of pseudo-labels, revealing that using a low value of the

parameter for the confidence threshold cause a majority of
predictions on unlabeled samples to exceed the confidence
threshold. This collective influence significantly affects the
unlabeled loss, as defined in Equation (11). By contrast,
employing a higher value of the parameter for the confi-
dence threshold value enables only a smaller fraction of
higher-quality predictions on unlabeled samples to contribute
to the unlabeled batch loss, resulting in a lower loss in the test
set.

FIGURE 7. The parameter τ for confidence threshold.

For a performance comparison, the Self-SL [42], Fix-
Match [29] and baseline supervised learning (Base-SL)
methods were implemented. Details of the model structures
of the proposed SSL, Self-SL, FixMatch and Base-SL
are listed in Table 4. For a fair and unbiased evaluation,
consistency was maintained by adopting the same network
architecture.

TABLE 4. Details of model structures.

Table 5 compares the classification performances of
various models, including Base-SL(256) and Base-SL(624),
which use 256 and 624 labeled samples for training,
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FIGURE 8. The confusion matrix of (a) Proposed SSL, (b) Base-SL(256), (c) Base-SL(624), (d) Self-SL, and (e) FixMatch.
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TABLE 5. The accuracy comparisons.

TABLE 6. Precision, Recall and F1-score comparisons.

TABLE 7. Training and testing time comparisons.

TABLE 8. Performance comparisons of Base-SL methods using raw and
augmented data.

respectively. The proposed SSL model, when trained with
256 labeled samples, shows an overall performance improve-
ment of 2.7% compared to Base-SL(256) and 1.8% compared
to FixMatch. Additionally, its accuracy surpasses Self-SL
by 1.8% and matches the highest performance of Base-
SL(624) at 94.59%. For specific fault categories such
as corona, float, and particle, the proposed SSL method
achieves exceptional accuracy, reaching 100%. In the case
of void, its accuracy is only 2.22% lower than the peak
accuracy of Base-SL(624), while for noise, it is 5.4%
lower. The proposed SSL demonstrates higher classification
performance in under-represented classes with small numbers
of labeled data, such as corona, floating, and particle
compared to over-represented classes with a large number
of labeled data, including void and noise. This is because
the proposed SSL with data augmentation improves the

ability to learn feature representations in under-represented
classes as the number of training data increases by using
pseudo-labels. The confusion matrix shown in Fig 8 provides
an overview of the performances of the methods in the
classification problem.

In this study, because our data set was imbalanced,
therefore Precision, Recall and F1 − score were used as
metrics to evaluate the classification performance and are
respectively defined as

Precision = TP/(TP+ FP), (13)

Recall = TP/(TP+ FN ), (14)

and

F1 − score = 2TP/(2TP+ FP+ FN ) (15)

where TP is the true positive, TN is the true negative, FP
is the false positive and FN is the false negative. Table 6
presents Precision, Recall, and F1-score among Self-SL,
FixMatch, Base-SL(624), Base-SL(256), and the proposed
SSL. The proposed SSL exhibits notable precision and recall
values, particularly achieving perfect scores of 1 in the
corona and float classes. Its F1-score peaks at 1, surpassing
other methods across most classes. Specifically, it achieves a
precision of 0.91 for the particle class and a recall of 1 for
the void class. The F1-score is the harmonic mean of the
Precision and Recall, providing a balanced representation
of both metrics in one metric. In conclusion, the proposed
SSL method demonstrates superior overall performance with
the highest F1-score of 0.96, surpassing Base-SL(256) and
Base-SL(624) by 0.05 and 0.02, respectively. Additionally,
the SSL model shows potential for further improvement with
access to more unlabeled data, particularly through on-site
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measurements. In contrast, Base-SL(624) faces challenges
due to its reliance on additional labeled data.

Table 7 compares the training and testing time of the
proposed SSL, Self-SL, FixMatch and Base-SL methods.
Under the same hardware configuration, the proposed SSL
had a training time shorter than that of Self-SL by approxi-
mately 10min. However, SSL was two and three times slower
than Base-SL(624) and Base-SL(256), respectively. This was
because the proposed SSL requires complex tasks such
as pseudo-labeling, distribution alignment and curriculum
learning for training. However, the proposed SSL had a
testing time of 1s, with was not different from that of the other
methods. Therefore, the proposed SSL can be used for PRPD
fault diagnosis in GISs.

Table 8 presents a performance analysis of the Base-SL
methods with the two data augmentation methods. Compared
with Base-SL with raw data, Base-SL with scale augmented
data showed a 3.6% performance improvement, whereas
Base-SL with crop augmented data showed a 1.8% per-
formance improvement. Therefore, data augmentation is a
simple method that plays a major role in the success of the
proposed SSL method, not only in increasing the size and
diversity of the training set but also making our models more
robust against noise.

V. CONCLUSION
In this study, we proposed a SSL method for fault diagnosis
in GIS. The advantages of the proposed SSL include
the utilization of pseudo-labeling for unlabeled PDs and
integration of curriculum learning to optimize the total loss
function. Experimental validation was conducted to assess
the efficacy of the proposed SSL using on-site noise and
PRPDs with fault types of corona, floating, void, and particle
simulated using artificial cells. The experimental results
showed that the proposed SSL had remarkable classification
performance on limited labeled data and was superior to
existing methods. In future studies, we intend to conduct
PRPD experiments to obtain more measurements for fault
data to verify the proposed method. In addition, the proposed
SSL can be applied to the fault diagnosis of other power
equipment.
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