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ABSTRACT The development of brain tumors is often a result of cellular abnormalities, making it a leading
factor contributing to mortality among both adults and children on a global scale. However, early detection
of tumor can potentially prevent millions of deaths. In this regard, Magnetic Resonance Imaging (MRI)
has become a pivotal tool for early brain tumor detection, It holds a vital significance role in enhancing
tumor visibility that facilitates subsequent treatment planning and intervention. This research focuses on
early stage brain tumor detection, proposing a Computer-Aided Detection (CAD) system that leverages
MRI. Utilizing transfer learning, multiple pre-trained deep convolutional neural networks namely VGG-16,
Inception V3, ResNet-101, and DenseNet- 201 are used to extract deep features from brain MRI images.
Subsequently, the extracted deep features are concatenated and subjected to a genetic algorithm, acting as a
technique for feature selection to determine the most important features. These features undergo evaluation
using various machine learning classifiers. Two open-access brain MRI datasets, Navoneel brain tumor and
Br35H Brain Tumor Detection datasets, are employed to assess model performance. Multiple experiments
were conducted using the two datasets: one without feature concatenation or selection, and the other with
both processes applied. The experimental results demonstrate that combining and selecting deep features
leads to a substantial performance improvement, achieving an accuracy of 99.7% and 99.8% for the first and
the second datasets, respectively, that surpasses the other methods.

INDEX TERMS Brain tumor, MRI, CNN, deep learning, transfer learning, genetic.

I. INTRODUCTION
Brain tumors have been widely recognized as a major
contributing factor to the significant rise in mortality rates,
particularly among children, adults, and the elderly. The
human brain consisting of billions of cells, is a remarkably
intricate organ and a crucial element of the central nervous
system. It serves as the control center for coordinating
bodily movements, receiving sensory input, and making
informed decisions. Subsequently, it sends out the necessary
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instructions to enable the body to respond accordingly.
Consequently, Any kind of brain abnormality has the
potential to be an extremely serious risk to people’s health.
Among these abnormalities, brain tumors rank among the
most gravest and potentially fatal types of cancer [1]. When a
brain tumor expands, It may exert strain on the brain’s healthy
tissue and disrupt its normal functions. This can cause a
variety of problems for the person with the tumor, as the brain
controls all of the body’s actions and processes. Changes in
behavior, movement, heart rate, blood pressure, temperature
of the body, and balance of fluids are a few examples of these
issues [2]. Benign and malignant are the two basic categories
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FIGURE 1. Normal and abnormal MRI example.

of brain tumors. Benign tumors consist of cancer cells but
are considered less damaging because they don’t propagate to
neighboring cells. On the contrary, Malignant tumors consist
of malignant cells that pose a greater risk as they tend to
invade nearby tissues and cells. Brain tumors are commonly
categorized into different grades ranging from one to four
based on their behavior. Grade one tumors, which are less
hazardous, are generally associatedwith longer survival rates.
When examined under a microscope, these tumors exhibit an
almost normal texture and they tend to grow steadily. Surgery
is often considered a viable treatment option for tumors of this
grade. When observed under a microscope, grade two tumors
display slow growth and show abnormal characteristics.
Some of these tumors may recur and spread to nearby tissues,
occasionally progressing to higher-grade tumors [3]. While
grade three tumors are considered malignant, there is often
not a significant distinction between tumors of grades two
and three. Grade three tumors typically tend to recur as
grade four tumors. Grade four tumors are recognized as
the most aggressive form of malignancy. They exhibit rapid
growth, display abnormal characteristics under microscopic
examination, and effectively infiltrate neighboring brain
tissues, triggering the formation of new cancerous cells.
Within these tumor cells, areas of dead cells can be observed
at the core [4]. Figure 1, illustrates a normal and abnormal
MRI images.

Various medical imaging technologies are capable of
being used for identifying brain tumors, including computed
tomography (CT), positron emission tomography (PET), and
magnetic resonance imaging (MRI), which are utilized to
visualize and assess internal bodily conditions. Among all
of these methods of imaging, MRI is widely considered
the most favorable option. It is the only method that is
both non-ionizing and non-invasive. that provides useful and
high-contrast details about brain tumors [5]. Nevertheless, the
manual or visual inspection of these images is a laborious
process and takes a considerable amount of time, further
complicated by the high influx of patients [6]. This visual
review is also prone to human errors, to tackle this problem,
there is a need for developing of an automated computer
aided detection (CAD) system. Such a system would serve

to alleviate the workload associated with the detection of the
existence of brain tumors in MRI scans while functioning as
a useful tool to assist radiologists and doctors in their tasks.

Considerable efforts have devoted to create and develop
a precise and trustworthy solution for the automatic brain
tumors detection. However, the presence of substantial
variations in shape, texture, and contrast of tumor, continues
to pose a difficult challenge in addressing this problem
effectively. Conventional machine learning (ML) techniques
depend on manually crafted or traditional features, which
impose limitations on the the strength and durability of
the solution. In contrast, techniques utilizing deep learn-
ing autonomously derive significant features, resulting in
markedly enhanced performance compared to traditional
methods. On the other hand, this techniques necessitate a
significant quantity of labeled data for effective training, and
obtaining a sufficient quantity of such data poses a significant
challenge.

To tackle these challenges, our study introduces a hybrid
solution that combines the strengths of different techniques.
We utilize pre-trained deep Convolutional Neural Networks
(CNNs) as feature extraction models to obtain potent and
distinctive deep features from brain MRI scans. These
extracted features are then employed with various machine
learning classifiers to effectively differentiate between MRI
images as normal and abnormal images. Furthermore, this
study introduces the suggestion of utilizing concatenated
deep features extracted from four distinct pre-trained CNN
models. By combining the deep features extracted using
multiple CNN models through concatenation, we create
a more powerful feature representation. This is because
different CNN architectures capture various information
and integrating their features enhances the discriminative
ability of the representation. To enhance the feature selection
process and identify the most impactful features, a genetic
algorithm is employed. The concatenated selected deep
features are subsequently inputted into the machine learning
classifiers to make predictions and determine the final
output.

The primary contributions of this research include:
• Designing and introducing an automated hybrid method
for brain tumor detection using different pre-trained
CNN models to extract deep features from brain MRI
images and employing machine learning classifiers to
effectively detect brain tumor in MRI images.

• Utilizing a concatenated deep feature vector composed
of combinations of the deep features which extracted
from the distinct pre-trained CNN models.

• Applying the genetic algorithm as a feature selection
technique to identify and utilize the most powerful and
important features.

The paper is structured as follows: Section II gives an
overview of the previously related work, the presentation of
the proposed method is followed in Section III, Section IV
presents the experimental results obtained from the conducted
research, and lastly, Section V concludes the paper.
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II. RELATED WORK
Early detection of brain tumors holds tremendous signifi-
cance, leading to the development of various methods by
researchers. Several research papers have been published in
this field, and some of them will be discussed here. Various
methods have been suggested for the automatic classification
of brain MRI images, utilizing both traditional machine and
deep learning approaches. In the traditional machine learning
methods, Feature extraction process is a fundamental step
because the classification accuracy is heavily reliant on the
quality and relevance of the extracted features.

Shree and Kumar [7] conducted a study where they divided
the MRIs of the brain into two classes: one representing
normal and the other denoting abnormal. They employed
the Gray Level Co-occurrence Matrix (GLCM) for the
extraction of features and utilized a probabilistic neural
network (PNN) to accurately categorize the MRI images of
the brain as either normal or abnormal MRIs, reaching a 95%
accuracy rate. Ullah et al. [8] applied the discrete wavelet
transformation (DWT) to extract the approximation and
detail coefficients through three-level decomposition. They
proceeded to decrease the coefficients using color moments
(CM) and utilized an artificial feed-forward neural network
to Precisely distinguishing between regular and irregular
brain MRIs, they achieved an accuracy of 95.8%. Rajan and
Sundar [9] introduced an energy-efficient hybrid approach for
the automated segmentation and identification and of tumors.
Their suggested approach consisted of seven separate stages,
reaching a 98% accuracy rate. However, a significant flaw in
their approach is the lengthy computational duration, which
can be attributed to the utilization of multiple techniques.

A model proposed by Arunachalam and Savarimuthu [10]
aimed to differentiate between brain MRI images to catego-
rize them into normal and abnormal categories. Their model
consisted of several steps, initially, they enhanced the brain
MRI image. Then, they utilized Gabor filters, GLCM, and
DWT for feature extraction. Finally, the features that were
extracted were inputted into a feed-forward backpropagation
neural network, resulting in a high level of accuracy in
classifying brain tumors. Gupta et al. [11] combined the
texture features extracted from three different techniques,
the GLCM, Local Binary Patterns (LBP), and Gray-Level
Run Length (GIRL) methods. They applied diverse machine
learning classification algorithms to differentiate and cate-
gorize MRI images into normal or abnormal categories. The
model they suggested demonstrated an average classification
accuracy of 97.37%. Minz and Mahobiya [12] proposed
a model that integrates image-processing techniques and
machine learning algorithms for the purpose of detecting
tumors. They utilized the GLCM method for the extraction
of the relevant image features. Their classification task was
carried out employing the AdaBoost algorithm. The results
of their approach demonstrated an accuracy of 89.90% in
classifying brain tumors. Minz and Mahobiya [13] used
GLCM and by utilizing feed-forward neural networks, the

authors successfully characterized tissue and achieved a
remarkable tumor diagnosis accuracy of 97.50%.

Arasi and Suganthi [14] introduced a method for effec-
tively distinguishing MRI scans depicting benign and
malignant brain tumors. Their suggested approach achieved
an impressive accuracy level of 97.69%. The method
consisted of several stages, including Segmentation of tumors
employing a fuzzy clustering algorithm, extracting features
utilizing GLCM, and implementing classification through the
Boosting Support Vector Machine. Soltaninejad et al. [15]
employed a diverse set of textural features and utilized the
superpixel approach to differentiate between images with
tumors and those without tumors. Their method yielded
an accuracy rate of 98.28%. Nabizadeh and Kubat [16]
Employed the Complex Wavelet Transform (CWT) in
conjunction with statistical features and the Skippy greedy
snake technique to categorize brain tumors. They assessed
the effectiveness of their approach using a dataset consisting
of simulated images and 96.80% accuracy was reported in
tumor detection. Wageh et al. [17] Utilized machine learning
approaches to boost the accuracy of classification. GLCM
and LBP are employed for feature extraction, and feature
selection is carried out through the utilization of Principal
Component Analysis (PCA) and Information Gain (IG)
algorithms. Various machine learning classifiers are utilized
to classifyMRI images that depict the presence of tumors and
those that do not. The results demonstrate a high accuracy of
98% when combining the GLCM and LBP features.

Over the past decade, Deep learning techniques have
become notably prominent in the realm of classifying brain
MRIs. Unlike traditional approaches, deep learning methods
eliminate the need for manually crafted features by incorpo-
rating both the feature extraction step and the classification
process into the self-learning procedure. To apply the deep
learning approach, it is necessary to have a large dataset, and
in certain instances, preprocessing tasks may be necessary.
Following that, the essential features are autonomously
identified within the deep learning model [18].

Deepak and Ameer [19] employed a pre-trained
GoogLeNet model to obtain features from the brain MRI
scans. They employed a deep Convolutional Neural Network
to categorize distinct types of brain tumors. Remarkably,
The method they employed resulted in a 98% accuracy
rate. Cinar and Yildirim [20] utilized various CNN models,
including including ResNet-50, GoogLeNet, Inception V3,
DenseNet-201, and AlexNet, for the classification of brain
MRI images. They obtained promising accuracy outcomes
by employing these models. Specifically, They altered the
pre-trained ResNet-50 CNN architecture by eliminating
the final five layers and incorporating new eight layers
into the modified model, They attained an accuracy rate
of 97.2% in their classification task. Khawaldeh et al.
[21] introduced a CNN model for dividing brain MRIs
into two categories normal and abnormal, Additionally,
differentiating between high and low glioma tumor grades
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is also addressed. They introduced alterations to the initial
AlexNet model and utilized it as the framework for their
network, their method produced a 91% accuracy rate.
Saxena et al. [22] employed transfer learning techniques to
categorize brain tumor data using the VGG-16, ResNet-50,
and Inception V3 models. With an a 95% accuracy rate,
the ResNet-50 model outperformed the other models.
Swati et al. [23] utilized three distinct CNN architectures
for the brain tumor classification. The VGG19, VGG16,
and AlexNet architectures demonstrated accuracy rates of
94.82%, 94.65%, and 89.95%, respectively.

Diaz-pernas et al. [24] introduced a CNN architecture
with multiple pathways designed to automatically segment
brain tumors, Meningioma, glioma, and pituitary tumors are
included. Their suggested approach was Underwent assess-
ment using a publicly accessible dataset of T1-weighted
contrast-enhanced MRI scans, achieving a 97.3% accuracy
rate. Noreen et al. [25] utilized various CNN architectures
to extract features. which were then categorized using
machine learning algorithms, Inception V3model yielded the
highest accuracy rate of 94.3%. Kang et al. [26] presented
a technique for classifying MRI images of the brain that
makes use of deep features ensemble. The process involves
three primary phases. Initially, the input images go through
pre-processing. The processed images are then inputted into
various pre-trained CNN models for feature extraction. The
extracted features are later utilized as input for diverse
machine learning classifiers, Furthermore, their research
identifies three pre-trained models that demonstrate the
most favorable outcomes. These best-performing pre-trained
models’ extracted features are merged into a single sequence.
Ultimately, the machine learning classifiers are trained
using the combined features. According to the findings,
ResNeXt-50, Inception-v3, and DenseNet-169 generated the
best features for the classification process.

Özbay and Özbay [27] suggested a hybrid CNN approach,
incorporating the mRMR (minimum-redundancy maximum-
relevance) method, machine learning methods were utilized
to classify brain MRI scans. Different deep learning archi-
tectures were used as feature extractors. The best-performing
designs for feature extraction were found to be DenseNet201,
EfficientNet-B0, and DarkNet53. The features extracted are
combined and refined through the mRMR technique, with
the utilization of SVM, KNN, and Ensemble algorithms
as classification methods. The classification results demon-
strate an accuracy rate of 99.6% when using the SVM.
Mahmoud et al. [28] utilized CNN models to detect brain
tumor in MRI images. The optimization of the models
was achieved through the utilization of Aquila Optimizer
(AGO), streamlining the creation and adjustment of the initial
population tailored to the chosen dataset, In particular, the
brain tumor dataset was trained and validated using the
VGG-16, VGG-19, and Inception-V3 convolutional neural
network (CNN) architectures, in combination with the AQO
optimizer. Notably, The VGG-19 model attained the highest

level of accuracy, boasting an impressive accuracy rate of
98.95%.

Anantharajan et al. [29] introduced a novel method for
detecting brain tumors in MRI images using deep learning
and machine learning. The MRI images are preprocessed
with an Adaptive Contrast Enhancement Algorithm and a
median filter, then segmented using fuzzy c-means. Features
like energy, mean, entropy, and contrast are extracted via
the Gray-Level Co-Occurrence Matrix. An Ensemble Deep
Neural Support Vector Machine classifier is used to identify
abnormal tissues, achieving an accuracy of 97.93%. Rahman
and Islam [30] introduced a novel parallel deep convolutional
neural network (PDCNN) topology to extract global and
local features while addressing over-fitting with dropout
regularization and batch normalization. Images are resized
and converted to grayscale, followed by data augmentation
to increase the dataset size. The model combines two simul-
taneous deep convolutional neural networks with different
window sizes to capture both local and global information.
Tested on three types of MRI datasets, the method achieved
accuracies of 97.33%, 97.60%, and 98.12%. Khaliki and
Başarslan [31] objective was to classify brain tumors,
specifically glioma, meningioma, and pituitary tumors, from
brain MR images. They utilized CNN and CNN-based
models like Inception-V3, EfficientNetB4, VGG19, along
with transfer learning methods for classification. The VGG16
model achieved the highest accuracy at 98%.

In summary, it demonstrated that significantly higher accu-
racies are obtained when utilizing deep learning techniques
compared to traditional machine learning methods. However,
It is significant to keep in mind that in order for deep
learning models to perform better than conventional machine
learning methods, they usually need an extensive amount of
training data. For further clarification, Table 1 provides a
comprehensive comparison delineating the Pros and Cons of
the previous related work. To overcome this limitation, the
proposed work aims to introduce an approach that integrates
both deep learning models and machine learning algorithms.
The approach utilizes a concatenated deep feature vector
composed of combinations of the deep features extracted
from the distinct CNN models to have the advantage of
the integration of diverse visual information captured by
the different models, it also employs a genetic algorithm to
optimize features and select the most powerful and important
features due to its capacity to cope with and handle a wide
range of features, thereby optimizing the performance of the
hybrid model.

III. PROPOSED METHOD
The suggested method’s primary goal is the detection of
brain tumors in MRI scans. This work introduces a brain
tumor detection method that utilizes normal and abnormal
MRI brain images. An extensive explanation of the general
architecture of our proposed method is given in this section.
The visual representation of the proposed method for
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TABLE 1. Comparison of the Related work Pros and Cons.

detecting brain tumors is represented in Figure 2, illustrating
the architecture utilized in our method. First, the input
MRI images undergo pre-processing, which involves several
operations such as cropping, resizing, augmentation, and

filtering. These steps are performed before feeding the images
into the models. Next, the Pre-processed images are utilized
as the input for the pre-trained CNN models, where these
models operate as tools for extracting features. These models
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FIGURE 2. Proposed Method Block Diagram.

are employed for the purpose of extracting features. In the
subsequent step, the obtained features from the different

pre-trained CNN models are combined or concatenated
together. Following that, a genetic algorithm is employed on
the combined features as a method for selecting features.
The selected features are then utilized as input for the
machine learning classifiers to carry out the classification
process.

A. DATASET
Brain MRI images contain essential information for dis-
tinguishing different brain tissues, making brain tumor
detection a prominent research field for both medical and
image-processing professionals. MRI scans offer several
advantages such as being non-invasive, radiation-free, multi-
directional, and providing multi-dimensional identification.
These advantages make MRI superior to other alternative
medical imaging methods such as CT scans and X-rays in the
medical field, ensuring patient safety and accurate diagnostic
capabilities [32].

The proposed method was applied to two distinct brain
MRI datasets with the aim of detecting brain tumors. The
first dataset is the Navoneel brain tumor dataset, referred to as
Dataset I for simplicity, which was obtained from the Kaggle
website [33]. It consists of 253 brain MRI images, out of
which 155 exhibit tumors and the remaining 98 are tumor-
free. The second one is Br35H Brain Tumor Detection, also
referred to as Dataset II for simplicity [34], was also acquired
from Kaggle. It includes 3000 images, half of which exhibit
tumors, while the remaining 1500 images are tumor-free.

B. PREPROCESSING
Image preprocessing is essential for preparing images before
they are fed into algorithms or models for any task.
It helps to remove noise, standardize image characteristics,
and enhance important features. By applying preprocessing
techniques, the images become more suitable for the desired
tasks. It allows for better accuracy, improved performance,
and more reliable results, Therefore, image preprocessing
serves as a critical step in optimizing the interpretation and
usability of images for various purposes. In this research,
the improvement of brain MRI image quality was pursued
through a data preprocessing procedure comprising four
fundamental steps, represented as follows:

• Cropping
In the used datasets of brain MRI images, a majority
of these images exhibit undesirable areas and spaces,
which adversely impact the classification performance.
Therefore, it becomes imperative to crop the images,
eliminating unwanted regions and retaining only the rel-
evant information for improved classification accuracy,
Hence, the utilization of cropping on the MRI datasets
was an essential step.

• Resizing
Considering the varying dimensions and sizes of the
MRI images within the used dataset, it is recommended
to adjust their dimensions to a consistent width and
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height for optimal outcomes. In this study, we performed
resizing of theMRI images to either 224× 224 or 299×

299 pixels. This choice is consistent with the specified
image dimensions needed for pre-trained CNN models,
which typically expect images of size 224 × 224 pixels,
with the exception of Inception V3, which necessitates
input images of size 299 × 299 pixels. By resizing
the images to these standardized dimensions, we ensure
compatibility with the pre-trained models and facilitate
consistent and reliable processing [26].

• Augmentation
Considering the relatively small size of the used MRI
dataset, Image augmentation techniques are employed.
Image augmentation involves generating an augmented
dataset by applying various modifications to the original
images. This process involves generating numerous
duplicates of the initial image with alterations in orienta-
tions, scales, locations, brightness, and other attributes.
Research suggests that the augmentation of the existing
data, instead of gathering new additional data, can
enhance the classification accuracy of the model [26].
By leveraging image augmentation, we aimed to
expand the variability and diversity of our dataset,
thereby enhancing the generality and resilience of the
model.
In our image augmentation process, several augmen-
tation techniques are utilized including Horizontal
flipping, Vertical flipping, Rotation, Horizontal shifting,
and Vertical shifting. These techniques involve manip-
ulating the images in various ways. Flipping an image
horizontally involves reflecting it around a horizontal
axis, whereas vertical flipping entails reflecting it around
a vertical axis. Rotation rotates the image by an angle
within the range of -20 to 20 degrees. Additionally,
Horizontal and Vertical shifting moves the image
horizontally and vertically within the range of -20 to
20 pixels. By applying these augmentation strategies,
we aimed to introduce additional variations and diversify
the dataset.

• Filtering
To preserve the quality of input brain MRI dataset
images while reducing noise, we employed the median
filter. The median filter is a nonlinear filter that
operates by finding the median value among the pixels
within the filter mask. Every pixel is individually
processed and substituted with the median brightness
value of its local neighborhood. This approach effec-
tively minimizes noise without causing blurring of
edges or loss of picture details. The strength of the
median filter lies in its resistance to outliers, as the
median value is robust and not influenced by extreme
values. This property ensures that the filtered pixels
retain their realistic appearance. Moreover, the median
filter preserves fine high-frequency details, making
it a valuable tool for noise reduction in brain MRI
images [35].

C. EXTRACTION OF DEEP FEATURES USING PRE-TRAINED
CNN MODELS
CNNs, classified as deep neural networks, leverage convolu-
tional layers to filter input data to extract relevant informa-
tion. The CNN’s convolutional layers utilize convolutional
filters that process the input, generating the output of neurons
linked to localized regions within the input. This mechanism
enables CNNs to extract temporal and spatial features from
images. Moreover, the convolutional layers utilize a method
of weight-sharing, effectively decreasing the total number of
parameters involved [36], [37].

CNNs consist of three primary components, first, a convo-
lutional layer that focuses on extracting temporal and spatial
characteristics, second, a subsampling layer (also known
as max-pooling) that aims to reduce the size of the input
image’s dimensions, and third, a fully connected (FC) layer is
tasked with categorizing the input image into distinct classes.
Figure 3 illustrates the the CNN architecture.

1) TRANSFER LEARNING
Typically, CNNs demonstrate superior performance when
applied to larger datasets compared to smaller ones. However,
in scenarios where generating a sizable dataset for training
is impractical, transfer learning can be employed. Transfer
learning entails using a pre-trained model, which has been
trained on extensive benchmark datasets like ImageNet, as a
a tool for extracting features in other tasks involving a
comparatively smaller dataset, like an MRI dataset [38].
By Utilizing transfer learning substantially diminishes the
time and effort required for training deep learning models
from scratch. Additionally, the necessity for a large dataset
for training the model is mitigated [39]. Figure 4 shows the
idea of the Transfer Learning.

2) EXTRACTION OF DEEP FEATURES
In this research, CNN-based models are used to serve
as feature extractors, this approach allowed us to capture
significant features from the data without requiring human
supervision. Additionally, due to the relatively not large
MRI dataset and the the challenges associated with training
and optimizing deep CNN models from scratch, a transfer
learning-based approach is adopted. This involved utilizing
pre-trained CNN models on an extensive ImageNet dataset
for the extraction of deep features from our brain MRI
images. This approach facilitates efficient and effective
feature extraction, even with a smaller dataset, enhancing the
overall performance and capabilities of our model.

For our study, pre-trained CNN models are employed,
namely VGG-16, Inception V3, ResNet-101, and DenseNet-
201. These models are utilized as deep feature extractors.
The extracted deep features using these models are then
concatenated and inputted into machine learning classifiers.

• VGG-16
Also referred to as the Visual Geometry Group 16,
it is a CNN architecture that has shown remarkable
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FIGURE 3. CNN Architecture.

FIGURE 4. Transfer Learning Idea.

results in various tasks of computer vision. It was
introduced by Simonyan and Zisserman [40]. The
VGG-16 architecture is characterized by its deep
structure, consisting of a total of sixteen layers,
comprising both convolutional and fully connected
layers. It features small 3 × 3 convolutional filters
across the entire network, enabling a deeper network
while maintaining a manageable number of parameters.
VGG-16 is widely known for its depth and effectiveness
in image recognition tasks. The influence it has on
the realm of computer vision, particularly in transfer
learning, has made it a valuable tool for researchers
and practitioners. VGG-16 exhibits strong capabilities in
image recognition tasks, particularlyWithin the realm of
diagnostic medical imaging, including MRI images and
X-ray. Its ability to categorize and classify images has
shown excellent performance in various applications,
making it a valuable asset in image detection tasks [28].

• Inception V3
It is a deep CNN architecture designed for tasks related
to the classification of images. It was introduced by

Szegedy et al. [41]. Inception-v3 has gained significant
popularity in the realm of image recognition. This
architecture has successfully reduced computational
complexity while maintaining a high level of fea-
ture expressiveness, enabling efficient extraction of
visual features across multiple scales. The effective-
ness of Inception-v3 in image recognition has been
demonstrated through various analyses. Compared to
Inception-v1 and Inception-v2, The enhanced architec-
ture of Inception-v3, coupled with its design of a deeper
network and a larger input size of 299, facilitates quicker
computations and improved performance [28].

• ResNet-101
It is a deep CNN architecture that has showed remark-
able performance in tasks related to recognizing images.
It was introduced by He et al. [42]. ResNet-101 is
composed of a sequence of convolutional layers with
residual blocks. The residual blocks comprise several
convolutional layers along with shortcut connections
that skip one or more layers. The skip connections
enable the gradient flow to bypass directly to the deeper
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layers, facilitating the training of deep networks without
suffering from degradation issues [42]. The success of
ResNet-101 has extended beyond image recognition
tasks. Its deep architecture and skip connections make
it suitable for transfer learning, where pre-trained
ResNet-101 models that have been trained on extensive
datasets can be employed as feature extractors for
various computer vision tasks.

TABLE 2. Parameters for the pre-trained CNN models.

• DenseNet-201
It is a deep CNN architecture that has acquired con-
siderable interest within the realm of computer vision.
It was introduced by Huang et al. [43]. The architecture
of DenseNet-201 consists of multiple densely connected
blocks, each containing multiple convolutional layers.
Within each block, each layer’s output is combined
with the feature maps from all the layers that came
before it, which leads to dense feature maps being fed
as input to subsequent layers. This dense connectivity
pattern enables the network to extract highly discrimi-
native features and encourages feature reuse, leading to
improved model performance [43]. It has demonstrated
effective results across various tasks of computer vision,
Positioning itself as a cutting-edge solution within this
domain.

In this study, several key parameters are specified to
customize the pre-trained CNN models for our specific task.
Table 2 provides a detailed description of these parameters,
including the use of pre-trained weights, the inclusion or
exclusion of the top layers, and the type of pooling applied.

Following the employing of these four pre-trained models
to extract features, the obtained features are then concate-
nated and proceed through the subsequent phases.

D. FEATURES CONCATENATION
Concatenation involves combining the extracted features
from each model into a one-feature vector, which acts as the
input data for subsequent stages in the process. Concatenating
the extracted features from different pre-trained models can
bring several advantages to the overall system. It allows
for the integration of diverse visual information captured by
each model. Each model may have specialized in capturing
different types of features or patterns, and by concatenating
their outputs, a more comprehensive representation can be
obtained. Once the features are extracted using the pre-trained
models, the concatenation process takes place as an important
step in the pipeline.

In our research, deep feature concatenation is carried out
at various levels. Firstly, the extracted features from the first
two models (VGG-16 and Inception V3) are concatenated.
Subsequently, the extracted features from the first three
models (VGG-16, Inception V3, and ResNet-101) are
concatenated. Lastly, the concatenation included all the deep
features extracted from the four models (VGG-16, Inception
V3, ResNet-101, and DenseNet-201). Subsequently, the
concatenated features are utilized as input for the next step,
where the genetic algorithm is employed for feature selection.

E. FEATURE SELECTION USING GENETIC ALGORITHM
The process of feature selection is a critical step with its
primary goal being the identification and selection of a
subset of important features from the original set of features.
This process helps to improve model performance, reduce
computational complexity, enhance interpretability, diminish
the count of interrelated, irrelevant, or distracting variables.

In this research, a genetic algorithm is employed for
the selection of the most relevant features depending on
its evolutionary process, capable of handling a substantial
number of features and producing features that embody the
most effective solution for a specific dataset. As a result,
this approach is anticipated to deliver superior outcomes.
As a population based search algorithm, the genetic algorithm
simulates the natural evolutionary process. It consists of a
set of chromosomes, where each chromosome serving as
a possible resolution to the problem being addressed. The
population of the genetic algorithm begins with a random
initialization. Through iterations, the population is updated
using operators like elitism, crossover, and mutation. These
operators assist in recognizing, prioritizing, and reorganizing
beneficial building blocks found in the parent chromosomes.
The ultimate goal is to obtain improved chromosomes with
enhanced characteristics [44]. The Fitness score evaluation
for each individual in the population is calculated as shown
in Equation 1.

Fitness scorei =
1
n

n∑
j=1

(
m∑
k=1

log(xkj + 10−8) · xkj

)
(1)

where:
• n is the number of samples in the dataset X .
• m is the number of selected features (non-zero elements
in the feature mask).

• xkj is the value of the j-th selected feature for the k-th
sample in X .

• log(xkj+10−8) is the natural logarithm of xkj with a small
constant 10−8 added to prevent taking the log of zero.

The process of genetic feature selection is utilized for
the purpose of selecting features from the concatenated
deep features. The goal is to identify the most informative
subset of features among the concatenated deep features.
This approach aims to enhance the overall performance
and effectiveness of the selected features. Subsequently, the
selected features are utilized as input in the subsequent step
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TABLE 3. Number of features before and after selection.

for machine learning classifiers. Table 3 presents information
regarding the dimensions of extracted and concatenated
features both before and after undergoing the selection
process that effectively demonstrates substantial feature
reduction.

F. CLASSIFICATION
In the classification (detection) process, the selected subset
of the concatenated deep features serves as input for
various machine learning classifiers. This study employs four
different classifiers, namely Support Vector Machine (SVM),
Random Forest (RF), Decision Tree (DT), and Extreme
Gradient Boosting (XGB), to perform the classification task.

• Support Vector Machine (SVM)
SVM is a commonly employed machine learning classi-
fier renowned for its excellent performance in various
classification tasks, The SVM’s goal is to identify an
ideal hyperplane that effectively maximizes the distance
between data points belonging to distinct classes. SVM
represents a predictive analysis algorithm characterized
by the utilization of kernels, which constitute a class
of algorithms designed for the analysis of patterns. The
significance of kernels in SVM lies in their pivotal role
in transforming input data into a suitable format, thereby
enhancing the effectiveness of analysis [45].

• Random Forest (RF)
RF is an ensemble classifier integrates multiple decision
trees to formulate predictions. It employs the method of
majority voting to obtain the final result. By utilizing
different subsets of the same training dataset across
multiple trees, Random Forest reduces overfitting,
minimizes variance, and enhances performance. This
averaging ofmultiple decision trees helps to balance bias
and improve overall predictive accuracy [46].

• Decision Tree (DT)
DT operates similarly to conditional control statements,
conducting decision analysis and research operations.
However, in the Decision tree classifier, as trees grow
deeper, overfitting becomes a concern. The structure of
a Decision Tree resembles a tree, where nodes represent
attributes or features that lead to specific outcomes. Each
leaf node contains information about the corresponding
class label [46].

TABLE 4. Hyperparameters Used by The Various Classifiers.

• Extreme Gradient Boosting (XGB)
XGB is an ensemble model that integrates both clas-
sification and regression tree sets. By combining the
power of classification and regression trees, this unique
combination allows XGB to function as an ensemble
model for classification and regression tasks, leveraging
the strengths of both classification and regression trees.
It is utilized in the context of supervised learning
allowing for improved performance [47].

The selected concatenated MRI brain images were
employed to train these classifiers to carry out the clas-
sification task, with the main objective being to achieve
optimal efficiency. Table 4 provides a summary of the
optimal hyperparameter configurations that are utilized
by the multiple machine learning classifiers used in our
work for training and evaluating models. This facilitates a
straightforward comparison of how varying hyperparameter
selections influence the performance and reliability of the
classifiers.

IV. EXPERIMENTAL RESULTS
A. EVALUATION METRICS
To assess the efficiency of the suggested method, different
evaluation metrics are utilized. These measures include
accuracy, precision, recall, and F1 score, which collectively
provide a comprehensive evaluation of the method’s effec-
tiveness. The determination of these evaluation measures
relies on the information provided by the confusion matrix,
which contains the results of predictions, including true
negatives (TN), false negatives (FN), true positives (TP), and
false positives (FP) [48]. Themathematical representations of
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TABLE 5. Dataset I Results of the four models’ features without features concatenation or selection.

TABLE 6. Dataset II Results of the four models’ features without features concatenation or selection.

the utilized metrics are as follows:

Accuracy (ACC) =
TP+ TN

TP+ TN + FP+ FN
(2)

Precision (P) =
TP

TP+ FP
(3)

Recall (R) =
TP

TP+ FN
(4)

F1 score (F1) = 2 ×
P× R
P+ R

(5)

B. EXPERIMENTAL SETUP
In our experimental setup, we employ four pre-trained deep
CNN models, namely VGG-16, Inception V3, ResNext-101,
and DenseNet-201, as feature extractors, which were
pre-trained on the ImageNet dataset. Additionally, four
different machine learning classifiers are utilized: SVM, RF,

DT, and XGB. To prepare the input images, we apply pre-
processing techniques and then extracting deep features.
These features are then concatenated, and a genetic selection
process is performed. All the experiments were carried out
using a personal computer that was outfitted with an NVIDIA
GeForce GTX 1070 graphics processing unit (GPU).

C. RESULTS
The practical outcomes were derived from two distinct
datasets (Dataset I and Dataset II) with the aim of detecting
brain tumors. Once the preprocessing of the two MRI image
datasets is completed, the preprocessed images serve as
inputs to the pre-trained CNN models for the extraction
of deep features. Multiple experiments are then conducted.
In the first experiment, we utilized the extracted deep features
from various pre-trained CNN networks, along with multiple
Machine learning classifiers, without applying any feature
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TABLE 7. Dataset I Results of the four models’ features after features concatenation and selection.

concatenation or selection. The aim of this initial experiment
is to provide an initial assessment of the performance of the
extracted deep features using the pre-trained models. The
outcomes of the initial experiment conducted onDataset I and
Dataset II are presented in Table 5 and Table 6. As indicated
in Table 5 with the use of Dataset I, it can be observed
that both the SVM and XGB classifiers demonstrated high
performance, achieving an accuracy of 0.9259. This accuracy
was attained by utilizing the deep features extracted from the
ResNet-101 model. Similarly, based on our observation from
Table 6 with the use of Dataset II, it is evident that the XGB
classifier achieved high performance, attaining an accuracy of
0.9687. This accuracy was obtained by utilizing the extracted
deep features using the VGG-16 model.

Based on the initial findings of the first experiment,
we suggested that, by concatenating the deep features
extracted from multiple CNN models, it can integrate
diverse information captured by each model. Furthermore,
employing a genetic selection algorithm to identify the
most informative features subset from the concatenated
deep features can lead to a substantial enhancement in
performance.

In the second experiment, we utilized genetic feature
selection algorithms for the extracted deep features using
each of the four distinct CNNmodels individually. Moreover,
we employed a concatenation process to merge the deep

features obtained from these diverse CNNmodels, employing
multiple levels of concatenation. Initially, we concatenated
the extracted deep features from the first two models, namely
VGG-16 and Inception V3. Subsequently, we proceeded
to concatenate the features from the first three models,
encompassing VGG-16, Inception V3, and ResNet-101.
Finally, we performed a comprehensive concatenation that
incorporated all the deep features extracted from the
four models: VGG-16, Inception V3, ResNet-101, and
DenseNet-201. Following the concatenation process, the
genetic feature selection algorithm is applied to each level of
concatenated features, meticulously evaluating and selecting
the most relevant features. These selected features are then
inputted into the different machine learning classifiers. The
outcomes of the second experiment conducted on Dataset I
and Dataset II are presented in Table 7 and Table 8.
Based on the findings presented in Table 7 using Dataset I,

notable improvements are observed in the performance
of each model after applying genetic selection to the
extracted features from each CNN model. Also, it is
evident that the SVM and DT classifiers exhibit the highest
performance, Reaching an astounding accuracy of 0.9974.
This exceptional accuracy was attained by leveraging the
selected concatenated deep features extracted from the
VGG-16, Inception V3, and ResNet-101 models. Similarly,
the DT classifier achieved the same accuracy by utilizing the
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TABLE 8. Dataset II Results of the four models’ features after features concatenation and selection.

TABLE 9. Dataset I time analysis.

selected concatenated deep features extracted from all four
models.

Additionally, as presented in Table 8 when utilizing
Dataset II, it is clear that there is a substantial enhancement

TABLE 10. Dataset II time analysis.

in the performance of each model after applying genetic
selection to the extracted features from each individual CNN
model. Notably, it is evident that the DT classifier achieves
the highest performance, attaining an impressive accuracy
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TABLE 11. Comparison with similar related works.

of 0.9987. This exceptional accuracy is accomplished by
utilizing the selected concatenated deep features extracted
from the VGG-16, Inception V3, and ResNet-101 models.
Furthermore, the impressive performance highlights the
robustness of the features extracted from various pre-trained
CNN models under different conditions, confirming the
reliability and quality of the features in our proposed method.

In addition, in both the initial and subsequent experi-
ments, the accuracy of both datasets was evaluated without
implementing any filtering techniques on the MRI images.
This step was crucial to assess the impact of the filtering
process on model performance. Consequently, Tables 5,
6, 7, and 8 present the accuracy results obtained without
filtering. The observed results indicate an improvement
in the accuracy after applying the filtering processes to
the MRI images. This underscores the significant role of
filtering in enhancing model performance, demonstrating its
effectiveness in improving the overall accuracy and reliability
of the outcomes.

Based on our findings, it is observed that optimal perfor-
mance is achieved through the concatenated features of the
first three models (VGG-16, Inception V3, and ResNet-101)
rather than incorporating all four models (VGG-16, Inception

V3, ResNet-101, and DenseNet-201). This suggests that
superior performance is attained by leveraging a smaller
subset of features that means speeding up processing times
and reducing resources and storage consumption.

For a more comprehensive analysis, Table 9 and Table 10
provide the time analysis for Dataset I and Dataset II,
respectively, across various stages: preprocessing, feature
extraction, feature concatenation, feature selection, and clas-
sification. It is observed that the processing times for Dataset I
are shorter than those for Dataset II, particularly in the feature
extraction and selection stages. This is primarily attributed
to the significantly larger size of Dataset II, especially After
the augmentation process. The time required for feature
extraction and selection is considerably higher in Dataset II
due to the increased computational complexity associated
with handling a larger volume of data. Additionally, the
variation in processing times can also be influenced by
the specific models utilized. Models with more complex
architectures tend to require more time for both feature
extraction and selection. This detailed time analysis under-
scores the importance of considering dataset size and model
complexity when evaluating the efficiency and scalability of
different workflows. Also, employing parallel processing and
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distributed computing methods could significantly decrease
the time required for extensive datasets.

In comparison to previous related works, our research
represents significant performance in the domain of brain
tumor detection. Table 11 presents a comparison of our
results with previous related works by Saxena et al. [22],
Kang et al. [26], Ozbay and Ozbay [27], Mahmoud et al.
and [28] that utilized the same datasets. The observations
from Table 11 reveal that our proposed method exhibited
superior performance with higher accuracy compared to the
other related works achieving accuracy that reached 99.74%
usingDataset I and 99.87%usingDataset II. Furthermore, our
proposed method also surpasses the other methods across the
other metrics. Additionally, our suggested method attempted
to address some of the current drawbacks, including com-
paratively limited size datasets, heterogeneity and feature
scattering, and redundant and irrelevant information. Our
method advantages can be spotlighted as follows:

• Utilizing hybrid method for brain tumor detection to
overcome the relatively small datasets by using different
pre-trained CNN models to extract deep features from
brain MRI images and employing machine learning
classifiers to effectively detect brain tumor in MRI
images.

• Enhancing Feature representation and overcoming het-
erogeneity and feature scattering by depending on a
concatenated deep feature vector which combines the
deep features extracted from the distinct pre-trained
CNN models to combine diverse visual information and
obtain more comprehensive feature representation.

• Reducing feature redundancy, irrelevancy, and dimen-
sionality by applying the genetic algorithm as a feature
selection technique to identify and utilize the most
powerful and important features, also lowering the
expense of computing.

• Two distinct MRI datasets have been used to evaluate
our proposed method for the brain tumor detection and
it has demonstrated high accuracy using both datasets.

These findings highlight the superior efficacy of our
proposed method when compared to the other methods,
emphasizing its potential for enhancing outcomes in this
field.

V. CONCLUSION
Brain tumor can develop at any age and lead to the deteriora-
tion of brain cell structures. Early detection of brain tumors is
extremely important, not only for halting the advancement of
the disease but also for significantly enhancing the quality of
life for those affected. In this research, our primary objective
is to develop an efficient methodology for early detection
of brain tumors based on MRI. By incorporating transfer
learning and leveraging multiple pre-trained deep CNN
models, we successfully extracted deep features from brain
MRI images. Two experiments were conducted to assess the
effectiveness of the extracted features. In the first experiment,

deep features from various pre-trained CNN networks were
used with multiple machine learning classifiers without
applying feature concatenation or selection, resulting in an
accuracy of 92.59% and 96.87% on the first and second
datasets, respectively. The second experiment involved
feature concatenation to integrate diverse information from
different models and feature selection to identify the most
relevant and significant features from the concatenated deep
features extracted by the four CNNmodels. The combination
of deep features particularly those from the first three models
resulted in a significant enhancement in performance resulted
in a significant enhancement in performance, reaching an
impressive accuracy level of 99.74% and 99.87% on the first
and second datasets, respectively. These outcomes under-
score the effectiveness of our method in precisely detecting
brain tumors, which has the potential to greatly assist doctors
and specialists in early diagnosis and subsequent treatment
planning.

Future research directions could involve expanding the
evaluation to encompass larger and more diverse datasets,
thereby ensuring a comprehensive understanding of the
method’s applicability across different scenarios. Addition-
ally, exploring a variety of deep learning architectures could
provide insights into the most effective models for this
application. Conducting clinical trials will be crucial to
validate the efficiency and reliability of the proposed method.
Furthermore, it is essential to refine the technique to enhance
its ability to accurately classify distinct forms of brain tumors,
which would significantly improve diagnostic precision and
treatment planning. Also, utilizing parallel processing and
distributed computing techniques could substantially reduce
the time needed for large datasets and models with more
intricate architectures.
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