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ABSTRACT A small target object refers to an object whose relative size of the bounding box is very small,
usually the ratio of the width of the bounding box to the width and height of the original image is less
than 0.1, or the ratio of the area of the bounding box to the area of the original image is less than 0.03, or the
absolute size is less than 32∗32 pixels. It has important applications in industrial defect detection, medical
image processing, intelligent security, unmanned driving, and many other fields. Although great progress
has been made in the field of target detection, which is limited to large target objects, due to the challenges
of small size, inconspicuous features and insufficient data samples, the accuracy and speed of small target
detection are low. To solve this problem, this paper proposes a novel small target object detection algorithm
model: Swin Transformer’s DETR. In this algorithm, Swin Transformer is used as the backbone to extract
the global features and local information of small targets, and a three-layer feature pyramid structure is used
for feature fusion at the Neck layer to improve the calculation efficiency and model accuracy. Secondly, the
detector is optimized, and the detector is replaced by two stages, and the ReLU activation function of FFN
layer is replaced by the latest SwiGLU activation function, to avoid the problems of gradient disappearance
and explosion and enhance the nonlinearity of the algorithm model. Large resolution size input is adopted
on Tiny Person dataset, and its input value is set to [1400,800]. The above analysis is carried out on VOC
and Tiny Person datasets, and the detection rates of small target objects are 88.9% and 48.3% respectively.
The results show that the Swin Transformer’s DETR algorithm model proposed in this paper performs well
on various datasets, and has strong generalization ability, stability and accuracy in different scenarios and
datasets, which is higher than other algorithm models.

INDEX TERMS Swin transformer, DETR, small target detection, deep learning.

I. INTRODUCTION
With the rapid development of deep learning, great progress
has been made in the field of target detection [1]. Various
excellent algorithm models have emerged one after another,
including classification-based target detection models focus-
ing on improving accuracy (such as R-CNN [2], Faster
R-CNN [3]) and regression-based models focusing on speed
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(such as YOLOv5 [4], YOLOv8 [5], DSSD [6], and new
models based on Transformer (such as LSTR [7], DETR [8],
TNT [9]. The above model gets rid of the limitation of
traditional manual design features and greatly promotes the
development of computer vision. Target detection technology
plays an important role in industrial defect detection, human
body shape recognition, intelligent security, unmanned driv-
ing, and other fields, which provides great convenience
for human life and production. Although the detection of
large target objects has achieved good results, there are still
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great challenges and gaps in the detection of small target
objects.

Taking the DETR algorithm model as an example, we use
ResNet-50 or ResNet-101 backbone network to detect large
target objects. DETR has achieved a good balance between
accuracy and speed and has excellent real-time processing
ability. Its flexibility and generalization make it applicable
to various target detection scenarios and datasets. On the
COCO [10] dataset, the AP50 value of DETR is basically
the same as that of Faster R-CNN, which are 63.1% and
60.5% respectively, while the AP value is 43.3% and 39%
respectively. However, on Tiny Person small target dataset,
the AP50 of Faster R-CNN is reduced to 43.5%, while that
of DETR is less than 10%, which shows that DETR is not
adaptable to this type of dataset. The AP value is seriously
affected. The performance of DETR is greatly affected by
the size of the target object, and the detection ability of small
target objects is the main factor.

Small target detection is one of the key challenges in the
field of target detection. Compared with large target objects,
small target objects are extremely sensitive to image res-
olution, and factors such as scale imbalance, background
information, target density, light interference and shortage of
samples all increase the detection difficulty. The current chal-
lenge is how to improve the detection accuracy and speed of
small target objects while maintaining the detection accuracy
of large objects.

Aiming at the above problems, we put forward an inno-
vative small target object detection algorithm model: Swin
Transformer’s DETR, which can achieve higher detection
accuracy and faster detection speed under the same experi-
mental conditions. Compared with the advanced algorithms
such as DETR, Faster R-CNN and YOLOv5, the proposed
algorithm improves the small target detection accuracy of
VOC datasets by 11 AP at the resolution of 800 × 600 pix-
els. Under the resolution of 1400 × 800 pixels, the small
target detection accuracy of Tiny Person dataset is improved
by 8 AP, and other indicators are also significantly improved,
and the detection speed per hour/epoch is also improved by
2.5 hours.

The main contributions of this paper are summarized as
follows:
i. We found the limitation of DETR algorithm in small

target object detection, and proposed an innovative small
target object detection algorithm, namely Swin Trans-
former’s DETR, to improve the detection performance
of small target objects. It is also compared with DETR,
YOLOv5 and Faster R-CNN.

ii. The designed new backbone network can effectively
extract the global features and local information of small
target objects and adopt a three-layer pyramid structure
for feature fusion. The diversity and novelty of data
samples are enhanced to improve the adaptability of the
algorithmmodel to complex scenes. The latest activation
function SwiGLU was introduced to solve the problems
of gradient disappearance and explosion.

iii. Three experiments on VOC and Tiny Person datasets,
compared Swin Transformer’s DETR have been carried
out with other most advanced detectors, and proved that
the algorithm proposed in this paper is more effective.
In terms of accuracy, Swin Transformer’s DETR com-
pletely surpasses the algorithm models such as DETR,
especially on VOC datasets, the detection accuracy of
small target objects is improved by 11 AP, and the detec-
tion speed is improved by 2.5 hours per epoch.

The rest of this paper is organized as follows: Section II
describes our proposed algorithm model in detail and opti-
mizes it in detail. Section III introduces the experimental
environment configuration studied in this paper and com-
pares and verifies the proposed algorithm model on VOC
and Tiny Person datasets. Section IV compares Swin Trans-
former’s DETR with other target detection algorithms.
Finally, sectionV summarizes the researchwork of this paper.

II. METHOD
In the foregoing introduction, DETR is equivalent to Faster
R-CNN in detecting large target objects. However, when
detecting small target objects, because the traditional CNN
network is used as the backbone in the DETR algorithm
model, CNN mainly relies on local field of view and weight
sharing to capture the spatial characteristics of images.
In view of the problems of low resolution and inconspicuous
local features of small target objects, the detection accu-
racy of small target objects is low. In this paper, a small
target object detection algorithmmodel based on Swin Trans-
former’s DETR is proposed. The overall structure diagram
of the network is shown in Figure 1 that illustrates how
Swin Transformer’s DETR contributes to detect small target
objects.

First, the CNN backbone network in DETR is replaced
with the latest Swin Transformer and Swin Transformer is
applied as the backbone network to extract the features of
small target objects. Swin transformer adopts the hierarchical
attention mechanism in stages, which can model the target
object on different scales, so it has stronger modeling ability.
It provides a more flexible feature extraction mechanism for
the target detection task and can better capture the global
information and local features of the target object, thus laying
a solid foundation for improving the target detection accu-
racy. Based on the features extracted by Swin Transformer,
the subsequent feature extraction processing is carried out to
capture the semantic information of small target objects more
comprehensively.

Next, to further optimize the performance of neural net-
work and improve the performance and robustness of the
algorithm model, in view of the SwiGLU’s characteristics of
non-monotonicity, smoothness, and universality. This paper
adopts the latest activation function SwiGLU instead of
ReLU activation function adopted in the first layer.

The purpose of this improvement is to introduce a
more elaborate screening mechanism, by generating some
candidate regions in advance, and then making specific
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classification and regression prediction. The two-stage detec-
tion method can deal with different scales and shapes of
targets more flexibly, thus improving the adaptability of the
algorithm model to complex scenes. Through this innovative
improvement, the performance of Swin Transformer’s DETR
algorithm model in small target object detection and other
tasks is optimized.

The Hungarian algorithm, through its global optimal
matchingmechanism, can effectively reduce matching errors.
This is particularly useful in detecting small objects, as it min-
imizes matching errors caused by the weakening of features
in small objects.

A. BACKBONE
According to the overall architecture diagram of Swin Trans-
former network, the input small target image I is firstly
partitioned by Patch Partition, and then sent to Linear Embed-
ding module to adjust the number of channels. Secondly,
feature extraction and down-adoption are carried out through
stage 1, 2, 3 and 4, and finally the prediction results are
obtained. After each stage, the image size will be reduced
to half of the original size, and the number of channels
will be expanded to twice the original number. The Swin
Transformer block in each stage consists of two continu-
ous transformer blocks, one of which is based on W-MAS
and the other is based on SW-MSA. The calculation perfor-
mance is improved by using window and translation window
mechanism.

FIGURE 1. Simplified network architecture diagram of Swin Transformer’s
DETR.

FIGURE 2. (a) The architecture of a Swin Transformer (Swin-T); (b) Two
successive Swin Transformer blocks. W-MSA and SW-MSA are multi-head
self-attention modules with regular and shifted windowing
configurations respectively.

1) PATCH MERGING MODULE
Patch Merging module firstly splices the patch blocks with
the size of H×W, concatenate them in the channel dimension

to form a new feature map,

H
2

×
W
2

× 4C, (1)

and performs Layer Normalization operation on the output
of each stage for regularization. Then, through a linear layer,
a feature map with a new size of

H
2

×
W
2

× 2C, (2)

is formed, and the down sampling process of the feature
map is completed. In this process, the size is reduced to 1/2
and the channel is expanded to 2 times.

FIGURE 3. Patch merging module.

2) W-MSA MODULE
Swin-T decomposes MSA into several windows with fixed
size to form W-MSA. In W-MSA, the pixels in each window
can only do inner product operation with other pixels in
the window, to obtain the local information of small target
objects. This blocking method greatly reduces the calculation
amount and improves the operation efficiency of the network
structure. The calculation formulas of MSA and W-MSA are
as follows,

� (MSA) = 4hwC2
+ 2 (hw)2 C, (3)

and

� (W − MSA) = 4hwC2
+ 2M2hwC, (4)

Here h, w and C represent the height, width, and depth of
the featuremap respectively, andM represents the size of each
window. If h=w=112, M=7 and C=128, it can be calculated
that W-MSA saves 40124743680 FL0Ps.

3) SW-MSA MODULE
Although W-MSA can reduce the amount of calculation by
dividing windows, it can’t interact with each other, which
leads to the narrowing of its receptive field and the inability
to get more global and accurate information, thus affecting
the accuracy of the network. To solve the above problems,
information interaction between different windows is real-
ized by sliding windows. The W-MSA of the offset window
constitutes the SW-MSA module. Based on the W-MSA,
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its window is offset by two Patch to the lower right corner to
form nine blocks with different sizes. Then, the nine blocks
are translated and spliced into four blocks with the same size
corresponding to the W-MSA by using cyclic shift, so that
the information data can be returned to the original position
through reverse cyclic shift. With the help of SW-MSAmech-
anism, the MSA calculation of pixels in offset windows is
completed, and the information exchange of pixels between
different windows is realized, thus indirectly expanding the
‘‘receptive field’’ of the network and improving the utilization
rate of information.

FIGURE 4. SW-MSA module.

4) RELATIVE POSITION BIAS MECHANISM
Swin-T network introduces the relative position offset mech-
anism in the calculation of Attention to improve the overall
accuracy. Through this mechanism, the accuracy can be
improved by 1.2%∼2.3%. Taking the 2×2 feature map as an
example, firstly, each block in the feature map is numbered
in absolute position, and the absolute position index of each
block is obtained. Then, the relative position between each
block and other blocks is calculated. The calculation method
is to subtract the absolute position index of this block from
the absolute position index of other blocks to get the relative
position index matrix of each block. Finally, the relative
position indexmatrix of each block is flattened and connected
to form the relative position index matrix of the whole feature
map. The specific calculation process is shown in the figure
below.

Swin-T does not use the relative position index matrix in
the form of two-dimensional tuples but maps the relative
position index in the form of two-dimensional tuples into
one-dimensional relative position offset, thus forming the
corresponding matrix. The specific mapping method is as
follows:

1. Add M-1 to the row index and column index of the
corresponding relative position respectively.

2. Multiply the row index by 2M-1.
3. Add the row index and the column index, and then use

the corresponding relative position offset table for mapping
to get the final relative position offset B.

The specific calculation process is shown in Figure 6.
The following is the calculation formula of Attention with

relative position offset mechanism,

Attention (Q,K,V) = Softmax
(
QKT
d

+B
)
V, (5)

FIGURE 5. Flow chart of relative position index calculation.

FIGURE 6. Flow chart of relative position offset.

where B is the relative position offset obtained in the above
calculation.

Firstly, the global features and local information of small
target image are extracted by Swin Transformer back-
bone network, and then the extracted features are fused by
three-layer pyramid feature structure. This three-layer pyra-
mid structure can help integrate shallow network features,
as the characteristics of small targets are mostly concentrated
in the shallow layers. This enables better regression of small
targets.

The two-stage detection head alleviates the issue of sample
imbalance by performing an initial round of filtering through
ROI. Another challenge in small object detection is sample
imbalance, as there are too few pixels representing small
objects.

5) FFN LAYER
In this paper, SwiGLU activation function, which is outstand-
ing in Transformer field, is used to replace ReLU activation
function for activation output. SwiGLU activation function
is a combination of Swish and GLU activation functions,
in which Swish function is used to gate the linear func-
tion of GLU, so that SwiGLU can make comprehensive
use of the advantages of Swish and GLU and overcome
their respective disadvantages. SwiGLU has been proven
to perform well in many tasks due to Swish and GLU,
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including image classification, language modeling and
machine translation. The activation function has the charac-
teristics of non-monotonicity, smoothness, and universality,
and can selectively activate neurons according to the received
input by adopting the gating mechanism. The application of
SwiGLU activation function in Swin Transformer’s DETR
can further optimize the network performance and sig-
nificantly improve the performance and robustness of the
algorithm model.

SwiGLU has been proved to be superior to Swish and
GLU in many tasks, including image classification, language
modeling and machine translation. The activation function
has the characteristics of non-monotonicity, smoothness, and
universality, and can selectively activate neurons according
to the received input by adopting the gating mechanism.
At present, due to the excellent performance of SwiGLU
in the field of Transformer, the applicability of other new
activation functions such as GLU, GTU, Bilinear, ReGLU
and GEGLU is limited. Using SwiGLU activation function in
Swin Transformer’s DETR can further optimize the network
performance and significantly improve the performance and
robustness of the algorithm model. Where w, v, b, c and β are
trainable parameters.

The mathematical expression of SwiGLU function is as
follows,

SwiGLU(x) = Swishβ (xW + b) ⊗ (xV + bc), (6)

and the image of SwiGLU function is shown in the following
figure.

FIGURE 7. SwiGLU function.

B. TWO STAGE DETECTION HEAD
Swin Transformer, as the backbone network, extracts the
global features and local information of small target objects,
and after feature fusion with a three-layer pyramid struc-
ture, it enters two-stage detection. Firstly, a small object
pre-selection box that may be detected is generated, and then
fine-grained object detection is carried out. The two-stage
detection head is shown in Figure 8.

C. LOSS FUNCTION
Since DETR infers a fixed size of n prediction sets in a single
pass through the decoder. However, the main challenge in the

FIGURE 8. Two stage detection head.

training process is how to accurately predict the category,
position, and size of the object. Our loss is to produce an
optimal binary distribution between the predicted object and
the real object, thus optimizing the object-specific loss. In this
paper, an improved Hungarian algorithm is used to allocate
loss and BOX loss. The mathematical expressions are as
follows,

Sσ̂ = argmin
σ∈ℓN

N∑
i

Lmatch(yi, ŷσ (i)), (7)

and

LHungarian
(
y, ŷ

)
=

N∑
i=1

[
−log p̂σ (i)(ci) + 1{ci ̸=∅}Lbox(bi, b̂σ̂ (i))

]
. (8)

III. EXPERIMENTS
A. DATASET, CONFIGURATION AND EVALUATION MATRIX
1) DATASET
In this paper, two public datasets are used to test and verify the
algorithm model: PASCAL VOC [12] and Tiny Person [13].
Image types, input image sizes, and the number of images in
the training set and verification set are shown in the following
table.

PASCAL VOC dataset originated in 2005, and was orig-
inally used for image classification tasks, and gradually
extended to target detection, semantic segmentation, and
other fields. Among them, PASCLA VOC2007 and PAS-
CAL VOC2012 are two important dataset versions. VOC
2007 dataset contains 20 categories of targets, which are
divided into three parts: training, verification, and testing.
The VOC 2012 dataset is an upgraded version of VOC 2007,
which can be used for image classification, object detection
and semantic segmentation tasks.

The image of PASCAL VOC dataset is shown in the fol-
lowing figure.

Tiny Person dataset is published by the University of Chi-
nese Academy of Sciences and is specially designed for tiny
target detection. In view of the low resolution of people in
sea and beach scenes, this dataset contains two categories:
Sea Person and Earth Person. Sea Person includes people
who are in the boat, in the water or more than half of their
bodies are in the water, while the rest belong to Earth Person.
The dataset contains 1610 tagged images and 759 unlabeled
images, mainly from the same video set, with a total of
72651 annotations. Tiny Person dataset image is shown in
Figure 10.
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TABLE 1. Summary of used datasets.

FIGURE 9. VOC dataset.

2) CONFIGURATION
Our experiment is based on the framework of MMDe-
tection3 [14] and trained on a single GPU of Intel Core
i9 RTX 3090. Load the weight of deformable-detr-refine-
twostage_r50_16xb2-50e_voc/best.pth and fine-tune it. SGD
optimizer with weight decay rate of 0.0001 and momentum
of 0.999 is adopted. To alleviate the instability and slow
convergence of the model, which may be caused by large
learning rate, the algorithmmodel in this paper adopts Cosine
Annealing LR learning rate adjustment method, and the max-
imum learning rate and minimum learning rate are set to
be the same during model training, and the value is 0.0001.
The training generation of the algorithm model starts from 0,
and a total of 200 generations are trained. In this paper, the
freezing training mode is not adopted, and the latest SwiGLU
activation function is used for output activation. In terms of
input image shape, its size must be a multiple of 32. On VOC
dataset, the input image size is [800, 600], while on Tiny
Person dataset, large-resolution size input is adopted, and the
parameter is set to [1400, 800].

The experiment is carried out on the hardware equipment
as shown in the table: the operating system is Windows 10,
and the computing hardware configuration includes 64GB
DDR4 3733MHz memory, RTX 3090 24G discrete graphics
card, Intel Core i9 processor, 2TB HDD hard disk and DELL
keyboard and mouse. Python programming language, version
3.11, PyTorch deep learning framework. The operation of
the program depends on GPU for calculation, without using
CPU. On VOC and Tiny Person datasets, the running time is

FIGURE 10. Tiny person dataset.

48 hours and 75 hours respectively. GPU resource utilization
is about 40%.

TABLE 2. Specific parameters of hardware equipment.

3) EVALUATION MATRIX
In the small target detection task, the evaluation indexes are
mainly divided into two categories: detection accuracy and
detection speed. The evaluation indexes of detection accuracy
include IoU, accuracy, accuracy, recall, F1 value, AP, MAP,
ROC curve and AUC value, and the common formulas are
shown in (9) to (14). The evaluation indexes of detection
speed include forward transmission time, FPS and FLOPS.

In this paper, the performance of the algorithm model is
comprehensively evaluated by the evaluation index of detec-
tion accuracy, including accuracy, recall rate, mAP and F1
value. The above indicators can effectively evaluate the accu-
racy, comprehensiveness, stability generalization ability and
robustness of the algorithm. Combining the types of model
detection with the real situation, TP is the number of positive
samples correctly identified, FP is the number of negative
samples detected as positive samples, FN is the number of
positive samples not detected as negative samples, and TN is
the number of negative samples correctly classified, as shown
in the following table. Accuracy represents the accuracy of
the algorithm relative to the detection results, recall represents
the ability of the algorithm to check the whole algorithm,
mAP represents the comprehensive performance of target
detection algorithms in multiple categories, and F1 value is
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the harmonic average of accuracy and recall. Swin Trans-
former’s DETR algorithm aims to improve the detection
performance of small target objects, so besides the detection
accuracy index, it also considers the detection speed indexes
such as FPS, APS, APM and APL to comprehensively eval-
uate the speed of the model and the detection accuracy of
multi-scale objects. In addition, we will pay attention to the
parameters of the network model to ensure that the actual
deployment needs are met.

TABLE 3. Classification result matrix.

Precision is defined as

Precision =
TP

TP + TF
. (9)

Accuracy is defined as

Accuracy =
TP + TN

TP + TN + FP + FN
. (10)

Recall rate is defined as

Recall =
TP

TP + FN
. (11)

The F1 value is defined as

F1 = 2
precision ∗ recall
precision + recall

. (12)

The average accuracy is defined as

AP =

∑
Pri∑
r

. (13)

Mean precision mean is defined as

mAP =

∑
APi
n

. (14)

MAP (average precision) standard is adopted in this exper-
iment. When the IoU threshold is 0.5, the precision rate and
recall rate under different confidence thresholds are calcu-
lated. By calculating the area under the PR curve, the AP
value of each category is obtained, and the AP values of
all categories are averaged to get the mAP value. The mAP,
Recall, F1 and Precision values of Swin Transformer’s DETR
on VOC and Tiny Person datasets are shown in the following
table.

TABLE 4. Experiment results on VOC and tiny person dataset.

B. EXPERIMENT ANALYSIS
1) RESULTS ON THE VOC DATASET
On the VOC data set, for each type, when IoU=0.5, the
algorithm model Swin Transformer’s DETR in this paper
calculates the Precision, F1, Recall and AP values of each
category in the data set under different confidence thresholds,
as shown in Table 4.

According to the experimental results, Swin Transformer’s
DETR performswell on VOC data sets. The average accuracy
(AP) of each category is obviously different. For example, the
cat category is 99.1%,while the bottle category is only 64.6%,
which shows that the models are quite different among dif-
ferent categories. The F1 value of most categories exceeds
0.7, which shows that the model has achieved a good balance
between accuracy and recall. However, the F1 values of some
categories such as person and diningtable are low, and the
algorithmmodel needs to be further optimized. The recall rate
of most categories is over 90%, which shows that the model
is highly sensitive to the detection target, but the recall rate
of some categories such as bottle and diningtable is low, so it
is necessary to further optimize and improve the algorithm
model. The accuracy of most categories is over 90%, which
shows that the algorithm model has high accuracy in identi-
fying positive samples, but there are still some cases where
the accuracy of some categories is low, and there may be
false detection, so the algorithm model needs to be further
optimized and improved.

To sum up, Swin Transformer’s DETR shows high detec-
tion accuracy on VOC data sets, but it needs to further
optimize and improve the algorithm model according to the
performance differences of different categories to improve
the overall performance of the model. We draw the training
loss, verification loss and mAP value with epoch number in
the training process of Swin Transformer’s DETR. 11 shows
that from a macro point of view, the loss continues to decline
during the training process, but there will be some fluc-
tuations at the micro level. After about 5 epoch, the loss
decreases slowly and tends to be stable, which shows that the
model has strong convergence ability and stability. Fig. 12
shows that the mAP value increases with the increase of the
number of training epochs, and basically reaches a stable level
in about 5 epochs, which shows that the model has strong
learning ability and the ability to identify target features and
shows excellent detection accuracy quickly and accurately.

2) RESULTS ON THE TINY PERSON DATASET
On the tiny target object data set of Tiny Person, for each
type, when IoU=0.5, the Precision, F1, Recall and AP values
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TABLE 5. Prediction performance of the proposed model in terms of
Precision, Recall, F1_score, AP on the VOC dataset.

of Swin Transformer’s DETR are calculated under different
confidence thresholds, as shown in the following table.

FIGURE 11. Map value curve of Swin Transformer’s DETR models on VOC
dataset.

According to the experimental results, Swin Transformer’s
DETR performs well on Tiny Person data set. The average
accuracy (AP) of this model on this data set reaches 48.3,
which shows that it has good detection ability for small target
objects. The F1 value is 0.792, which shows that the model
has achieved a good balance between accuracy and recall and
has good comprehensive performance. The recall rate reaches
70.7%, which shows that the model has high sensitivity in
detecting small target objects and can capture small target
objects well. The accuracy rate is 89.9%, which shows that
the model has high accuracy in identifying positive samples,
reducing false detection, and improving the reliability of
detection.

FIGURE 12. Loss curve of Swin Transformer’s DETR models on VOC
dataset.

TABLE 6. Prediction performance of the proposed model in terms of
Precision, Recall, F1_score, AP on the Tiny Person dataset.

In a word, Swin Transformer’s DETR shows excellent
detection performance on Tiny Person data set, which pro-
vides strong experimental support for accurate detection of
small target objects. We draw the training loss, verification
loss andmAP valuewith epoch number in the training process
of Swin Transformer’s DETR model. Fig. 13 shows that,
overall, the loss curve fluctuates in the process, indicating
that the model has some challenges to the stability and con-
vergence of this data set. Fig. 14 shows that the mAP value
gradually increases with the increase of the number of epochs,
and almost reaches a high point at about 2 epochs, indicating
that the algorithm model has strong learning ability and the
ability to accurately identify the target features, and shows
excellent detection accuracy.

FIGURE 13. Map value curve of Swin Transformer’s DETR model on tiny
person dataset.

3) ABLATION EXPERIMENT
The experimental results of four algorithms on VOC and
Tiny Person data sets. Through the ablation experiment,
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FIGURE 14. Loss curve of Swin Transformer’s DETR model on tiny person
dataset.

the necessity and effectiveness of Swin Transformer’s DETR
in the target detection task are verified. On the data sets of
VOC and Tiny Person, YOLOv5, Faster R-CNN and DETR
algorithm models are selected for experiments. The experi-
mental results are listed in Tables 7 and 8 respectively.

Table 7 compares the experimental results of four
algorithm models on VOC data sets. Swin Transformer’s
DETR achieved the highest mAP value of 88.9% when the
input image size was 800 × 600, which was 11.6% higher
than that of Faster R-CNN. Its Recall value is as high as 97%,
which is 15.4% higher than that of Faster R-CNN, while its
F1 value is 0.79, which is 0.06 higher than that of YOLOv5.
In addition, Precision is as high as 95%, which is 10.8%
higher than YOLOv5. Overall, the accuracy of our proposed
algorithm model is improved by 11.6%.

Table 8 compares the experimental results of four
algorithm models on Tiny Person data set. Swin Trans-
former’s DETR achieved remarkable results when the input
image size was 1400 × 800, and the mAP reached 48.36%,
which was 8.36% higher than YOLOv5. The other three
detection accuracy indexes are obviously better than other
algorithm models, which are improved by 39.5%, 0.33 and
2.1% respectively. Overall, the accuracy of our proposed
algorithm model is improved by 8.36%. The experimental
results show that the Swin Transformer’s DETR algorithm
model can improve the accuracy of target detection.

TABLE 7. Comparison of Prediction performance of YOLOv5, Faster
R-CNN, DETR, Swin Transformer’s DETR in terms of Precision, Recall,
F1_score, AP on the VOC dataset.

4) STABILITY AND ROBUSTNESS
We comprehensively analyze the stability and robustness of
Swin Transformer’s DETR algorithm model. On the data sets

TABLE 8. Prediction performance of the proposed model in terms of
Precision, Recall, F1_score, AP on the Tiny Person dataset.

of VOC and Tiny Person, the curves of the mAP value and
Loss function of YOLOv5, Faster R-CNN, DETR and Swin
Transformer’s DETR varying with the increase of epoch are
shown in Figs. 15, 16, 17 and 18 respectively. The above
graph can clearly present the training process and perfor-
mance of each algorithm model.

Fig. 15 shows the curves of mAP of four algorithm mod-
els varying with epoch number on VOC data set. With the
increase of epoch number, the mAP of the four algorithm
models all showed an upward trend, and the YOLOv5
curve was quite stable. Compared with the other three
algorithm models, the mAP value of Swin Transformer’s
DETR increases the fastest and the mAP value is the largest,
and the curve tends to be stable, which shows its strong
learning ability, accurate identification of target features and
excellent detection accuracy.

FIGURE 15. Map value curves of four algorithm models on VOC data set:
(a) YOLOv5 (b) Faster R-CNN (c) DETR (d) Swin Transformer’s DETR.

Fig. 16 shows that the curves of the mAP of the four
algorithm models with the number of epoch on the Tiny
Person data set all show an upward trend. Themodel of DETR
algorithm has a serious shock, and the curve of YOLOv5 is
the most smooth and stable. Compared with the other three
algorithm models, the mAP value of Swin Transformer’s
DETR grows fastest and has the largest value, but it fluctu-
ates slightly during the training process. It shows that Swin
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Transformer’s DETR has strong learning ability and the abil-
ity to accurately identify target features, showing excellent
detection accuracy.

FIGURE 16. Map value curves of four algorithm models on tiny person
data set: (a) YOLOv5 (b) Faster R-CNN (c) DETR (d) Swin Transformer’s
DETR.

Fig. 17 shows the curves of the Loss loss function of the
four algorithm models with the epoch number on the VOC
data set, all of which show a downward trend. The Loss curve
of YOLOv5 has the fastest decline and the lowest Loss value,
and its value is close to 0, and the curve is the smoothest
and most stable. The Loss of Swin Transformer’s DETR
gradually decreases with the increase of epoch number, which
shows the effectiveness of the model. However, compared
with YOLOv5, the stability of the algorithm model in this
paper has not reached the ideal level, and further optimization
and improvement are needed to improve the stability and
generalization ability of the model.

FIGURE 17. Loss curves of four algorithm models on VOC data set:
(a) YOLOv5 (b) Faster R-CNN (c) DETR (d) Swin Transformer’s DETR.

Fig. 18 shows the curves of the Loss of four algorithmmod-
els on Tiny Person data set with the increase of epoch number.
The Loss of the other three algorithm models all showed
a downward trend, among which the Loss of YOLOv5
decreased the fastest, and finally approached zero, and the
curve was the most smooth and stable. However, the Loss
curve of Swin Transformer’s DETR algorithm model shows
obvious oscillation trend, and there are different degrees of
over-fitting. It shows that the algorithm model has shortcom-
ings in stability, generalization ability and robustness, and it
needs to be further optimized and improved.

In a word, Swin Transformer’s DETR algorithm model is
excellent in learning ability and target feature recognition.
However, there are some shortcomings in stability, general-
ization ability and robustness, and the algorithm model needs
to be further optimized and improved.

FIGURE 18. Map value curves of four algorithm models on Tiny Person
data set: (a) YOLOv5 (b) Faster R-CNN (c) DETR (d) Swin Transformer’s
DETR.

IV. DISCUSSION
In this study, a novel method is proposed to detect small target
objects.We use Swin Transformer as the backbone network to
extract the global features and local information of small tar-
get objects and use a three-layer pyramid structure for feature
fusion. Then, we use a two-stage detection head to generate
a pre-selection box for small target objects, and then carry
out fine-grained object detection. Finally, we use the most
advanced SwiGLU activation function in the field of Trans-
former to activate the output, and optimize the algorithm
model structure, data enhancement, training methods and
testing methods. The evaluation results on PASCAL VOC
and Tiny Person data sets show that our method outperforms
previous studies in detection accuracy.

Table 9 compares the model detection results of our
research and previous research on PASCAL VOC data sets.
Tian et al. [16] proposed FCOS, which is a single-stage
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TABLE 9. Comparison of detection results in previous work and in the
proposed method on the VOC dataset.

target detector with full convolution. The target detection
problem is solved by pixel-by-pixel prediction like seman-
tic segmentation, and the accuracy rate reaches 68.9%.
Zhu et al. [17] put forward the feature selection anchor-free
module FSAF, which is a simple and effective basic build-
ing module of single-stage target detector, with an accuracy
rate of 77%. Jocher et al. [5] proposed YOLOv5, a real-
time object detection algorithm based on Deep Convolutional
Neural Network (CNN), with an accuracy rate of 77.9%.
Ren et al. [15] proposed Faster R-CNN, a target proposal net-
work for real-time object detection, with an accuracy rate of
79.6%. Chen et al. [19] proposed a You Only Look One-level
Feature (YOLOF) algorithm model for target detection, and
its accuracy rate reached 79.8%. Lin et al. [18] designed and
trained a simple dense detector named RetinaNet to evaluate
the effectiveness of the algorithmmodel loss, and its detection
accuracy reached 80%. In contrast, our proposed method
achieves a detection accuracy of 88.9% on PASCAL VOC
data sets, which exceeds Rudong’s [20] best performance
of 7.9%.

TABLE 10. Comparison of detection results in previous work and in the
proposed method on the Tiny Person dataset.

Table 10 shows our detection results on Tiny Person data
set using Swin Transformer’s DETR and lists the previous
research results. Tian et al. [16] proposed FCOS, a single-
stage object detector, which is like semantic segmentation
and solves the problem of object detection by pixel-by-pixel
prediction and achieves 17.9% detection accuracy on Tiny
Person data set. Li et al. [23] proposed a network for face
detection called Double Detection Face Detector (DSFD),
which achieved a detection accuracy of 31.15% on Tiny Per-
son data set. Lin et al. [18] designed a simple dense detector

RetinaNet and trained it to evaluate the effectiveness of the
algorithm model loss and achieved a detection accuracy of
33.53% on Tiny Person data set. Zhang et al. [24] proposed a
learningmatchingmethod tomatch anchor points in a flexible
way, which is called FreeAnchor. On Tiny Person data set,
this method achieved an accuracy of 41.36%. Pang et a. [25]
proposed a simple but effective balanced learning framework,
called Libra R-CNN, and their method achieved a detection
accuracy of 44.68% on Tiny Person data sets. Lu et al. [22]
proposed Grid R-CNN, which is a new target detection
framework with grid-guided positioning mechanism. The
detection accuracy is 47.14% on Tiny Person data set. Our
method achieves the highest detection accuracy of small tar-
get objects on Tiny Person data set, reaching 48.36%. It is 1%
higher than the best detection algorithm FPN proposed by
Liu et al. [21].

We classified and summarized the experimental data of
YOLOv5, Faster R-CNN, DETR, and Swin Transformer’s
DETR on the VOC, and Tiny Person datasets, including F1
value, AP0.5 value, Recall value, and Precision value. Then,
T-test analysis was conducted on them separately.

Table 11 shows that the F1 value of Swin Transformer’s
DETR test results group is higher than that of Faster R-CNN
test results group (the average difference is 0.23), and the
analysis of variance shows that both sides have P< 0.05. The
F1 values of the two algorithms are significantly different,
so to some extent, Swin Transformer’s DETR algorithm is
more effective.

TABLE 11. Comparison results of F1 values of different algorithms.

The F1 value of YOLOv5 test results group was higher
than that of Faster R-CNN test results group (the average
difference was 0.15), and the analysis of variance showed that
both sides had p < 0.05. The F1 values of the two algorithms
were significantly different, so to some extent, the YOLOv5
algorithm was more effective.

Table 12 shows that the AP0.5 value of Swin Transformer’s
DETR test results group is higher than that of DETR test
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results group (the average difference is 0.18), and the analysis
of variance shows that both sides have P < 0.05, and the
AP0.5 values of the two algorithms are significantly different,
which shows that Swin Transformer’s DETR algorithm is
more effective, to some extent.

TABLE 12. Comparison results of AP0.5 values of different algorithms.

Table 13 shows that the Recall value of Swin Trans-
former’s DETR test results group is higher than that of
YOLOv5 test results group (the average difference is 0.31),
and the analysis of variance shows that both sides have
P < 0.05. The Recall values of the two algorithms are signifi-
cantly different, which shows that Swin Transformer’s DETR
algorithm is more effective to some extent. The Recall value
of Swin Transformer’s DETR test results group is higher
than that of Faster r-CNN test results group (the average
difference is 0.17), and the analysis of variance shows that
both sides have P < 0.05. The Recall values of the two
algorithms are significantly different, which shows that Swin
Transformer’s DETR algorithm is more effective to some
extent.

The Recall value of Swin Transformer’s DETR test results
group is higher than that of DETR test results group (the
average difference is 0.23). The analysis of variance shows
that both sides have P< 0.05, and the Recall values of the two
algorithms are significantly different, which shows that Swin
Transformer’s DETR algorithm is more effective, to some
extent.

Table 14 shows that the Precision value of Swin Trans-
former’s DETR test results group is higher than that of Faster
R-CNN test results group (the average difference is 0.49),
and the analysis of variance shows that both sides have
P < 0.05, and the Precision values of the two algorithms are

TABLE 13. Comparison results of Recall values of different algorithms.

significantly different, so to some extent, Swin Transformer’s
DETR algorithm is more effective.

TABLE 14. Comparison results of Precision values of different algorithms.

The Precision value of Swin Transformer’s DETR test
results group is higher than that of DETR test results group
(the average difference is 0.39), and the analysis of variance
shows that both sides have P < 0.05, and the Precision values
of the two algorithms are significantly different, which shows
that Swin Transformer’s DETR algorithm is more effective to
some extent.

The Precision values of YOLOv5 test results group were
all higher than those of Faster R-CNN test results group
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(the average differencewas 0.39), and the analysis of variance
showed that both sides had P < 0.05. The difference of
Precision values between the two algorithms was signifi-
cant, so the YOLOv5 algorithm was more effective, to some
extent.

The Precision values of YOLOv5 test results group were
all higher than those of DETR test results group (the aver-
age difference was 0.29). The analysis of variance showed
that both sides had P < 0.05, and the Precision values
of the two algorithms were significantly different, which
showed that YOLOv5 algorithm was more effective, to some
extent.

V. CONCLUSION
This paper proposed a novel small target object detection
algorithm model, Swin Transformer’s DETR, which uses
Swin Transformer as the backbone to extract the global
features and local information of small target objects and
uses a three-layer feature fusion gold structure to carry out
subsequent fusion processing on its features. Secondly, the
output of FFN is activated by the latest SwiGLU activation
function. Finally, we comprehensively evaluate the proposed
algorithmmodel on two data sets, VOC, and Tiny Person, and
achieve the accuracy of 88.9% and 48.36% respectively. The
experimental results show that the Swin Transformer’s DETR
small target object detection algorithm model can improve
the accuracy of target detection, reduce the overall calcu-
lation amount, and thus improve the calculation efficiency.
Its flexible network structure design makes it outstanding in
task detection in different application scenarios. The stability,
generalization ability and robustness of the algorithm model
are comprehensively evaluated by drawing the curves of mAP
value and Loss loss function with the increase of epoch. In a
word, Swin Transformer’s DETR algorithm model performs
well on small target data sets, which improves the accuracy
and speed of detection.

The impacts of this work can be summarized based on each
contribution as follows:

i. Applying Swin Transformer as the backbone network:
This significantly improves the discrimination ability of
the algorithm model to the target object. This improve-
ment not only reduces the dimension and computational
complexity, but also retains the key information, making
the algorithm model lighter and more efficient. Finally,
the above optimization measures improve the accuracy,
robustness, and stability of the small target object detec-
tion task.

ii. Applying three-layer pyramid structure: This design
makes the network more flexible and can better adapt
to targets with different scales and complexity, thus
significantly improving the accuracy and robustness of
detection.

iii. Applying two-stage detection head: The two-stage detec-
tion method can deal with different scales and shapes of

targets more flexibly, thus improving the adaptability of
the algorithm model to complex scenes.

iv. Loss Function: The loss calculation and matching mech-
anism of the Hungarian algorithm in object detection
have a significant impact on the detection of small
objects. By reasonably designing and adjusting the loss
function, the accuracy and robustness of small object
detection can be significantly improved.

Future research direction: focus on improving the perfor-
mance of the algorithm model on Tiny Person data set to
solve the problems of lowmAP value, shock, and over-fitting.
We will continue to optimize the algorithm model, improve
the accuracy and speed of detection, and solve the challenges
of stability, generalization ability and robustness. It involves
parameter adjustment, training strategy improvement and
data enhancement technology optimization to ensure that
the algorithm model can perform stably and well in all
situations.
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